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Abstract

Brownian or self-propelled particles in aqueous suspensions can be trapped by acoustic fields
generated by piezoelectric transducers usually at frequencies in the megahertz. The obtained
confinement allows the study of rich collective behaviours like clustering or spreading
dynamics in microgravity-like conditions. The acoustic field induces the levitation of self-
propelled particles and provides secondary lateral forces to capture them at nodal planes.
Here, we give a step forward in the field of confined active matter, reporting levitation
experiments of bacterial suspensions of Escherichia coli. Clustering of living bacteria is
monitored as a function of time, where different behaviours are clearly distinguished. Upon
the removal of the acoustic signal, bacteria rapidly spread, impelled by their own swimming.
Trapping of diverse bacteria phenotypes result in irreversible bacteria entanglements and in
the formation of free-floating biofilms
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Chapter 1

Introduction

It has been four years since the World Health Organization warned us of the imminent arrival
of a post-antibiotic era—-in which common infections and minor injuries could kill [128].

This year reports shows that, indeed, this was not an apocalyptic fantasy but rather a twenty-
first century reality [129, 168]. The presence of superbugs (drug resistant microorganisms)
has spread all over Earth; where drug-resistant tuberculosis, malaria and HIV are more com-
mon than ever [168]. The emergence of drug-resistant diseases is often related to the presence
of persistent bacteria [33, 96, 173], mutation of microorganisms via gene transfer [40, 188],
or the presence of complex communities of bacteria [86, 141], known as biofilms, that make
difficult to eradicate of these microorganisms.

Even when the term biofilm may not form part of the popular lexicon, most people are
familiar with biofilms in one way or another [172]. For example, without knowing, Van
Leeuwenhoek was the first person to observe the microorganisms (or animalcules) conform-
ing a dental-biofilm, or scurf as he called it [82]. Later, in 1940, once the golden age of
microbiology had ended, it was recognized for the first time that surface-attached microor-
ganisms exhibit different properties than they do as planktonic cells [79, 81]. However, the
concept of biofilm-related infection and their importance in medicine was initiated in the
early 1970 [82]. It was until 1985 that the term biofilm was introduced into medicine by
J.W. Costerton [36]. At this time he demonstrated the increased antimicrobial resistance of
biofilm growing bacteria compared to planktonic growing ones [36].

The biofilm definition coined by Costerton establish that a microbial biofilm is an aggregate
of bacterial cells surrounded by a self-producing polymeric matrix [36]. Recent insights
on biofilm development have shown that it is composed by aggregates of microorganisms,
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separated by free spaces that are deprived from bacteria and are traveled by aqueous currents.
This channels, which ensure the circulation of fluids, allow both the supply of nutrients
to the embedded bacteria and the elimination of their degradation products [58, 166]. In
fact, biofilms are not a homogeneous structure, they present complex architectures, which
variations depend on the organisms that inhabit them and the environmental conditions [43].
Biofilms can be mono-species or poly-species, the latter are the most common in ecological
environments and medical devices [46]. Moreover, biofilms may or may not adhere to
surfaces [46, 143].

Biofilm formation is a multistage process that starts with microbial adhesion with a subse-
quent production and accumulation of an extracellular matrix composed by one or more
polymeric substances as, proteins, polysaccharides, humic substances, extracellular DNA
and sometimes molecules involve in cell-to-cell-communication [5].

Currently, there are well-established techniques to form and to evaluate biofilms, in table 1.1
some of them are summarized:

Table 1.1 Biofilm formation devices

Device Technique Biofilm type Reference
Microtiter plates S SAB or ALIB [136, 137, 162]
Caligary device S SAB [24, 73, 127]
Ring test S SAB [6, 27, 126]
Robbins device F FFB [87, 91]
Drip-flow reactor F SAB [63, 151]
Rotary reactor F SAB [151, 154]
Flat plate reactor F SAB [132]
Flow chamber F FFB [163]
Microfluidic devices S/F SAB or FFB [49, 144]

Note: S: static. F: flow. SAB:Surface-attached FFB:Free-floating
ALIB: air-liquid interface.

The application of the above devices, in combination with optical and genetics tools, has
enabled the tremendous progress biofilm research has experienced in the past decades. Elu-
cidating the genetic pathways, physiological responses or intracellular signal transduction
pathways, such as those regulated by cyclic dimeric guanosine monophosphate (c-di-GMP),
that underpin biofilm development and have contributed to the existent wealth of knowledge.
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Nevertheless, our understating has only began to scratch the surface of the physical properties
of mature biofilms or the complete understanding of the physics behind the developmental
mechanisms of bacterial biofilms.

Recently, bacterial communities have caught the eye of physicist, in the rapidly growing field
of active matter, and quantitative approaches to biofilm formation have been done. Active
matter is composed of large numbers of active agents, each of which consumes energy in
order to move or to exert mechanical forces. These "active systems" are intrinsically out
of thermal equilibrium. Research on this field involve the study of synthetic systems or
biological systems in a wide range of scales, including animal groups (macro scale), bacteria
colonies, cellular tissues, among others. In particular, microorganism systems have served as
model for observing the dynamic assembly and collective motility of self-propelled particles.

Motile bacteria are a clear example of an active agent, due to its self-propulsion. Bacteria
exhibit diverse mechanisms of propulsion, but the one of our interest is the so-called run-and-
tumble exhibited by Escherichia coli (E.coli).

E.coli individual motion consists of periods of straight line swimming (runs), interrupted by
brief bursts of rotational motion (tumble) that change the direction of the trajectory. This
dynamic is diffusive at large scales, just like Brownian motion. However, when bacteria are
in a collective, fascinating properties are displayed, which are originated by the interplay of
individual self-propulsion and the interaction among individual in the group [174].

Typically, the emergent collective motion on bacteria is studied under confinement, as in
recipient with finite walls, such as microchips, agar plates, and more recently, this phenomena
has been studied under magnetic and optical confinement.

Collective behavior of bacteria in confined space

1. Agar substrates

Bacteria colonies are one of the simplest systems consisting of many interactive microorgan-
isms, hence, a number of studies have focused on the experimental and theoretical aspects
of its formation and on the related collective behavior [174]. On the 70’s E.coli bands were
experimentally studied and also modeled [90]. Since then it became evident than the bacteria
within the colonies growing on wet agar surfaces produces a variety of collective motion
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patterns, see Figure 1.1.

Fig. 1.1 Collective motion on agar surfaces. A. Vortices exhibit byPaenibacillus vortex.
Each plate is inoculated with bacteria that grew on different zones of the mother plate [84].B.
Instantaneous configurations at two densities of Bacillus subtilis.The velocity vectors are
over-layered on the raw images of bacteria. C. Two dimensional velocity fields superimposed
on color plots of n-vectors, with zero magnitude vectors are represented by a dot, which
describes bacterial dynamics both within and near the boundary of the colony [105].

2. Thin films

One method for observing active bacterial systems is to disperse a certain concentration of
bacterial suspension in a free-standing soap with micro-metric thickness and use micron-
sized particles to track the flow [101]. Under this configuration it has been observed that the
majority of the bacterial suspension fluid self-organize into an active bacterial film [123].

3. Lab-on-a-chip

There is a myriad of experimental experiments that track the orientation of cells in a confined
and dense bacterial suspension. This ranges from the analysis of suspensions of aerobic
bacteria confined in a microchannel than exhibit bioconvective plumes, and on scales much
larger than a cell,the presence of high-speed jets straddled by vortex streets produced by the
hydrodynamic interactions between swimming cells [112].
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Other experiments have enable the direct measurements of the bacterial flow field generated
by individual swimming Escherichia coli both far from and near to a solid surface. Also, the
quantification of cell–cell interactions and its link with the assemblages of biofilaments, and
flocks [47].

The emergence of self-sustained meso-scale turbulence dominated by short-range interactions
[179] and the existence of a transition from quasi-two-dimensional collective swimming to
three-dimensional turbulent behavior [3, 157, 186, 185].

Additionally the presence of he “Zooming BioNematic” (ZBN) in nearly close-packed pop-
ulations of the swimming bacterium Bacillus subtilis that is analogous to the molecular
alignment of nematic liquid crystals[29].
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Fig. 1.2 Collective motion on agar surfaces. A. Vortices exhibit by Paenibacillus vortex.
Each plate is inoculated with bacteria that grew on different zones of the mother plate [84].B.
Instantaneous configurations at two densities of Bacillus subtilis.The velocity vectors are
overlayered on the raw imagesof bacteria. C. Two dimensional velocity fields superimposed
on color plots of n-vectors, with wero magnitud vector are represented by a dot, which
describes bacterial dynamics both within and near the boundary of the colony [105].
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4. Magnetic traps

Experiments with magnetotatic bacteria have provided information of the rheology as a
function of the magnetic field applied. It has been shown that in the limit of low shear rate,
the rheology exhibits a constant shear stress, called actuated stress, which depends on the
swimming activity of the particles and its induced by the magnetic field. It can be positive
(brake state) or negative (motor state) [176]. Some other experiments showed that these
magnetic responsive bacteria produce magnetic crystals that align the cells with an external
magnetic field. Also, at dense suspension the increased interaction between magnetotactic
bacteria alters the ability of any individual cell to align with an applied magnetic field [16].

Fig. 1.3 Collective motion on agar surfaces. A. Vortices exhibit byPaenibacillus vortex.
Each plate is inoculated with bacteria that grew on different zones of the mother plate [84].B.
Instantaneous configurations at two densities of Bacillus subtilis.The velocity vectors are
overlayered on the raw imagesof bacteria. C. Two dimensional velocity fields superimposed
on color plots of n-vectors, with wero magnitud vector are represented by a dot, which
describes bacterial dynamics both within and near the boundary of the colony [105].

The aforementioned mechanisms of confinement provide great insight in the emergence of
collective motion and "bio-turbulence" of bacterial suspensions. In most cases, no matter the
type of confinement, when a dense suspension of cells is used, the presence of instantaneous
phase separation is often encountered; as well as the presence of wall-attached microor-
ganisms that lead to the formation of dense clusters [3, 157, 186, 185]. In microbiological
literature, these dense clusters are known as aggregates, and are frequently provoked by a
down-regulation of the swimming activity of the cells, i.e. a decrease in their self-propulsion
activity. This intrinsic mechanism of bacteria is of great importance in biofilm formation,
where bacteria not only decreases their swimming velocity but also lose their flagella after a
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period of time [22].

From this, we can conclude that most of these confinement techniques are suitable to study
biofilm development, at least the initial stages, as the density dependent swim speed could be
characterized and also the emergence of the phase-separation over time.
Nevertheless, these techniques have some technical shortcomings. In microchips, the for-
mation of the dense cluster could be performed fast (in hours) only if the suspensions are
super-dense, such that the imaging of the wall-attached cells could be difficult. On the other
hand, agar plates can be easily scanned but a tedious and time taking protocol has to be done,
as the plates should be inoculated and should incubate over-night to obtain a mature colony
or aggregate [123].

Magnetic confinement only could be used if the bacteria cells are responsive to magnetic
fields thus limiting the model microorganisms that could be used. In addition, unfortunately,
the microorganisms that are of interest in the study of biofilm-associated diseases cannot be
handled with magnetic fields.

A technique that could provide confinement and has proven to be robust enough to overcome
this challenges is acoustic trapping. Acoustic trapping is the immobilization of particles and
cells in the node (or antinode) of an ultrasonic standing wave field. It is a gentle way of
performing non-contact immobilization of cells and particles.

Acoustic trapping works by creating ultrasonic standing waves in microfluidic channels,
cavities, or other small, confined spaces creating pressure nodes that attract and hold par-
ticles and cells [71]. Commonly, structures in the range of a couple of 100 µm are used,
corresponding to acoustic frequencies in the MHz-range. The manipulation of the cells relies
on its acoustic properties such as density or compressibility, providing a robust technique
that could manipulate basically any particle or cell [169, 21].

Moreover, several studies have shown that ultrasonic levitation does not seem to have any
negative effects on live cells. Hultström et al. cultured cells that had been levitated for over
an hour and studied the doubling times of the cells [165]. No direct or delayed damage could
be detected on the cells. Also, Bazou et al. performed a study on mouse embryonic stem cells
and confirmed that they could see no changes in gene expression after ultrasonic treatments
up to one hour, and the cells maintained their pluripotency [9].
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Taking the above mention into account, it appears that the technique could improve the
confinement of cells, as it provides a control confinement that does not damage cells. On
top of that, the trapping at the nodes of standing waves provides the possibility to confine
cells without surface interactions. For this reasons the aim of this work is to implement
this technique to confine Escherichia coli cell at the nodal plane to study the impact of
confinement on biofilm formation. Accordingly, this work is structured in the following
themes: 1) the study of collective motion of bacteria and 2) the study of bacteria social
behaviour related to biofilm development — both under acoustic confinement.





Chapter 2

Acoustic confinement in levitation

Acoustic waves can exert forces on small particles, a fact that was discovered by August
Kundt and presented as a way to measure the speed of sound in gaseous medium [99]. More
than one hundred years later, in 1971, this effect was observed for biological particles in a
liquid media. Dyson et al. [52] and later Baker et al. [7] reported red blood cells bands that
appeared after their exposure to ultrasound. Today, this phenomenon is utilized primarily
for air-levitators, where small droplets or particles can be held in air without contact[107],
separation of bioparticles in a flow via acoustophoresis, as well as the capture and retention
of cells or microparticles in fluids through acoustic trapping.
Acoustic trapping is based on the use of mechanical waves to manipulate particles, the
parameters that allow their manipulation are density and compressibility -from the particles
and the fluid. It is clear that the long wavelength, in the millimeter rage, is an advantage as
it allows capturing large groups of particles and also provides the capture and retention of
particles without surface contact.[21]

At this moment, there are several micro-systems used for acoustic trapping with a plethora
of biological and non-biological applications. Nevertheless, the fact that these systems are
complex and functional labs-on-a-chip does not imply that they are the only or most robust
acoustic trapping systems. Therein, an emblematic acoustic trapping system is the multilay-
ered or planar-resonator. The resonator is a vertical structure with three wavelength-matched
layers, i.e. the layers should have an acoustic impedance and thickness that depends on the
used wavelength[56] (see Figure), each of which, are typically stacked on a piezoceramic
transducer: a coupling layer for efficient transmission into the structure, a fluid layer where
the capture takes place, and a reflecting layer for retaining the acoustic energy in the device.
By using operational frequencies on the order of MHz and single or multiple nodes, the fluid
layer can be scaled down sufficiently to allow laminar flow conditions inside the cavity of a
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macro-system, as in the design pioneered by Bazou et al[9].

One of the key goals of this thesis is to design and develop a trapping system based on
acoustic resonances. In this Chapter, an introduction to the theory behind these systems is
presented, followed by the specifics of the design, fabrication and characterization.

2.1 Acoustofluidics

Acoustofluidics is the linkage of ultrasonic waves with microfluidic systems to manipulate
fluids and particles in the microscale. In the 1930s a key study of incompressible particles in
acoustic fields was published[94] and twenty years later, the forces on compressible particles
in plane acoustic waves were calculated by Yosioka and Kawasima[190]. Later, these works
were admirably summarized and generalized in a short paper by Gorkov[65].
At the beginning of the 1980s, a lot of work had appeared discussing the usability of
acoustic waves to trap and transport passive systems. Unfortunately, as so often happens
in science, the idea was left behind to experience a revival in the early 2000s, with what
is known as acoustofluidics. After the new term was coined[21], seminal works from
Coakley[75, 30, 74, 31], Laurell [122, 106] and Bruus[19, 8] appeared, providing a detailed
mathematical and experimental verification of how ultrasonic waves are applicable in mi-
crofluidics.

The main idea is that the wavelength (l ) generated by the coupling of the ultrasonic frequen-
cies ( f ), in the low MHz-range, and the speed of sound in water c is typically less than 1 mm.
For that reason, it may fit submillimetric cavities and result in the formation of resonance
modes. Accordingly, it has been proved that it is advantageous to operate an acoustofluidic
device in its acoustic resonances[69], as they are stable, reproducible, and the spatial patterns
are controlled by the geometry of the device. Moreover, the maximum acoustic power
released by the piezoceramic transducer to the system arises in resonant systems, where it
results in the apparition of acoustic radiation forces and acoustic streaming[69, 106].

2.1.1 Acoustic waves

Acoustic waves are mechanical and longitudinal waves, i.e. same direction of vibration as the
direction of propagation, that result from an oscillation of pressure that travels through a solid,
liquid or gas in a wave pattern. They can be characterized by their wavelength l = v/ f that
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depends on the media in which the wave is propagating, their frequency f , period T = 1/ f
and amplitude.
The acoustic wave is defined using a field that describes either the displacement itself x ,
the velocity of the displacement v, the scalar velocity potential F such that~v = ~—F , or the
pressure changes p associated with displacing the matter. Regardless of which aspect is used
to describe the acoustic wave, it will obey the wave equation, that for velocity is:

∂

2v
∂

2t
= c2

0—v (2.1)

Here, c is the speed of sound as it couples the change in position to the change in time. The
speed of sound is a material-dependent parameter and can be found from the compressibility
k and the density r of the media using the following relation:

c0 =
1

p
kr

(2.2)

2.1.2 Acoustic waves interaction with suspensions

The linear wave equation for the acoustic field in a fluid can be derived using a first order
perturbation theory. We recall here the derivation of Bruus[20] where the acoustic field is
derived based on an equation of state describing pressure p in terms of density r (equation
2.3), the kinematic continuity equation for the density (equation 2.4 ), and the dynamic
Navier-Stokes equation for the velocity v (equation 2.5):

p = p(r), (2.3)

∂tr =�— · (rv), (2.4)

r∂tv =�—p�r(v ·—)v+h—2v+bh—(— ·v). (2.5)

In the first order perturbation theory, a quiescent liquid with constant density r0 and pressure
p0 is considered. At a given time, the fluid is disturbed by an acoustic wavefront and the
small perturbations in the density, velocity and pressure fields are described respectively by:

r = r0 +r1, p = p0 + c2
0r1 and v = v1. (2.6)
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Later, when the equation of state is derived, it has the dimension of a squared velocity c2
0

where c0 is considered as the speed of sound in the fluid. Using the previous equations,
and neglecting products of first-order terms, the first-order continuity and Navier-Stokes
equations are:

∂tr1 =�r0— · v1, (2.7)

r0∂tv1 =�c2
0—r1 +h—2v1 +bh—(— · v1) (2.8)

Following Bruus[20] we assume that there is a harmonic dependence in all fields, such that:

r1(r, t) = r1(r)e�iwt , p1(r, t) = c2
0r1(r)e�iwt and v1(r, t) = v1(r)e�iwt , (2.9)

with w = 2p f as the angular frequency and, as stated before, f the frequency of the acoustic
field. Inserting equation 2.9 into equation 2.7-2.8 the equation of pressure is:

—2 p1 =�k2 p1, (2.10)

with k the complex the wave-number

k = (1+ ig)k0 = (1+ ig)
w

c0
. (2.11)

In this manner, equation 2.10 is the Helmholtz equation for a damped wave with wave-
number k and angular frequency w . Since the damping factor g ⌧ 1 the viscosity on the bulk
part of the acoustic wave is neglected, hence, the wave equation is:

—2 p1 =
1
c2

0
∂

2
t p1. (2.12)

This equation shows that a pressure perturbation propagates a distance ±c0t in time t, there-
fore c0 is indeed the speed of sound.

To assess the slowly evolving phenomena that arise due to acoustic waves it is necessary
to use the second-order perturbation theory. On this theory, the processes are governed by
time-averaged fields, where the temporal averages of the first order fields are zero and an
expansion in equations is needed.

r0— · hv2i=�— · hr1v1i, (2.13)
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h—2hv2i+bh—(— · hv2i)�—hp2i= hr1∂tv1i+r0h(v1 ·—)v1i. (2.14)

The time-averaged second-order fields will, in general, be non-zero because of the time-
averaged products of first-order terms acting as source terms on the right-side of the governing
equations. It is important to emphasize that, physically, the non-zero velocity hv2i is the
so-called acoustic streaming and that from the non-zero pressure hp2i arises the acous-
tic radiation force coming from the scattering of acoustic waves on the particles causing
acoustophoretic motion of the particles[20].

2.1.3 Resonance modes

In a geometry confined by boundary conditions, the wave equation has Eigen-modes, corre-
sponding to the pattern in the acoustic field that repeats over time, and Eigen-values, that are
associated with the repetition frequency. If the system is supplied with a matched frequency,
to the repeating patterns in the acoustic field, more energy can be added to the system
–thereby creating a resonating system.

In other words, acoustic resonances occur for certain specific frequencies w j, j=1,2,3,(...) An
acoustic resonance at given w j is a state where the average acoustic energy density (< Eac >)
inside the cavity is several orders of magnitude larger than at other frequencies. By tuning
the applied frequency to one of these resonance frequencies, the acoustic forces become
strong enough to enable particle manipulation. The values of the frequencies depend on the
geometry of the acoustic cavity and on the material and liquid parameters. The most relevant
parameters are the speed of sound in the media c, the density of the media r0 and, in the
same manner, of the material composing the cavity.
The amplitude of a resonance field, at a given actuation, is determined by the amount of
energy that can be stored in the mode and transferred to the system. This is determined by
the attenuation of the system and the coupling of the source of actuation.

In idealized systems, i.e. simulation, it is feasible to calculate possible modes for a given
geometry and the usage of experimental data make predictions more accurate. Also, there
are in silico techniques to measure the acoustic field or experimental, such as the use of hy-
drophones, but on closed systems not suitable method has yet been invented to measure these
properties directly. However, the acoustic field can be measured indirectly using the move-
ment of particles coupling particle tracking velocimetry in combination with mathematical
models as in Figure 2.1.
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Fig. 2.1 Acoustic resonances in microfluidic chips. Three sets of experiments performed
by Hagsater et al.[? ] (A.) Experiments with 5µm beads at 1.936MHz acoustic resonance.
The white vectors indicate the initial bead velocities pointing away from pressure anti-nodes
immediately after the piezo-actuation is applied. On the bottom, the distribution of the
beads on a different acoustic resonance is depicted. (B.) The acoustic and radiation forces
at a 2.7 MHZ resonance show that with 5 µm particles (top) acoustic streaming can be
neglected, whereas for 1µm (bottom) it overcomes acoustic forces and the particles act as
tracers of the flow. (C.) Experiments with 5 µm beads show that the geometry asymmetries
on the micro-devices can change completely the energy distribution for different acoustic
resonances.



2.1 Acoustofluidics 17

2.1.4 Acoustic radiation force on small particles

A spherical micron-sized particle with radius a ⌧ l , density rp and compressibility kp

suspended in an inviscid fluid with density r0 and compressibility k0 under the influence
of an ultrasonic field of wavelength l , will act as a weak point-scatterer of acoustic waves.
The incoming wave described by a velocity potential fin will result in a scattered wave fsc

propagating away from the particle as depicted in 2.2. As a result, the total first order acoustic
field f1 is the sum of the two and it is valid for weak incoming and scattered waves.

Then, we have mathematically:

f1 = fin +fsc, (2.15)

v1 = —f1 = —fin +—fsc, (2.16)

p1 = ir0wf1 = ir0wfin + ir0wfsc. (2.17)

Once the first-order scattered field is calculated, by a given incoming field, the acoustic
radiation force Frad on the particle is calculated as the surface integral of the time-averaged
second-order pressure p2 and a momentum flux tensor rhv1v1i at a fixed surface outside the
oscillating sphere, represented by the yellow arrows in Figure 2.2.
The expression for the radiation force becomes[20]:

Frad =�
Z

dW
da{hp2in+r0h(n · v1)v1i} (2.18)

=�
Z

dW
da

⇢
1
2

k0hp2
1i�

1
2

r0hv2
1i
�

n+r0h(n · v1)v1i
�
, (2.19)

where n is a unit vector pointing outwards perpendicular to the element of an area da. In this
problem there are no body forces, thus, any fixed surface ∂W encompassing the spherical
particle experiences the same force. To derive the rest of the equations, scattering theory is
used; for a detailed description of this,see [? ]. The scattered field fsc from a point scatterer
at the centre of the system is represented by a time-retarded multi-pole expansion. In the far
field region, the monopole (fmp) and dipole (fd p) components dominate and according to the
first-order scattering theory fsc must be proportional to the incoming field fin.
The implementation of the scattering theory allows the radiation force to be expressed in
terms of the incoming acoustic wave evaluated at the particle position and can be used to
derive two complex scattering coefficients f1 and f2 that represent,respectively, a monopolar
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Fig. 2.2 Acoustic radiation force. On the left, a sketch of the far-field region r ⌧ l of an
incoming acoustic wave fin (vertical purple line) of wavelength l scattering off a small
particle (pink dot) with radius a ⌧ l , prompting the outgoing scattered wave fsc (red circles
and arrows). The resulting first-order wave is f1 = fin + fsc. On the right it is shown
a compressible spherical particle (pink) of radius a, compressibility kp, and density rp,
surrounded by the compressible invscid bulk fluid of compressibility k0 and density r0. The
fluid is divided into the near-field region for r ⌧ l , with the instantaneous field fsc(t), and
the far-field region with the time-retarded field fsc(t � r

c0
). The radiation force, Frad (blue

arrows), evaluated at any surface in the far-field region (dashed circle), equals that evaluated
at the surface of the sphere (yellow arrows). [20]

scattering due to the presence of a compressible particle, and a dipolar scattering related to
the translation of the particle. f2 depends thus on the viscosity of the fluid. Therefore, the
equation for the radiation force acting on a small particle (a � l ) is:

Frad =�4p

3
a3—


1
2

Re[ f1]k0
⌦

p2
in
↵
� 3

4
Re[ f2]r0

⌦
v2

in
↵�

, (2.20)

with:
f1(k̃) = 1�

kp

k0
(2.21)

f2(r̃) =
2(r �1)

r +1
. (2.22)

In summary, the resulting radiation force Frad on a small, spherical particle in an inviscid
fluid is the gradient of an acoustic potential:

Frad =�—Urad. (2.23)
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In the case of a 1D planar standing l/2-wave with, p1(z)= pa cos(kz) where k= 2p/l=w/c0

and w = l/2 being w the channel width, the radiation force from such field is given by:

Frad
z = 4pF(k,r)ka3Eac sin(2kz), (2.24)

where the acoustic energy density is:

Eac =
P2

a
4r0c2

0
(2.25)

and the so-called acoustophoretic contrast factor

F(k̃, r̃) =
1
3


5r̃ �2
2r̃ +1

� k̃

�
(2.26)

2.1.5 Energy density in a piezo-transducer application

A linear relation exists between the applied peak-to-peak voltage Upp of the piezo-transducer
that produces the ultrasonic resonances and induce acoustic pressure amplitude pa:

Eac µ p2
a µ U2

pp (2.27)

By tracking the y-position over time of polystyrene micro-beads Barnkob et al.[8] showed that
at a fixed driving frequency ( f = 1.99MHz) the acoustic energy density (Eac) as a function
of the peak-to-peak value Upp (0.5-1.9 V) scales as a power law of the form Eac µ (U2.07

pp )

as depicted in Figure 2.3. This is close to the power law of 2, which is expected since the
acoustic pressure delivered by the piezo-transducer is proportional to the applied voltage and,
the acoustic energy density proportional to the square of the pressure see equations (1.29 and
1.31)[? 69].

2.1.6 Secondary radiation force

The secondary radiation force –also known as Bjerkness force when acting between gas
bubbles or Köning forces between solid particles–is an inter-particle force[44]. It can be
attractive or repulsive and depends on the distance between particles. In addition, its ampli-
tude is two orders of magnitude smaller than the primary radiation force (Frad). Here each
particle acts as a scattering point, hence, the acoustic waves coming from the emitter will
scatter in each one of them.
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Fig. 2.3 Measured acoustic energy density Eac versus applied peak-to-peak voltage Upp on
the piezo -transducer (points) for a = 1. A power law fit (full line) to the data is close to
the expected square law, Eac µ U2

pp. From this figure, Barnkob et al.[8] were able to extract
reliable values for Eac which in this case was found to be 6.69 J/m3

The secondary force in the case of a plane wave incident field in a suspension is given
by[153]:

Fsec = 4pa6

(rp �r)2(3cos2

q �1)
6rd4 v2(x)�

w

2
r(kp �k)2

9d2 p2(x)
�
. (2.28)

Here w is the angular frequency,d is the distance between particles (centre-centre) and q

is the angle between the axis of the incident wave and the centre-line connecting the two
particles.
The definition of the force is such that a negative sign should be interpreted as an attractive
force between the particles. The secondary radiation force scales heavily with the distance
between the particles as the magnitude drops off so rapidly with particle spacing, the effects
of the secondary radiation force can be ignored in many cases. Nevertheless, when particles
are trapped in a tight cluster it implies that the force has a significant contribution.
Interestingly, the secondary radiation force has two terms; one that is always attractive, and
one that is angle-dependent. As the angle-dependent term diminishes faster with the distance
between the particles there will be an equilibrium-distance to which a particle is drawn. The
equilibrium distance will be angle dependent, such that at some angles the particles will tend
to be as close as possible, whereas at other angles a small separation will be preferential.
While the formula for the force is given for two identical particles, in reality, there will, of
course, be secondary forces between particles with different sizes and properties.
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2.1.7 Acoustic streaming

The acoustic field imposed on a suspension will not only create forces on the particles, it will
also create forces on the media itself. This phenomenon is called acoustic streaming, and it is
defined as the generation of fluid flows by sound. Here, the sound plays the leading role and
the flow is a by-product. Furthermore, acoustic flow generation shows features symmetrical
with those of aerodynamic sound generation, i.e. not only can a jet generate sound, but also
sound can generate a jet[108].

The first theoretical model to thoroughly describe acoustic streaming flows was derived
by Rayleigh in 1884[142]. In his work, Rayleigh treats the cases of streaming that were
observed experimentally by Faraday[55] and Dvorak[17]. The first two cases, observed by
Faraday, are related to the observations on the patterns assumed by sand and fine powders on
Chladni’s vibrating plates[28] and the third, observed by Dvorak, on the circulation of air
currents in a Kundt’s tube[142, 55].

Streaming flows vary greatly depending on the mechanism behind the attenuation of the
acoustic wave. The variations include the velocity of the flow, the length scale of the flow and
the geometry of the same. The velocity varies from being on the order of mm as in the case
of slow streaming, up to velocities on the order of cm or more in the case of fast streaming.
The length scale varies from being on the order of mm in the case of microstreaming up
to the order of cm in bulk-streaming.[182]The flow geometry may take the form of a jet or
of vortices. Boundary-layer driven acoustic streaming is formed by the viscous dissipation
of acoustic energy into the boundary layer of a fluid along any solid boundary that is com-
parable or greater in length (in the direction of acoustic propagation) than a quarter of the
acoustic wavelength.[124] Furthermore, the streaming flow is typically observed in fluid
cavities where at least one dimension perpendicular to the direction of acoustic propagation
is comparable in size to the acoustic wavelength.

The main types of streaming flows that have been described in the literature can be classified
as:

i. Schlichting streaming. Described as the viscous dissipation that results in steady
momentum flux that arises in a system, which has a standing wave parallel to the surface typ-
ically oriented from the pressure anti-nodes to the pressure nodes close to the solid boundary,
see Figure 2.4A.[149]
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ii. Rayleigh streaming This type of streaming,depicted in 2.4A, appears once Schlicht-
ing streaming is established. The powerful inner boundary layer streaming flow generates
counter rotating streaming vortices within the bulk of the fluid.[142]

iii. Eckart streaming. Formerly called "quartz wind" is the flow formed by the dissi-
pation of acoustic energy into the bulk of a fluid, as seen in figure 2.4B. As an acoustic
wave propagates through a fluid, a part of the acoustic energy is absorbed by the fluid at
a rate proportional to the square of its frequency. The amplitude of the acoustic wave be-
comes attenuated causing the acoustic pressure amplitude to decrease with distance from
the acoustic source. The loss of acoustic energy results in a steady momentum flux, forming
a jet of fluid inside the acoustic beam in the direction of the acoustic propagation. When
a fluid jet is formed within the confinement of a microchamber vorticity ensue, resulting
in a fluid circulation either part of or within the entire chamber[182]. Matsuda, Kamakura
and Maezawa showed that the Eckart streaming will only take place in microfluidic devices
when high-frequency ultrasound is propagated along a dimension on the order of a millimetre
long.[191]

iv. Cavitation microstreaming. This particular form of boundary-layer-induced stream-
ing arises by the viscous dissipation of acoustic energy in the boundary layer of a stable
oscillating microbubble[109]. The forced oscillation of microbubbles, sonicated at or near
their resonance frequencies, results in the local amplification of the first order velocity[124].
It is an altogether different concept from that of a fluid jet formed by the destructive cavita-
tion of a bubble, which despite being an acoustically induced flow is not a form of acoustic
streaming, see Figure 2.4C.[124, 182]

As we can see acoustic streaming is a well-known phenomenon, nevertheless, due to its many
forms, it is often considered a nuisance since it is present inside many acoustically driven
microfluidic devices where it could be counterproductive. While in some cases it is indeed
a problematic phenomenon[192, 135, 178], when used correctly it can be very useful and
could help in overcoming some of the challenges presented by low Reynolds number flows
in microfluidics[182, 125].

Rayleigh streaming plays an important role on half-wavelength chambers setting a principle
lower limit on the particle size that can be manipulated by the primary radiation force in
a standing wave. This is particularly relevant when the streaming direction is opposite to
the direction of the radiation force. For example, Spengler et al.[159] observed that whilst
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Fig. 2.4 A. A l

2 resonator with inner Schlichting boundary layer streaming within the viscous
boundary layer (yellow regions) with thickness dv and outer (Rayleigh) boundary layer
streaming within the bulk of the fluid (white region). In the plane of the pressure node, the
outer boundary layer streaming is directed outwards counteracting the lateral component
of Frad B. Eckart streaming in a resonator much larger than the wavelength (L > l ). The
forward streaming jet induces backflow typical for Eckart streaming[125].C.Cavitation
microstreaming due to spherical volume oscillations of a gas bubble resting on a solid
boundary. Here the cross-section through the center of the bubble is shown. Due to the
hemi-spherical shape of the bubble only half of the typical streaming pattern is formed[53].

larger ( 10 µm) particles became agglomerated in the centre of the pressure nodal plane,
smaller particles of the order of one micrometre did not because the drag from the streaming
flow overcame the lateral radiation force. Later, it was shown that beads of intermediate
size are able to overcome the drag from Rayleigh streaming only after they have formed
mini-aggregates off-axis at the edges of the acoustic fields, implying that the depletion of
beads in that plane is caused by the increase of the effective volume of the mini-aggregates
relative to single beads. Therefore, the increase in volume has a stronger effect on the
volume-dependent radiation force than on the radius-dependent viscous drag from acoustic
streaming[160, 159, 100].

In addition, Martin and Minor found that increasing either the frequency or pressure amplitude
resulted in an increase of the streaming velocity, whereas halving the chamber thickness (to
obtain a 1

4l resonance) had as a consequence a reduced streaming velocity[59]. Posterior
to this, a more detailed analysis of the size-dependent cross-over from radiation force
dominance to streaming dominance was carried out by Barnkob et al.[8] see figure 2.5
and they concluded that the theoretical threshold,based on experimental data, defined as the
particle size for which the two forces were equal in magnitude, corresponding to a particle
with diameter of 2.6 µm at a driving frequency of 2 MHz, and that the threshold particle
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size is proportional to 1p
f , where f is the driving frequency[4]. As discussed before Eckart

streaming is not the dominant form of acoustic streaming observed in microfluidic devices,
however, if the dimensions of the channel or chamber parallel to the propagation direction
of the acoustic wave are of scale > 1 mm it may occur. When it comes to cavitation micro-
streaming, typical applications are the generation of whole scale flows and the generation of
highly targeted flows used in micromixing and cell membrane sonoporation.

Fig. 2.5 Acoustic streaming patterns in different geometries of the acoustic resonant cavity,
visualized by making an overlay of a series of frames from a video clip. The width is between
300 and 350 µm in all cavities, and the driving frequency is between 2.1 and 2.6 MHz. The
streaming is tracked by 1 µm fluorescent beads and the trapped cluster in the centre of each
cavity contains 5 µm beads in (a) and (b), and 10 µm cells in (c). There are only 1 mm beads
present in (d). These experiments correspond to Rayleigh streaming [182, 183]

2.2 Acoustic confinement

To confine living or non-living matter in microgravity like conditions, acoustic trapping
systems work under the basis of the acoustic radiation forces that arise when a standing wave
is set up in a microchannel or in the cavity where a suspension is placed. To create a standing
wave inside a cavity or micro-channel, the driving frequency must meet a resonance criterion
as follows:

w = n
c0

2 f
= n

l

2
. (2.29)

Where w is the width of the channel or cavity, n is the number of pressure nodes in the
standing wave, c0 is the speed of sound in the fluid, f is the acoustic frequency and l the
wavelength of the acoustic input. The acoustic radiation forces will promote the displacement
of objects either to the point of maximum or minimal acoustic potential in the standing wave
(figure 2.6 depending on the acoustic properties of the species being handled. On a 1D
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planar standing wave, the acoustic radiation force, as expressed in Equation 2.22, shows that
the radiation force can be expressed as the gradient of the acoustic potential Urad is given by:

Urad =
4p

3
a3


f1
1
2

k0hP2
ini� f2

3
4

r0hv2
ini

�
, (2.30)

where hP2
ini and hv2

ini are the time averages of the incoming pressure and velocity fields
squared, and the scattering coefficient f1 and f2 relate compressibility and density, of the
particles and the medium, respectively. These characteristics determine the position of
the entities to be handled in the potential. Most cells and microparticles with density and
compressibility lower than the surrounding medium will move to the point of minimal
acoustic potential i.e. the pressure node of the standing wave.

Fig. 2.6 Left: Distribution of the force(solid) and pressure (dotted-line) in a standing wave
when the distance between the emitter and the reflector is such that a node can be created
n=1. Right: the corresponding acoustic potential.

An effective trapping requires a local acoustic potential with high gradient this will provide
trapping even against a background flow. The secondary forces (short distance forces) attract
the particles to each other and help to stabilize particle clusters[153].

2.3 Design and fabrication of the acoustic resonator

An important part of this work has been device design, which is a key engineering challenge
in order to accomplish efficient acoustic devices for ultrasonic cell manipulation. There
are several considerations that need to be taken into account when designing an ultrasonic
manipulation device, especially for half-wavelength layered resonators like the one used
throughout this thesis, see also the ones used by Ohlin([125] or Bazou [9]). The first
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consideration to bear in mind is the size range of the cells to be manipulated, as smaller
particles (or cells) require higher operating frequencies to attain the same acoustic radiation
forces than larger particles.
Bacteria size is around 3 µm long and 1 µm in width. Generally 1-10 MHz ultrasound
is suitable for manipulation of 1-20 µm entities, that is the reason why the resonator was
designed to work in a 2-5 MHz frequency interval. This implies that the nominal frequency
of the transducer needs to be between this range. Also, it is important to heed whether to
work in a single-pressure-node or a multi-node configuration. This is given by the distance
(w) between the emitter (matching layer) and the reflector (top layer) and it is also related
to the frequency at which the resonator is driven, as the wavelength of the emitted wave is
given by:

l =
c
f
, (2.31)

and the distance between emitter and reflector layers relates the number of nodes n with the
wavelength as in Equation 1.38.

The layered resonator is structured by different layers as seen in Figure ?? (B), the transducer
generates the sound and is followed by the coupling layer, which is needed in order to get
the good acoustic transmission into the system. Next follows the matching layer, sometimes
called transmission layer, which forms the bottom of the resonator chamber and thus also
acts as a reflector surface of the standing wave. The fluid layer contains the liquid and cells
or beads. At the other end of the system is the reflector layer that is responsible for reflecting
the incoming wave back into the fluid layer, giving rise to the standing wave.
It has been shown in simulations that a good resonator should have a matching layer of
a quarter wavelength, a fluid layer of half a wavelength and a reflector layer of a quarter
wavelength thickness. This configuration maximizes the Q-value of the system and results
in a pressure minimum in the centre of the cavity and a pressure maximum at the channel wall.

To summarize, for our design we kept in mind the latter conditions as we want to work with a
single pressure node since this makes imaging less complicated and prevents the interaction
between bacteria clusters in different nodal planes. Additionally, since the choice of material
plays an important role as well, we used a well-balanced combination of materials to achieve
a system with high-quality value (Q-value).
The configurations of our layered resonators are (see Figure 2.7):

Fixed distance
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The resonator is composed by three main layers: the reflection layer is a 3D-printed lid that
wraps half ot the resonator and holds in place a circular Quartz-slide 250µm thick. The
emission layer, which includes a circular Wrap-around Feedback Piezo-ceramic transducer
(Pz-26) with a nominal frequency of 4.6 MHz (Meggit) that is glued with a conductive
adhesive gel (Tensive) to a 3 cm 2 circular silicon (Si) wafer with 250 µm thickness. The
wafer is attached, with Epoxy, to a hollow cylindrical shape made of stainless-steel with
h = 161µm and r = 1.3 cm dimensions. Note that the bottom of the pool (cavity) is the Si
wafer and the wall is the saintless-steel cylinder. The support layer,at the bottom, is a hat-like
stainless-steel structure with a slot for the wires and cables that connect the transducer. This
part of the resonator keeps the system level and eases the manipulation on the microscope.

Adjustable distance

The resonator has five components: the emission plate, where another Wrap-around trans-
ducer (Pz-26) but with a nominal resonance of 3 MHz is glued in the same manner as before
to a circular Si wafer with a 5 cm2 area and 200 µm thickness. This wafer is firmly fixed into
a stainless-steel structure. On top of the structure, the spacer, a Mylar ring whose thickness
has to be half the wavelength of sound in water at the resonant frequency, which for 3 MHz
is 250 µm. Over the Mylar spacer, a stainless steel ring is placed, the ring and the spacer
create a pool between the emission and reflection plates. The reflection layer is a 500µm
thick Quartz-slide permanently attached to an acrylic lid. As on the previous design, at the
bottom the hat-like structure it is placed. Note that the Mylar spacer can be thicker or thinner
depending on the driving frequency of transducer attached to the emission plate, this can
change also the resonator from working in a multi-nodal manner to a single nodal one.
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Fig. 2.7 Components of the acoustic resonator. A. 3D drawings of the two types of
layered resonators designed for this work: a fixed distance one and another with modifiable
transmission-reflector layer distance (w). The fixed distance configuration comprises three
main layers. 1. The reflector layer, that corresponds to a 3-D printed lid that has a permanently
fixed Quartz-slide. The Quartz-slide permits optical access for microscopic visualization. 2.
Next, the transmission layer that comprises the Si wafer holding the transducer, the wafer
is fixed to a hollow cylinder with h = 161µm and r = 1.3 cm. 3. At the bottom a hat-like
stainless steel supporting structure that holds the system and makes the manipulation on
the microscope easier. On the right, the second configuration shows the adjustable distance
resonator. The resonator is formed by five layers: 1. The reflection layer is a quartz-slide
permanently attached to an acrylic lid. 2. A stainless steel ring is placed on top of the
Mylar spacer (3.) that is placed on top of the steel framework holding the emission plate.
4. The emission plate comprises a transducer with a 3MHz nominal resonance glued to a
circular Si wafer with a 5 cm2 area and 200 µm thickness. The wafer is firmly fixed into a
stainless-steel structure.5. Finally, at the bottom, the same hat-like structure as on the other
design. Note that in both resonators there is a cavity (or pool) where the suspension is poured.
B.Schematic diagram showing the real thickness of the three main layers for the resonators
that we made. Not always they match the theoretical ones, nevertheless, because stainless
steel and quartz have high-quality values the systems works and can trap beads in levitation.
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2.4 Characterization of the acoustic trap

The first part of this section was performed in concert with Ludovic Bellebon as part of his
master thesis[111] developed during the summer of 2017. The main goal was to measure the
acoustic energy density of our acoustic resonator. The approach that was used is based on
the z-position temporal tracking of latex and silica micro-beads in the cavity of the resonator.
To get to know the acoustic energy density it is necessary to know the velocity of the particle
during its z-displacement towards the nodal plane. For that reason, a well known optical
phenomenon was used, Airy patterns. Airy disks are a bright region in the centre of the
diffraction pattern resulting from a uniformly-illuminated circular aperture, which together
with the series of concentric bright rings around it, is called Airy pattern [2].

When we observe an object in the microscope and it is completely sharp it implies that it is
localized on the observation plane, whereas, when it is not, the object appears out of focus
and blurry. From this, we can get that the further an object is from the observation plane
the blurriest it gets. This phenomenon of optical aberration was used to characterized the
acoustic trap that has a transducer working at a nominal frequency of 3 MHz (l = 500µm).
Since, as stated before, the resonator has a configuration that gives a single-pressure node
standing wave. In theory the distance that should exist between the plates of the resonator is
w = (l/2)=250µm. Nevertheless, due to fabrication constraints the distance between plates
is 300 µm. The best driving frequency, found experimentally, is 2.7 MHz, that matches with
a 277 µm inter-plates distance. Even with these slight changes in the configuration, we can
be sure that the pressure node is near the cavity centre.

Remembering equations 2.24 - 2.26 we can see that the acoustic contrast factor F character-
izes the compressibility and density of the particles to handle therefore its value determines
the position of the particles in the potential well (2.6); if F > 0 particles will migrate toward
the nodes whereas if it is F < 0 they will migrate to the anti-nodes. For all these reasons, the
properties playing a central role in the characterization of the resonator are the density r of
the particles and the fluid and the compressibility k .
A particle subjected to an acoustic field is affected by the Buoyancy force, the Stokes force
FS and the acoustic radiation forceFrad . Following the description made by Dron et al.[50]
the Buoyancy force can be neglected and Frad = FS and from these he gets that the focusing
speed for a particle in the cavity of and acoustic trap is:

uF(z) =
Eacd2

pFY k
12µ

sin(2kz). (2.32)
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To determine UF(z) the optical aberration approach (Airy disks) was used. The diameter of
the ring was followed from the bottom of the cavity (out of focus ring) towards the nodal
plane (focus ring) see Figure 2.8 and later the focusing speed was deduced. Since the focusing
speed was found experimentally, following the particle displacement versus time, equation,
2.32 was used to know the acoustic energy density Eac of the system at a given position.

Fig. 2.8 Airy disk evolution during the migration of a latex bead towards the levitation-plane
(nodal plane). Just one latex bead was selected for the z-migration, each image was taken 1
second apart, the Voltage applied during this experiment was 10 Vpp.

Our layered resonator, with an adjustable distance configuration, had a nodal plane at 80 µm
and that the focusing speed depends on the voltage that is applied to the transducer, at higher
voltages higher the maximum focusing speed. As expected, the acoustic energy density in
the resonator also varies linearly with respect to the applied voltage as we depicted in indent
B on Figure 2.9.
The difference in Eac between latex and silica beads shown in Figure 2.9 can be explained
because the energy distribution on the surface of the resonator is not homogeneous. The
pressure field on the surface of the transducer is characterized by the fluctuations that are
present as previously described by Bruus et al. Even when the Airy disk approach permits
to have an idea of the magnitude of the acoustic energy it is just in one point of the total
surface of the resonator, it is clear that a better approach should be made to have an idea of
the spatial energy distribution in our cavities.
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Fig. 2.9 Acoustic energy density versus applied square peak-to-peak voltage. A. Mea-
sured acoustic energy density Eac versus Upp on the piezo transducer (each point) for a 1

4l

resonator. Measured on the micro-resonator used by the Barkob et al. The full line is a power
law fit to the experimental data.B. Eac vs U2

pp measured on our self-made resonator with
adjustable inter-plane distance. The blue dots represent the measurement obtained with latex
particles and the red ones with silica beads. Each point is the average of five measurements.
The points without error bars correspond to single measurements[111].
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2.5 Discussion

We have fabricated two types of half-wavelength parallel-plates resonator that are functional.
On one hand we have one whose thickness its fixed which facilitates the handling but if
broken it is more difficult to fix as it needs transducer with a specific driving frequency. On
the other hand, a resonator whose thickness can be modify enabling having mono or multi
nodal configuration.

Both types, present an heterogeneous distribution of the acoustic energy on their surface.
For this reason the presence of multiple cluster of particles is inevitable. However, we have
developed a protocol that establish a specific working are we the energetic hot-spots are
fixed.

Considering the literature on half-wavelength resonators our working frequencies do no
damage cells, therefore it can be used to our main aim; the trapping of self-propelled bacteria.



Chapter 3

Escherichia coli under acoustic
confinement

3.1 Generalities on Escherichia coli

Escherichia coli has lurked within our ancestors for millions of years, before they were even
human [193]. The story of Escherichia coli begins with a German pediatrician, Theodor
Escherich, who while isolating bacteria from the diapers of healthy babies noticed a rod-
shaped microbe that could produce a "massive, luxurious growth" and called it Bacterium
coli commune [68]. Escherichia coli lives in our gut. Its breed has been studied intensively
for a century and they belong to the better understood species on the planet. It is versatile
and quite sophisticated. Through E. coli a shared ancient history can be seen. A history that
includes the origin of complex features in the common ancestor of all living things, cells.
Escherichia coli can take us back in time and hint us about the evolutionary pressures that
shape important cues for our present existence [193].

The shape of this microorganism is considerably simple when compared to the those of
higher eukaryotes. Its morphogenesis; a cylindrical tube with hemispherical caps 2.5 µm
long by about 0.8 µm in diameter [119]—as Howard Berg said: "it resembles a microscopic
cocktail sausage" [11].

The silhouette of many microorganisms can be understood in terms of the general surface
stress hypothesis, based on the theory of soap bubbles [97]. For a rod-shaped gram-negative
bacteria like Escherichia coli the comparison to cylindrical soap bubbles has been very
helpful; it is well known that cylindrical bubbles are created by two fixed rings and as
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anticipated, the physical properties of the rings and the membrane of the bubbles should
somehow resemble those of bacteria polar caps and lateral walls respectively. A spontaneous
burst in the centre of a cylindrical bubble when the length reaches twice the radius multiplied
by p mimics cell division [83, 119].

The Gram-negative bacteria cell division comprises three major steps: the first step involves
the replication of DNA, followed by an elongation where the cell becomes twice as long. The
last step comprehends a constriction of the elongated cell in the middle and the separation of
the two daughter cells. The detailed process is complex and involves several proteins and
interactions among them that are not yet fully understood [45, 147, 177].

3.2 Motility of Escherichia coli

The organelle of motility in E. coli is the bacteria flagellum, consisting of a rotary motor, a
helical filament, connect to the bacteria flagellar filaments by a flexible hook [12, 76]. The
nanomachine that drives the motion of the flagella is called Bacterial Flagellar Motor (BFM),
whose basal body spans the cellular envelope and is comprised of several trans-membrane
rings. These rings are approximately 45 nm in diameter, containing around 25 different types
of proteins [123].
The rotation of the motor takes place via an interaction between one or more membrane-
embedded torque-generating stator units and spore-like proteins along the periphery of the
rotor rings. The interaction is powered by the ion-motive force arising from the transit of
protons [12, 117].

This bacterial nanomotor is extraordinarily efficient, it can convert the free energy stored in
the transmembranal electrochemical gradient into mechanical work. Typically it rotates at
approximately 30 Hz, and it can propel the bacteria at speeds up to 100 µm

s , that is 100 body
lengths per second [12, 26, 76, 113].

The dynamics of a single bacterium, considered in the area of active matter as a run-and-
tumble particle (RTP), consists of periods of persisting swimming motion called runs,
punctuated by sudden changes of direction known as tumbles [92]. During a run, all the
flagella —relatively stiff helix that is rotated by a motor embedded in the cell wall— are
rotating counter-clockwise wrapping into a bundle that pushes the cell along at speeds of
20-35 µ m/s [12, 13]. Due to the chirality of the flagella their clockwise motion an their
counter-clockwise do not produce the same displacement. If one or more of the motors
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reverse, the corresponding flagella will leave the bundle and undergo a polymorphic transfor-
mation in which the handedness of the helix changes modifying the swimming direction of
the cell, that is, the bacteria experiences a tumble [12].

Fig. 3.1 Bacterial Flagellar Motor A. Escherichia coli, as any other member of the
Enterobacteriaceae family, is motile via peritrichous flagella, this implies the presence
of multiple randomly distributed flagella over the entire bacteria cell. E. coli self-propulsion
depends on the direction of rotation of its flagella. During a run all the filaments rotate in
the same counter-clockwise direction and in a tumble not only the direction of the rotation,
of one or more flagellar filaments, changes but also the handedness and pitch. The rotary
nanomachine driving the self-propulsion–swimming–is known as bacterial flagellar motor, in
the micrography (B) a part of the motor that is attached to the hook is shown. The image
depicts what would be seen in this part of the motor as it rotates [60]. C. Structures outside
the cell wall include the filament, which can be up to 10 µm long and circa 20 nm of diameter;
the hook, a flexible coupling or universal joint. The elements embedded in the cell wall
comprise the basal body and include several rings and a rod. The outer pair of rings (L-ring
and P-ring) serve as a bushing that gets the rod through the outer membrane. The rod is a
drive shaft. In the inner part the rings M-ring and S-ring as just a M-S ring since they are
product of the same gene FliF Additionally, the C-ring comprises part of a motor switch
complex (FliG, FliM, FliN) that controls the direction of flagellar rotations and has an impact
in the torque generation [116, 171].

The displacement of E.coli consist thus of periods, of assumed, straight line swimming
interrupted by brief burst of rotational motion (see figure 3.2). A typical run lasts about 1 s;
to a reasonable approximation the duration of runs is Poisson-distributed, so that tumbles
can be viewed as random events occurring with a fixed rate a each of which decorrelates the
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swimming direction.
Tumbles are normally shorter, of duration t ' 0.1s, and often treated as instantaneous
(t ! 0) [23].

At time- and length-scales much larger than a

�1 and l v
a

this motion is a diffusive random
walk. The diffusivity in d dimensions is given as [23]:

D =
v2

ad
(3.1)

This diffusivity is hundreds of times larger than what would arise by the Brownian motion
of colloidal particles of the same size-as can be experimentally checked using deflagellated
mutants [23].

Fig. 3.2 Schematics of run-and-tumble behaviour. General description of run-and-tumble
behaviour and reconstructions of the swimming trajectories for Escherichia coli MG1655-
Jovanovic-GFP.motile+.

3.2.1 Chemotaxis

Another well known motility-related phenomenon exhibited by E. coli is chemotaxis. Chemo-
taxis is defined as the movement of an organism in response to a chemical stimulus. In
particular motile bacteria responds either to chemo-attractants or repellents depending which
one is present in the more effective concentration [1]. It was shown that in E. coli a process-
ing mechanism that compares opposing signals from the chemoreceptors for positive and
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negative taxis, sums these signals up, and then communicates the sum to the flagella [1].

As outlined previously, chemotactic bacteria can move themselves up a chemical gradient
(—c), where c is the concentration of a chemoattractant, by modulating their tumbling activity.
For a chemorepellant, the sign of the effect is reversed [23].
Several numerical and mathematical approaches have modeled this phenomenon [23, 54, 150]
considering that a bacterium has an on-board biochemical circuit whose job is to modulate
the tumble rate according to:

a = a0 �
Z t

�•
K(t � t 0)c(t 0)dt 0. (3.2)

Where a0 is a value arising when —c = 0. This baseline value can depend on environmental
factors, but is broadly independent of overall shifts in the concentration of c chemophore [23].
This implies that K(t)dt = 0. Moreover, K(t) (a Kernell) is a bilobed function which es-
sentially computes the change in local concentration c experienced by the bacterium over a
certain time scale. If this change is positive, the next tumble is delayed proportionately. On
the contrary a negative change conversely promotes tumbles, although experiments in fact
suggest a delay-only, one-sided response [23].

3.2.2 Density-dependent motility

On systems in which run-and-tumble parameters (v,a) vary in response to the local density
of bacteria a true many-body problem arises [23]. To address this case it is necessary to
derive an equation for the collective density field [23]:

r(r) = Â
i

g(r� ri), (3.3)

where the sum over N particles and g is in principle a delta function in which a finite range
of g is introduced. At this point it should be chosen whereas to define a probability density
in the N-body configuration space and derive a Fokker-Planck equation or work with the
Langevin equations for N particles.
The typical approach is to set the Langevin equations with spatially varying run-and-tumble
parameters and then allow this variation to occur through a functional dependence on the
density field [23]. Where after the functionals of density for the diffusivity D[r],x and the
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drift velocity V ([r],x) enter a many-body functional Langevin equation it reads in 1D:

ṙ =
⇣
�rV +Dr 0+(2Dr)

1
2 L

⌘
0, (3.4)

with L as a unit for white noise. The last term goes by fixing r = NP. Through their
numerical experiments [22] established that the interacting run-and-tumble system can be
mapped at large scales onto a set of interacting Brownian particles and that when v(r) and
a(r) are the same for right and left-moving particles and depend on density in a purely local
way the system is equivalent to a fluid whose free energy density with KBT is:

f (r) = r (lnr �1)+
Z

r

0
lnv(u)du (3.5)

This implies that when v(r) is a sufficiently rapidly decreasing function of r the local
free energy density f (r) has negative curvature in an intermediate range of densities. At
which the system is predicted to show a spinodal instability, separating into domains of two
coexisting binodal densities r1 and r2 corresponding to a common tangent construction f as
shown in figure 3.3

Fig. 3.3 A 2D run-and-tumble system undergoing motility-induced phase separation.
Simulated via a lattice model (200 × 200 sites) as detailed in, with local density (parti-
cles per site) colour-coded on the scale to the right

[23, 170]
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In these numerical experiments [22, 23, 134], domains also form by a different mechanism,
such as nucleation and growth, in the density range that lies between the binodal and the
spinodal. In this range the system is stable to local perturbations but unstable globally [23].
The physics behind such motility-driven phase separation established that run-and-tumble par-
ticles accumulate (i.e. increase in r) wherever they slow down reducing their v [22, 23, 134].
But if the velocity is a decreasing function of density, this implies that bacteria also slow down
on encountering a region of higher than average density. This creates a positive feedback
loop which, as long as v(r) decreases fast enough, runs away to phase separation.

When this numerical approach is compared to normal microbiological phenomena, it matches
the aggregation bacteria encounter when they form dense clusters from a uniform initial
population. In microbiology this down-regulation of bacteria motility is related to the
formation, from planktonic swimmers in dilute suspension, of a biofilm [70].

3.3 Escherichia coli under confinement

The presence of boundaries can influence the dynamics of swimming microorganisms, just
as other nearby cells. Confinement highly impacts cell locomotion because the concentration
of chemical species that affect the motility of the micron sized organisms changes. The
same for the hydrodynamic stresses acting on the cells, which determines that the near-wall
motility is different from the one exhibit on bulk [103, 102].

Four distinct types of wall-influence on the swimming kinematics in some microorganisms
are [103]:

1. Decrease of swimming speed near the wall: since viscous drag increases as a body
comes closer to a boundary, it might be expected that a cell would slow down. However,
since the propulsion method is also drag-based this is not always the case [103].

2. Changes in their swimming trajectories: In an infinite fluid E. coli, on average, in a
straight line. On the contrary, near a wall, the helical flagella rotate, creating a net force
on the cell at a right angle with respect to the motion and parallel to the surface. There
is an exact and opposite force acting on the cell body, which rotates in the opposite
direction as the flagella and the net effect is a wall-induced torque. Since a swimming
bacterium is in fact torque-free, the cell cannot swim straight but instead rotates at a
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rate such that the viscous torque from that rotation exactly balances the wall-induced
torque, and therefore swims along circles on the surface [103].

3. Attraction and re-orientation: a single cell swimming near a solid wall sets up a
bipolar flow field [48], which does not satisfy the non-slip boundary condition on
the wall and images of the cell arise. Due to these images, the cell is subject to the
gradients of the image flow field and rotates in the direction parallel to the surface
and perpendicular to the cell body [103]. In a confined environment, these cells are
therefore always swimming toward a surface, a result which also leads to their accu-
mulation [103].

4. Potential reduction of cell-cell hydrodynamic interactions: swimming cells typi-
cally behave as force dipoles in an infinite fluid, but when near a solid surface, configu-
rations exist where the total flow field (dipole + images) ends up decaying as 1

r3 or 1
r4 ,

and hydrodynamic interactions with other cells are weaker as a result [103].

3.4 Acoustic confinement of E.coli cells

As discussed before, the effects produced on bacterial cells by confinement or boundaries
are well known and greatly discuss in the literature. Nevertheless, not all the clustering
of bacteria arrives due to the presence of boundaries. For example, motility-induce phase
separation also known as aggregation, takes place in dense communities [22].

Moreover, biological locomotion near boundaries includes surface-associated bacterial infec-
tions [35, 72] and biofilm formation [130, 10], but biofilms or bacteria not always attached
to real surfaces. For example, biofilms on the air-water interface occur regularly on na-
ture [37, 161, 181].

Our technique provides a confinement without surface interactions which is the reason we
use it to evaluate the collective phenomena of bacteria. Also, we assessed the possibility of
creating a synthetic floating-biofilm.
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3.5 Model microorganisms

Escherichia coli has proven to be a good model to study motility and biofilm development.
For this reason, the Gram-negative bacteria was selected as the model microorganism for
the experiments performed in this thesis. Several considerations were made to select the
Escherichia coli strains suitable for our experiments. First, motility is considered an impor-
tant parameter in the analysis of phenomena arising under confinement of microorganisms;
second, a highly motile strain was selected and thirdly, a motility mutant of the such strain
was constructed.

Motile strains

Escherichia coli-RP437-pzA3R-YFP

Considered as a wild-type strain for motility and chemiotaxis assays, is a E.coli-K12 deriva-
tive. It has an average swimming speed of 17±3 when supplemented with a motility
buffer.µm/s [152].

Escherichia coli MG1655-Jovanovic.Motility+

This bacteria strain is considered as a wild-type, it is also a derivative of E.coli-K12 with a
MG1655 genetic background. The strain is highly motile due to an insertion in the genome
that disrupts the gene yeaJ (dgcT encoding a diguanylate cyclase), the deletion of yeaJ
determines the reduction in cyclic diguanosine monophosphate (c-di-GMP) production that
results in increased swimming motility. The cells have an average swimming speed of 15±3
µm/s.

Escherichia coli MG1655-Jovanovic_IATT:AmpGFPmut3.Motility+

This strain is the fluorescent version of the latter via a chromosomal integration of the green
fluorescent protein (GFP) The integration vector, constructed by our collaborators at Pasteur
Institute, allows the introduction of the gfp gene into the chromosomes of Gram-negative
bacteria. The average speed is the same as its non-fluorescent counterpart.

Non-motile strains
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Escherichia coliMG1655-Jovanovic-IAAT:Amp-GFPmut3 D fliE-R::Cm

Non-flagellated version of the Jovanovic-GFP motility+ via a deletion of the gene fliE-R,
that codifies the flagellar hook-basal body complex protein FliE, inhibiting the production of
flagella.

Note: The wild-type Jovanovic strain and the fluorescent and deflagellated strains were
kindly and constructed, respectively, by our collaborator Dr. Aimee Wessel at the Génétique
des biofilms group at Institute Pasteur).

We re-named the strains to ease their reference throughout this manuscript:

E.coli-RP437: E.coli-RP437-pzA3R-YFP

Jovanovic-motile+: E.coli MG1655-Jovanovic.Motility+

Jovanovic-GFP.motile+: E.coli MG1655-Jovanovic_IATT:AmpGFPmut3.Motility+

Jovanovic-GFP.non-motile:E. coliMG1655-Jovanovic-IAAT:Amp-GFPmut3DfliE-R::Cm

3.5.1 Bacteria cultures

Short-term stock of bacteria strains

Escherichia coli MG1655-Jovanovic.Motility+, Escherichia coli MG1655 Jovanovic-Motility+
and Escherichia coli MG1655 Jovanovic-D f liER cells were streaked in Lysogeny broth (LB)
agar plates. For the non-fluorescent motile strain the agar plates did not contained antibi-
otics, whereas for the fluorescent strains, both motile and non-motile, the agar plates were
supplemented with 100 µ ml�1 of Ampicillin (AMP). Ampicillin was added because the
bacteria is resistance to it, and it helps to make sure that the cells arising on the plate are
indeed Jovanovic. The agar plates were incubated overnight at 30 �C and later placed inside
the fridge at 4�C. The agar plates were made in duplicate for each strain and they served as
ready-to-use weekly stocks.

Planktonic cultures
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To avoid having bacteria cells in the so called adhesive-sedentary lifestyle, that is known
to affect the phenomena that typically arise with a motile-planktonic phenotype, we started
from over-night cultures and prepared fresh ones to work the same day.

1. Escherichia coli-RP437-pzA3R-YFP

E.coli-RP437 cells were cultured overnight from �80�C stock in M9 minimal media sup-
plemented with casaminoacids at 30�C and aerated with orbital shaking (250 rpm) until
mid-exponential phase. The overnight suspension was centrifugated for 5 minutes and a
pellet was obtained. Next, the supernatant was discarded and the pellet resuspended in a
motility buffer supplemented with DL-Serine that inhibits cellular division. Subsequently, a
dilution of the sample is made and a working suspension with O.D=0.1 is obtained.

2. Escherichia coli Jovanovic MG1655

For each strain plated on the agar surfaces a single-colony isolate was used to inoculate 5
ml of LB medium. The suspension was incubated overnight at 30�C on a rotary shaker at
250 rpm. The typical optical density (O.D) reached by the suspensions after the overnight
growth is higher than 1.5 which corresponds to the stationary phase in the growth curve
of these microorganisms. From the overnight suspension, a fresh culture was re-started
with an O.D.=0.05, it was incubated under the same conditions as before until it reached
mid-exponential phase (O.D=0.5). The latter liquid culture was diluted five times, the
diluted suspension is the working one and it is the one used to inoculate the cavity in all
the experiments. According to the McFarland standard the number of colony forming units
(CFU) at the working optical density is around 1.5 X108 [167]

3.6 Experimental set-up

The set-up used for all the experiments performed throughout this thesis is composed by
three major sections around the acoustic trapping system (see figure 3.4).

Acoustic trapping system

As previously described (see Chapter 1), the major components of the acoustic resonator are
an emission plate, where a piezo-ceramic transducer is glued to a circular Si wafer; a cavity
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where the bacteria suspension is poured (fluid layer) and on top, a quartz reflector plate that
is permanently attached to a plastic lid. The specifics of the components are described on
figure 2.7

Acoustic input control

This part of the set-up supplies the sinusoidal voltage to the piezo-ceramic transducer. Com-
posed by a function generator (LXI Keithley 3390 50 MHz) connected to an amplifier (E
Tabor Electronics Dual/Differential wide-band 9250) to increase 10 times (10X) the ampli-
tude of the signal. The output signal is sent to the acoustic resonator and also, to a LeCroy
Oscilloscope (WaveAce 214). The oscilloscope allows the observation of the supplied wave
form and eases the experimental localization of the resonance frequency of the transducer.

Fig. 3.4 Experimental set-up. Color-coded the four blocks of the set-up.A. The acoustic
input control (pink) composed by a wave form generator, working in the continuous mode, a
signal amplifier (10X) and a oscilloscope. B. As the imaging system (violet), a reflection
optical microscope coupled with a Hamamatsu camera. The camera is controlled on the
computer with the ImageHC software. C. On top of the microscope stage the acoustic
trapping resonator (green) is placed. D. The macro imaging block composed by a digital
camera connected to a stereo-microscope (yellow).
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Imaging and data acquisition

The visualization of trapping was done with an Olympus reflected microscope to which an
Hamamatsu Orca flash 4.0 camera is coupled; also, a XYZ-stage (Thorlabs) is used to place
the acoustic resonator and control the imaging zones. The control of the microscope and the
stage was done manually and the camera was controlled with the HCI-Image Live Software.

Macro imaging

A stereo-microscope (Leica) coupled with a D850 Nikon digital camera was used to acquire
the macro view of the cluster on the resonator during and before the trapping process.

3.7 Material and Methods

3.7.1 Inoculation of the cavity

Two acoustic resonator with the same dimension and previously sterilized—via ultraviolet
germicidal irradiation for 20 minutes—were inoculated with 500 µl of the working suspen-
sion and sealed with the reflector lid. The control resonator is placed on the bench and left
there until; immediately the other resonator, used to perform experiments, is place on the
microscope stage.

3.7.2 Clustering and spreading

The clustering process entails a competition between the pressure induced by the acoustic
radiation force, described in Chapter 1, which confines cells into a quasi-2D levitation zone
at the nodal plane, and the swim pressure of bacteria [67]. Once a cluster is formed when the
trapping acoustic forces are removed, the cluster enter a spreading phase.

To evaluate this dynamics the inoculated acoustic resonator was placed on the microscope
stage. The well-known self-propulsion of the motile bacteria or the Brownian motion of the
non-motile cells were registered in a 30s video –with a frame rate of 50 Hz and an exposure
time of 20 ms– which serves as a control of bacteria activity. The control video is useful,
as it has been reported that some E. coli strains can experience a change in phenotype due
to the over-expression of antigen 43, which is an outer-membrane protein that mediates
auto-aggregation in liquid culture [41]. That is the case of all Jovanovic strains. A similar
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case takes place on the RP437 strain, where non-motile variants arise in room temperature
stab cultures [133].

Immediately afterwards—to avoid attachment of the cells to the cavity surface—the acoustic
resonator was connected to the acoustic input control block. The standing wave is created
inside the cavity and the acoustic forces arise (see Chapter 1), prompting the displacement of
bacteria towards the node of the wave (i.e. levitation of bacteria) and once there the secondary
forces will enhance the stabilization of the levitated cluster (see3.5).

Fig. 3.5 Schematics of the clustering process. At the left a representation of a fixed distance
resonator prior to inoculation, followed by a representation of the clustering process inside
the cavity of the same. When no acoustic input is present (acoustic input off) the bacteria cells
are distributed in the entire cavity. Immediately after the acoustic input is send the acoustic
waves interact with the bacteria suspension and the Frad arises, prompting the displacement
of bacteria towards the nodal plane followed by the consolidation of a cluster in levitation
via the secondary forces.

The clustering process was recorded using a 50 Hz frame rate, the length of the acquired video
is 1 minute. It is important to emphasize the difficulties to record the complete evolution
from the beginning. Firstly, the energy distribution in the trap is not uniform. Therefore, it
is likely that several bacteria clusters form in zones where the local energy density is high.
Moreover, the system is sensitive to the slightest modification in the parallel plates and this
will have an impact in the acoustic energy distribution and therefore, in the position and
numbers of clusters, see Figure 3.6.
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Fig. 3.6 Schematics of the idealized clustering versus the achived cluster observed in our system.
A. Ideal acoustic trapping at an specif point. B. Due to the heterogeneous distribution of
energy in our acoustic resonator, bacteria are trapped in the energetic hot-spots leading to
formation of several cluster.

The zones that we picked to record from the heterogeneous distribution up to the clustering
were selected based on the macro characterization of the resonator. Remember that the zone
where the cluster appeared remained the same for all the strains. The cluster can change posi-
tion but within a delimited zone, therefore this was the working area for all experiments unless
is stated the contrary. Later, in order to characterize the clustering and spreading dynamics
we use an approach similar to the one used to study the processes of aggregation and disinte-
gration of clusters of non-Brownian paramagnetic beads [64]. The radial mass distribution
was calculated–in our case the mass is considered as the number of bacteria-pixels–as follows:

g(r) =
[M(r+D)�M(r)]
[p(r+D2)� r2]

, (3.6)

where M is the dimensionless mass (intensity of the pixels) normalised by the total area of
the ring with radius r and thickness D. The temporal evolution of g(r) was obtained from
the videos acquired using the camera coupled to the microscope. For the acquisition the
recording settings were Binning 1, image size as 1024⇥1024, 16 bits depth and a frame rate
of 50 Hz.

Afterwards, using a custom-made Matlab code, the grey scale images were improved using a
median filter that replaced each pixel with the median value in its 3⇥3 neighbourhood–the
filter reduced the background noise. Later, we performed a background correction where the
first frame of the video, corresponding to the nodal plane where no bacteria are in focus, was
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considered as the background and it was subtracted from the rest of the frames. For each
video frame, the intensity of the pixels contained in a annular mask, positioned at the centre,
was measured and then divided by total area of the ring. The ring-shaped mask grows radially
with a step D, corresponding to the average length of a bacteria, covering the entire video
frame. On the case of the spreading dynamics, firstly, we selected a consolidated cluster
based on the following aspects: the cluster should be dense, which implies that it was formed
in a spot of maximum energy density; it should fit the working area of the microscope to be
able to record the re-distribution of cells. Later, the acquisition and video treatment protocols
were used.

3.7.3 Analysis of the flow dynamics within a levitating cluster

When bacteria displacement is constricted by walls, either physical as in the case of PDMS
microchambers or Hela cells, or virtual, like magnetic, optical or acoustic traps, and the
cell density is high bacteria suspension display a sudden collective or "bio-turbulent" be-
haviour [49]. In our case, when the cells are trapped at the nodal plane in a consolidated
cluster, they exhibit such a turbulent state. In order to characterize the global dynamics within
the cluster we use particle image velocimetry (PIV), a well known non-intrusive method
normally used for flow visualization.

Particle image velocimetry (PIV) is an experimental flow measurement technique. The
measurements are carried out through the addition of tracer particles (fluorescent beads) to
gain insight into the surrounding fluid flow. The tracking of the particles is accomplished by
their illumination, using a laser light source, and capturing their displacements using one
or more cameras. The image sequence, capturing the particles displacement over a time,
are processed using a correlation algorithm to determine the spatial displacement of the
particle. The spatial displacement and the time interval between illumination, vector maps
representing the particle movement and the corresponding flow, can be generated.
There are different types of PIV measurements classified by the needed equipment and
resolution of the measurements. We are particular interested in using Micro PIV, as the
velocity resolutions are on the scale of micrometer, which is the range of the mean speed of
bacteria.

Taking into account the dimensions of our acoustic resonator and the physical phenomenon
arising in the cavity (acoustic forces and streaming) we realized it is not possible to use
particles as tracers, due to the fact they respond to the acoustic field and instead of providing
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a visualization of the flow they tend to accumulate at the centre of the cluster. Since our aim
is to visualize the flow of the bacteria suspension and not the flow generated by ultrasound in
the surrounding fluid we decided to use a mixture of fluorescent and non fluorescent bacteria.
The non-fluorescent bacteria will act as the flow to trace and the fluorescent one are the tracers.

Inoculum

Planktonic liquid cultures were prepared in the same manner described above. In accordance
with the latter, both working suspensions–for non-fluorescent and fluorescent bacteria–have
an OD600nm: 0.1. The final inoculum is a mixture (7:3) of the working suspensions corre-
sponding to Jovanovic motility+ and Jovanovic-GFP motility+. The mixture was swirled and
the cavity was inoculated as stated in previous sections. Note that the final concentration of
the inoculum is again OD600nm: 0.1

Evaluation of Kinetic energy (Exy) vs Acoustic energy (Eac)

In Chapter 1 we established there is a linear relationship between the applied peak-to-peak
voltage Upp on the transducer and the acoustic energy density Eac. This implies that the
modification of the applied voltage changes the magnitude of the acoustic forces interacting
with the particles and hence the confinement strength. This situation is analogous to the
study of how the inter-wall distance, on microfluidic channels, modifies the emergence of
collective behaviours on bacterial suspensions.

To evaluate the effect of the confinement strength on the emergence of the turbulent flow
within a cluster in levitation, the cavity was inoculated using the already established protocol.
The transducer driving frequency at 20 Upp was found experimentally and the clustering
process took place; then we waited for 20 minutes until the consolidation of a cluster. After-
wards, 90 minutes video,with the same conditions as always, was recorded. A second video
was the acquired. The first 20 s correspond to confinement at 20Upp and the remaining 70 s
with a 18 Upp input. The same was repeated until 10 Upp was reached, see figure 3.7.
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Fig. 3.7 Images sequence acquisicion to evaluate Exy vs Eac. A cluster in levitation was
picked to evaluate the turbulent within itself. The driving frequency was conserved throughout
the experiment. The first video corresponds to the dynamics of a cluster with a strong
confinement (20Upp). The first 20 second of the second video registered the dynamics of
the cluster at 20Upp, immediately the voltage was reduce to 18 Upp while recording the
remaining 70 seconds of the video. Next, the voltage was increased again to 20 Upp. The
voltage was modified in the same manner, with a rate of 2 Volts per step, until 10Upp

Quantification of bacterial flows

The images were analyzed considering that the the acoustic confinement yields quasi-2
dimensional clusters and also that, from the acquired in-plane images, 2D projected velocities
of 3D suspension motion can be analyzed. A Matlab code, inspired on the PIVLAB Matlab
toolbox, made in collaboration with Dr.Alexandre Vilquin was used to determine the bacteria
flow velocity (vx,vy) from the fluorescence micrographs. In the aforementioned code, a
temporal filtering, which permits to avoid non-physical velocity gaps between two frames, is
applied to all the frames. Later, we can manually validate the vectors assigned followed by
interpolation for the missing data. A median filter to reduce noise is applied. The velocity of
the flow and its rotational is calculated, obtaining the velocity and the vorticity fields, see
figure 3.8.
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Fig. 3.8 PIV characterization of the global flow for a given experiment. The vector field
provides a representation of the flow, where a vector is associated to a point in space providing
the position coordinates Ux and Uy; the green arrows indicate the direction and magnitude
of the bacterial flow. From the temporal evolution of these coordinates, given by the time
between frames, the velocity field was calculated and the distribution of the velocity in the
cluster is shown, from fast movement (red) to slow movement (blue). As we can see on
the periphery of the cluster the displacement is higher and a pump-like motion is present.
Next, then rotational of the velocity vector is calculated to obtained the vorticity field. Form
the later we can get a description of the local spinning motion at some point in the flow of
bacteria.

Next, the global bacterial flows were quantified by the in-plane kinetic energy Exy(t) and
enstrophy Wz(t) defined as [51]:

Exy(t) = h
v2

x + v2
y

2
i, (3.7)

Wz(t) = h
w

2
z

2
i, (3.8)

where wz = ∂xvy �∂yvx y the vertical component of vorticity and h·i is spatial average.

3.7.4 Viability essays

There are different methods to determine the number of micro-organisms that are present in
a given population. This can be accomplished by using the spectrophotometer to measure
the optical density of the population [167], by directly counting the microorganisms using a
haemocytometer [61], or by serial diluting the bacteria and plating on media that supports the
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growth of the microorganisms [61]. The latter method is somewhat more time consuming,
but provides statistically accurate and repeatable results. This method is also the ideal method
for enumerating microorganisms in a given population because it only identifies the living
organisms in that population.

After the confinement of bacteria cells we used serial dilutions, plating and counting the
number of colony forming units (CFU’s) to determine the number of bacteria present in our
cavity and their viability. In other words, we checked if the interaction with acoustic waves
damages the cell, either by disrupting its membrane or producing a side effect due to the
environmental stress.

To this end, the treated cells were recollected and saved in an 1 ml Eppendorf tube, this
suspension contains an unknown number of bacteria. The same was done for the control
resonator which contains cells that were not exposed to the acoustic wave. The collected
volume contains n0 colony forming units (CFU). Before we started diluting, we prepared ki

1
dilution blanks, which are Eppendorf tubes containing a ml of the diluting liquid. The first
step is to gently shake or swirl the tube containing the recollected cells. This will ensure that
the cells are evenly distributed because if the cells settle to the bottom, the number of cells
that we get via pipetting is not enough invalidating the final count. Once swirled 100 µl of
the collected inoculum were added to 900µl of diluting liquid in the next tube k2. This is a 1
in 10 dilution, this step is repeated up to ki where i is the total number of dilutions.

Later, after swirling all the Eppendorf tubes, we took a fraction b = 100µl of the total
volume (1 ml) and spread it on agar plates– this means that only 10% of the volume is plated.
Triplicates of each plate were made and they were incubated at 30� overnight. Finally, the
UFC’s were counted as shown in figure3.9.
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Fig. 3.9 The serial dilution method is employed to estimate the concentration of bacteria by
counting the number of colonies cultured from the dilutions of the inoculum and then back
tracked the measured counts to the initial concentration. In this work, for every experiment
we use an inoculated resonator-same geometry and inoculated protocol- that is not exposed to
ultrasonic waves as a negative control and a resonator where the cells are exposed to acoustic
waves as the experiment. In the experiment resonator the bacterial cells are trapped, following
the protocol described earlier, and after the acoustic input is turned off, the incoculum is
pipetted from the cavity and placed in an Eppendorf tube (Treated cells tube in the figure).
The collected volume contains n0 colony forming units (CFU), later a series of k dilutions
are made sequentially each with a dilution factor a . From each of the k dilutions a fraction b

is taken and spread on agar plates where colonies are counted. Let’s consider the first tube in
the figure (either the control - or the experiment) where the first dilution a = 10 indicates a
10-fold dilutions i.e. by diluting 100 µm of the collected inoculum into 900µm of media;
and b = 100 means that only 10% of the volume is plated. In our case we make plating
triplicates for each dilution.
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3.8 Results

3.8.1 Clustering and spreading

The first set of experiments were performed using E.coliRP437-YFP as a model microorgan-
isms.

To study the acoustic trapping of bacteria at the nodal plane the resonators were inoculated.
At the beginning of the experiment, before the acoustic input was applied, the bacteria cells
were distributed in the entire volume of the cavity, as we can see in the first image of Figure
3.10. At this point bacteria perform their typical reorientation displacement (run and tumble),
constantly modifying their swimming trajectories. Afterwards, when the sample was exposed
to the acoustic field, that is, the emission plate was excited with a continuous sinusoidal
signal at 2 MHZ and 20 Upp, the field promotes the bacteria displacement towards the nodal
plane followed by a focusing and confinement of the sample.

Fig. 3.10 Bacterial clustering in the acoustic trap. Photographs of the induced clustering
in the acoustic levitation trap. The pictures were taken at different times; the first one
corresponding to the free suspension and the following after the acoustic field interacts with
the bacterial cells inside the acoustic trap.

As stated before, the bacteria were driven by the radiation force towards the levitation plane,
at 185 µm above the surface of the emission plate, in the first seconds after the acoustic input
is applied at t = 30s. During this process, the fluid is dragged and a back flow is immediately
established in the cavity, triggering an advective flow that enables the competition between
the bacteria activity and the transversal and axial components of the acoustic radiation force
as portrayed in Supplementary Movie 1 [67]. This generated a perturbation in the initial
concentration profile similar to the perturbation observed in a system of highly active colloids
[169]. Thereafter, bacteria got close to each other prompting cell to cell interactions inside
spherical or spheroidal clusters that take approximately two and a half minutes to consolidate
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(see figure 3.11 ).

Fig. 3.11 Spatiotemporal distribution of the area fraction in the clustering process.
The bacterial concentration increases in the centre of the region once the acoustic trapping
begins (indicated by the white dotted line). It takes 20 s to form a highly dense aggregate
from an initial homogeneous distribution. When the cluster is stable, in other words, when
there is no input of bacteria towards the center, we can distinguish three regions. As we can
see in the image: the red region with the highest concentration, the yellow-blue part with an
intermediate concentration, and the dark blue with a gas-like phase, where bacteria cells are
still free to move in their run and tumble fashion. The color bar (from blue to red) depicts the
increasing values of area fraction.

As soon as the acoustic forces were removed, the bacteria were free to escape. In other
words, the withdrawing of the acoustic forces liberated bacteria and spreading occurred.
In Supplementary Movie 2 [67], we showed how the highly concentrated cluster expands
after a swarming-like motion is taking place in the cluster interior and a dilution of the
cluster took place, leaving bacteria in and out of focus. This means that the levitating bac-
teria community diffused either horizontally or out of plane towards the walls of the resonator.

The quantification of spreading dynamics as a function of time is portrayed in figure 3.12.
The division of the entire cluster in thin rings, as described in the methods sections, allowed
us to follow the dynamics at different radii of the spreading process, clearly observing a
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transient marked by the inflow and outflow ring by ring. This behaviour persists for all the
cluster we analyzed, although the transient reduces when the cluster are more circular.

To describe the spreading kinetics of the bacteria cluster in each ring we denoted C as the
concentration within a given area and time. The initial value C0 corresponds to the bacteria
being acoustically trapped at a time t0 = 0 and a final concentration Cf when bacteria are
fully dispersed in the complete area at t f = •. The spreading is assumed to be a first order
process with a rate proportional to C�Cf :

dC
dt

=�k(C�Cf ), (3.9)

and its solution:

C = (C0 �Cf )e�kt +Cf . (3.10)

The solution shows that C reduces exponentially with time. Firstly, we noticed that all curves
converged at Cf , indicating that bacteria spread homogeneously. Secondly, for the last five
rings C0 �Cf is negative, meaning that the rings have empty segments due to the elliptical
shape of the cluster. We can also see that it takes less than 5 s for these rings to be replenished
by bacteria from the inside. Thereafter, the decay is exponential.

The values of k, which are plotted in the inset of Figure 3.12, clearly revealed three decaying
behaviours: constant with a fast decaying rate (F), concavely decreasing with a medium rate
(M) and convexly decreasing with a slower rate (S). The average values for these regions are
0.3, 0.2, and 0.1 s�1, respectively, we estimated the characteristic spreading speeds, s = qk
(the product of the ring thickness and decaying rates) to be 1.2, 0.78 and 0.39 µm/s.
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Fig. 3.12 Bacteria concentration decays as a function of r. A.The bacterial cluster is di-
vided in 16 concentric rings of thickness q (for clarity, only 5 are shown). In each one of them
we estimated the bacteria concentration in terms of the intensity in grey scale normalised
by the area of the ring. B. The concentration as a function of time. Top-to-bottom curves
correspond to inner-to-outer rings. Note that the decays are exponential, where in the inner
rings the decaying is faster. Indeed, the decays at the external zones of the bacteria cluster
are almost constant. In the inset the decay constant for each ring as a function of the ring
radius. We see three different behaviours with fast, medium and slow decaying rates.

After we analysed the experiments performed with this E.coli strain we realised that there
are some biological shortcoming that we did not considerate previously. For example, our
microbiological protocol was not robust enough to provide motile cells all the time so a
lot of experiments needed to be discharged. Later we found that the reason for this is that
non-motile variants arise if the cells are not culture on soft agar. The improved protocol, to
keep working with this cells, was more tedious and also, there was not a standardization or
enough background information of the cell construct.

In order to save time and facilitate the handling of microorganisms we decided to change the
model strain. From now on, all the experiments were performed using the Jovanovic strains,
all the results henceforth presented are the ones obtained for this bacteria.

The inoculation of the resonator was performed following the established protocol. The
resonator was placed on the microscope stage, the best driving frequency at 20 Upp was
found, normally 4.6 MHz. These actions were done for resonators inoculated with motile or
non-motile cells, the clustering and spreading processes were recorded and analyzed. Let’s
remember that due to the energy distribution we might encounter cluster with diverse sizes
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and shapes, of course this has an impact in the clustering and spreading dynamics. In Figure
we can see the contrasting examples of the clusters obtained for both Jovanovic-GFP motile+
and Jovanovic-GFP non-motile.

Fig. 3.13 Contrasting examples of the cluster size A. Clusters obtained in one experiment
using Jovanovic-GFP.motile+ cells with a driving frequency of 4.6 MHz and 20 Upp.B.
Selected cluster of the 14 obtained cluster obtained from trapping Jovanovic-GFP.D f liER
cells with a 4.6 MHz driving frequency and 20 Upp.

The analysis of the clustering process yielded similar results for the Jovanovic-GFP motile+
and Jovanovic-GFP D f liER strains to the ones obtained with E.coli-RP437 (data not shown).

On the other hand, the spreading process was different between both strains. As we can
see, from the three representative experiments in figure 3.14, the spreading of non-motile
bacteria shows that once the acoustic input is withdrawn (white line) the cells conforming
the cluster did not disperse. The size of the aggregate, determined by the region occupied
by the cells (x-axis) and the intensity distribution on the heat-map, did not increase signif-
icantly rather the size was maintained throughout the spreading time. The spreading time
is consider as the times it takes the cells to totally disperse on the cavity or the out-of fo-
cusing of the cluster; the latter implies that the consolidated cluster sedimented due to gravity.
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Fig. 3.14 Spreading processes of non-motile and motile strains On the first two columns
(left) images and heat-maps of 3 cluster of Jovanovic-GFP.non-motile. As seen here, the
cluster do not spread but rather maintains it size, whereas the spreading of cluster formed
with Jovanovic-GFP.motile cells disperse after the acoustic input is remove (dotted white
line.). This phenomenon is conserved for all the cluster no matter the size.
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3.8.2 Self-sustained turbulent structure of levitating cluster

After we performed the trapping experiments, with motile and later with non-motile bac-
teria, we realized that within the clusters a swarm-like or turbulent flow emerged. At the
beginning we took it as control of the consolidation of clusters in a high energetic spot;
since we realized that the phenomenon only emerged when the cluster was well-packed and
this only occurs when the acoustic pressure is high enough to counter-act the swimming
pressure. More importantly, we realized that the chaotic flows only emerged within the cluster
of motile bacteria, in the cluster of non-motile bacteria no displacement of the cells took place.

From this we can get that the emergent dynamics is not due to acoustic streaming that is
present in our cavity, due to the interaction of the acoustic waves and the fluid, but rather,
is mediated by bacteria self-propulsion. We decided to focused on characterizing the flow
dynamics within motile bacteria cluster.

As discussed before, PIV is the classical technique with well-standardized protocols to
characterize flows dynamics. On the methods section we already discuss the specific of this
technique and explained why we decided to use a suspension composed of fluorescent (30%)
and non-fluorescent (70%) motile bacteria.

The selected acoustic ( the fixed distance model) resonator was inoculated. Later, following
the established protocol to study the effect of confinement strength variations on the mean
kinetic energy of the global flow videos showing the temporal evolution were acquired.

For each experiment, the video images, obtained from the videos, were processed to enhance
their contrast by a 0.3 % (see Figure 3.15). Later, a time-resolved analysis of the series of
image pairs were analyzed in a 1�2,2�3,3�4... manner. To do so, the cross-correlation
we used was the direct Fourier transform correlation (FFT), as it delivers the more accurate
results because the data is analysed in several steps. For the first analysis, the interrogation
window was 64 pixels with a 32 pixels step and for the second pass 32 pixels and 16 pixels.
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Fig. 3.15 Decrease of the strength of confinement modifies the distribution of cells. The
sequence of images correspond to one experiment that shows how the cells within the cluster
re-distribute once the strength of Eac related to the applied voltage Upp reduces.

The PIV analysis gave us the vector map of the bacteria flow with the Ux and Uy vector
position. From the vector position and the time between frames the velocity and vorticity
fields were derived for all the experiments as shown in Figure 3.8.

Later, adopting standard statistical measures from classical turbulence analysis, global bacte-
rial flow properties were quantified by the in-plane kinetic energy hExyi using equation 2.6
and the in-plane enstrophy Wz using equation 2.7.

Figure 3.16 depicts an example of the data derived for the global flow from a cluster formed
using strong confinement (20 Upp). While the global kinetic energy and the global enstrophy
fluctuate, their time averages hExyi and Wz are approximately constant during the 50 s time
used in the data analysis. Figure 3.16 only shows the first 7 seconds of the acquired data.
Finally a fast Fourier transform (fft) is applied to access more information from the signal.

To analyze the changes in the global bacteria flow properties as a function of the strength of
confinement; a cluster confined with the strongest trap, which in our configuration is an input
of 20 U pp, was later release in a control manner. The magnitude of the acoustic constrains
was reduced with a 2 Upp step from 20 Upp to 10 Upp.

A one minute and a half video was acquired for each magnitude. The videos were character-
ized as described on the previous paragraphs. The mean kinetic energy hExyi was plotted
versus the confinement strength that is related to the applied voltage and the acoustic energy
Eac. We found out that for all our experiments, no matter the initial size of the cluster, hExyi
does not change significantly when the strength of the trapping decreases and the same
behaviour was found for the in-plane enstrophy Wz .
Once the experiment was finished we performed a viability assays to study if the cell were
still alive or if somehow the ultrasonic waves had an impact on them.
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Fig. 3.16 Kinetic energy and enstrophy for strong confinement Upp Mean kinetic energy
and enstrophy of the in-plane bacterial flow components show moderate fluctuations during
the data acquisition period. On the bottom the FFT for each signal.

Fig. 3.17 hExyi and Wz(t) as a function of Eac.
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3.8.3 Viability assays

The cells form the control resonator and the resonator where the cells were trapped were
recollected and their viability assessed.

3.8.4 Discussion

The use of the acoustic trapping technique provided acoustic forces with magnitudes in the
order of piconewtons (pN). The forces enable the redistribution of the cells in the cavity of
the resonator. The motile and non-motile cells can be manipulated in a contac-less manner,
when the acoustic field is activated, the local density suddenly increases at energetic hot
spots in the nodal plane, triggering the emergence of thin disk-shaped clusters, restricting
their degrees of freedom.

We observed that within the levitating cluster, bacterial turbulence arose. The dynamics of
the levitating bacteria resembles a self-assembled pump-like structure, comparable to the
structure predicted by Nash et al. [120] in their simulations using a lattice Boltzmann in
harmonic traps, where they associate the origin of the instabilities to a symmetry-breaking
swarm of swimmers.

The analysis of the global kinetic energy as a function of the applied voltage shows us that Exy

does not change significantly. This might be due to the fact that bacteria can still divide under
acoustic trapping. Therefore even when the confinement is less strong the density of the of
the cluster is the same at the same spot and the mean kinetic energy remains unchanged.
The viability assays reinforce this theory as they proved that trapped and untrapped plate
counts are within close range of each other. Implying that cells do not die in measurable
amounts, due to acoustic trapping for 20 min.





Chapter 4

On the feasibility of enhancing biofilm
development using acoustic forces

The discovery of biofilms dates back to the late 1600s [156], and since then, a myriad of
research has been done to tackle the conundrum biofilm development is. It is widely acknowl-
edged that the planktonic mode of growth does not provide a sufficient picture of bacteria in
natural settings but rather an incomplete one [80]. Bacteria, as the social microorganisms
they are, tend to live in complex multicellular communities known as biofilms.
A biofilm is an assemblage of irreversibly surface-associated microbial cells enclosed in an
extracellular polymeric substance matrix [80, 39, 57]. Biofilm-associated microorganisms
differ from their planktonic counterparts; for example, the genes that are transcribed are
different [46, 80, 39].

Biofilms are eclectic communities, their composition depends on the environment they in-
habit; water systems biofilms may contain corrosion products, clay material and freshwater
diatoms [145], unlike medical devices-biofilms that normally contain coccoid organisms and
EPS [46, 39, 42], or aquatic biofilms (air-water interface) [118] that also differ greatly.
The accepted model of in-vitro biofilm development addresses the attachment of single
planktonic bacteria cells to surfaces and the subsequent maturation into a multi-cellular
three-dimensional structure [46, 130]. In real-life scenarios, such as ecological niches and
infections, cells clump as multicellular aggregates and later can be attracted to surfaces.
These aggregates can also be found when they slough off from a surface-attached biofilm,
drift away and re-colonize a new surface [189, 98].

An excellent example of aggregates that arise from a surface-attached biofilm, and that is also
considered a new kind, are biofilm streamers, also known as "free floating biofilms". Biofilm
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streamers can appear in environments where a flow is present, like rivers or tubing. Under
these conditions, the flow-induced shedding of extracellular matrix from the surface-attached
biofilm generates a sieve-like network that captures cells and other biomass. It has been
demonstrated that they affect the flow through porous materials [49]. In addition, free-floating
aggregates have a profound effect on surface-attached biofilm development, out-competing
the biofilm population arising from single cells attachment [98].

In the previous examples, a seeding process takes place in the surface prior to streamers
formation or the dispersion of biofilm-chunks; in the open sea, or any other air-water interface
system, the seeding begins around a dust particle where bacteria cells nucleate leading to
another kind of free-floating biofilm.

In general, most systems that are utilized to study biofilms are either based on the surface
attached growth of microbes under shear stress, the embedded growth of bacteria in a mi-
crofluidic agarose channel [88] or the recollection of biofilms produced in the air-water
interface [78] of a flask in a rotary shaker. While these standard assays have enabled the iden-
tification of several genes involved in biofilm development, the importance of the geometry
and topology of the surface [25] and the long-distance electrostatic communication between
bacteria [140, 110]; sometimes, biofilms form under very different conditions than the ones
provided by these traditional techniques. A way to better understand this natural phenomenon
is to develop a new model where neither shear-stress nor physical seeding points are needed.

In this chapter, we discuss the possibility of using acoustic radiation forces to promote the
development of free-floating biofilms without a surface-attached biofilm or a dust particle as
precursors. Instead, as shown in the previous chapters, the primary and secondary radiation
forces increase the local density of bacteria cells at the energy hot-spots distributed on
the acoustic resonator surface and a new-brand free floating aggregate arise. Under this
configuration, acoustic forces counter-act the effect of gravity and the energy hot-spots
determine the virtual nucleation points.
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4.1 Escherichia coli biofilms

In biofilm research the most studied microorganism is probably the opportunistic pathogen
Pseudomona aeruginosa [10]. Nevertheless, most of the genetic analysis in biofilms has been
performed with Escherichia coli as the model microorganism, due to the fact that it can be
handled in the laboratory with relative ease and its genetic background is well characterized.
In addition to the harmless E.coli serotypes, many pathogenic strains can cause severe
infections related to biofilm formation and antibiotic resistance. Therefore, its study and
understanding is important to prevent biofilm-related casualties and to find new strategies to
combat infections.

Biofilm formation of Escherichia coli, and other self-propelled bacteria, on a surface involves
several stages (see Figure 3.1):

Primary adhesion to surfaces: reversible attachment

The bacteria adhesion to abiotic surfaces is highly dependent on physicochemical and
electrostatic interactions between the bacteria envelope and the substrate, usually conditioned
by the fluids to which the surface is exposed [14]. The repulsive or attractive forces lead to
reversible attachment of bacteria to the surface, with most of them leaving the surface to join
the planktonic-phase community, either due to the shear stress or their own propulsion. Ionic
forces of the media and temperature also play an important role in this first step towards
biofilm development. Recently, it has been shown that the topology and wettability of the
surface also impacts the first attachment, where rugosity increases surface adhesion and
hydrophobic surfaces are more likely to be colonized than hydrophilic ones [46, 25].

Irreversible attachment

The main developmental step in biofilm formation is the transition from a planktonic, often
motile, to a sessile phenotype. Planktonic cells attach to the surface, where the adhesive
organelles of the fimbriae family contribute highly to its irreversible attachment [10]İn
particular, three have a role in strengthening the bacteria-to-surface interaction: type 1
fimbriae, curli, and conjugative pili.
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i. Type 1 fimbriae or pili

Pili is a filamentous proteinaceous adhesin with tubular structure (5 nm x 2 µm) that can
adhere to a variety of receptors molecules on eukaryotic cell surfaces. The presence of pilis
is critical for biofilm formation in E. coli as it impacts the initial attachment to the surfaces
and also can modify the composition of the outer membrane [10].

ii. Curli fimbriae or aggregative fimbriae

Curli aggregates at the proteins of the cell surface such as fibronectin, laminin and plas-
minogen, to form 6 nm diameter structures with 1µm lengths promoting the adhesion of
bacteria to different cells. In addition, curli facilitates initial cell-surface interactions and
subsequently cell-cell interactions impacting deeply in biofilm development. [175, 34, 10]

iii. Conjugative pili

The conjugative pili promote both initial adhesion and biofilm maturation stabilizing the
structure of the latter [10].

Microcolonies proliferation

Later, attached cells aggregate into microcolonies, that are held together by a matrix which
includes proteinaceous curli fibres and exopolysaccharides (EPS) like PGA and colanic acid.
At this moment, inter-bacterial adhesion rather than direct contact with the surface leads to
progressive build up of the mature biofilm.

Mature biofilm

Biofilm maturation corresponds to the three-dimensional growth of the biofilm that occurs
after initial attachment to the surface. Mostly due to bacterium-bacterium interactions,
this process leads to the formation of a heterogeneous physicochemical environment in
which biofilm bacteria display characteristic physiological traits that distinguish them from
their planktonic counterparts [10]. A general feature of mature biofilms is their highly
heterogeneous architecture that partitions the microbial city into sectors with specific micro-
environments.
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Dispersal

After maturation, the dispersion step is very important for the biofilm life cycle. Individual
cells or small aggregates disperse because of myriads of factors, such as the lack of nutrients,
intense competition, outgrown population, among others. These biofilms chunks will detach,
drift away to colonize a new surface.

Fig. 4.1 The phases of biofilm formation in Escherichia coli. Biofilm formation involves
the attachment of planktonic cells at the surface (irreversible attachment phase), where cells
aggregate and bacteria-surface interaction is strengthened by diverse adhesive organelles of
the fimbriae family. Inter-bacterial adhesion leads to a progressive built of microcolonies
and the excretion of extracellular polymeric substances (EPS) begins. Microcolonies mature
into a biofilm where cells form multi-layered clusters. Three-dimensional growth and further
maturation of the biofilm provides protection against host defence mechanisms and antibiotics.
Later, the biofilm reaches a critical mass and planktonic bacteria living on its surface disperse
to the surrounding areas ready to colonize other surfaces [164].

4.1.1 Motility and its impact on biofilm development

Biofilms are usually considered as the immobile state of bacterial growth. Typically, biofilm-
forming cells transition from a motile state to a non-motile one regulating their motility.
Escherichia coli motility is mediated by flagella that propel the cells forward in aqueous
environments where cells swim [85] and on surfaces where they swarm [89]. The key player
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in motility’s regulation is the second-messenger c-di-GMP, which controls negatively flag-
ellar motility via motor curbing. Furthermore, it is a positive regulator of biofilm matrix
production required for biofilm maturation, this means that reduces flagellar motility and
increases the production of EPS [114, 138, 86, 77, 146].

There is evidence that shows that interfering with motility and its regulation results in changes
in biofilm formation in several bacteria species [131, 139, 95, 187, 121]. Indeed, some E.coli
strains with impaired motility exhibit reduced surface attachment and fail to develop biofilms,
but even when this proves the importance of motility on biofilm development in multiple ways
some non-motile strains are able to develop biofilms [164, 187, 121]. Biofilm development
is a phenotype and strain-dependent phenomenon that is not yet completely understood.

4.1.2 Models for exploring bacteria microenviroments

The development of simplified models to study how bacteria, including pathogens, can form
biofilms started right after the demonstration of a link between sessile communities and
human infections. This was proven by the pioneer studies by A.T. Henrici [79] in the early
20th century and later by J. W. Costerton [38, 62] both works pointed to the existence of
microorganism populations living on surfaces. Multiple in vitro models have emerged from
scientists’ creativity, each of them especially adapted to observe biofilm formation of specific
bacteria and within specific environments [104].

In vitro biofilm models

A complete and comprehensive list of in vitro biofilms models is provided in the very detail
by Lebeaux [104]. In a few words, in vitro biofilm models can be classified in three distinct
groups:

1. Closed or static models

These type of model corresponds to the one in which there are limited nutrients and aeration.
This includes some of the most popular and successful models, such as the colony biofilm
model and microtiter plates. In addition, these models enable direct rapid quantification of
biofilm mass (see Figure 4.2A) [32, 115].

2. Open models.
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The principle of these models is similar to continuous cultures, in which spent culture con-
sisting of wastes, metabolic byproducts, dispersed and dead cells are constantly replaced by
fresh medium. These methods generally allow the control of environmental parameters such
as shear forces, and have been therefore extensively used to study the physical and chemical
resistance of biofilms as in Figure 4.2B [115].

3. Microcosms

Microcosms are the most sophisticated models, which aim to closely mimic in situ conditions.
They often include several bacterial species and use material from the studied environment,
for instance, addition of hydroxyapatite and saliva to model dental biofilms [148], or cover-
ing abiotic surfaces with human cells in order to mimic an in vivo situation [15].

Ex vivo biofilm models.

Midway between in vitro and in vivo lie ex vivo models, in which tissues or organs are
extracted from an organism (typically porcine or murine) and placed in an artificial environ-
ment for further analysis and experimentation. They can be particularly useful to image or
analyze the progression of bacterial colonization of a given organ or tissue, such as tracheal
epithelium, vaginal mucosa, kidneys or teeth [104].

In vivo biofilm models.

Infection and pathogenesis result from a continuous interplay between the host and microbes
and between microbes themselves influencing and determining the fate of infection. The com-
plex dynamics makes difficult the use of in vitro models. To overcome this, non-mammalian
models like the fruit fly, Drosophila melanogaster, or the zebrafish Danio rerio, have been
adapted to study host-microbe interactions and immune system responses. There are also,
models where tissue can be present to make the model more realistic [104].

All the methodologies described earlier to study bacteria microenviroments, such as biofilms,
have been proven to be quite effective to evaluate physical, chemical and genetic properties
of biofilms. Also, they provide a robust technique to evaluate new drugs against persistent
and resistant bacteria associated with biofilms and therefore related to some major diseases.
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Fig. 4.2 In vitro microenviroments to study biofilm development. A. Closed model; agar
plates are the most popular technique to evaluate biofilm development. The picture shows a
Bacillus subtilis biofilm growing on the surface of an agar gel containing water and nutrients.
The biofilm increases in height to hundreds of micrometers, spreads to reach a diameter
of several centimeters, and forms macroscopic wrinkles.This techniques allowed the char-
acterization of channels within the biofilm [184]. B.Schematic of a static model. Glass
chips/coupons placed inside electroporation cuvettes were E.coli biofilms develop. This
technique was used to evaluate the electrical energy to treat biofilms using a bio-electric
effect [93]. C. A clear example of an open model is a microfluidic channel used to evaluate
the formation of free-floating biofilms of P. aureoginosa [49].
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Unfortunately, the production of a mature biofilm using these models takes from some hours
to days. Hence, an improvement that can be made to these systems is to reduce the time
needed to produce ready-to-evaluate biofilms. Moreover, to have the possibility to asses
biofilm development in a efficient and rapid manner.

4.2 Shaping free-floating biofilms using acoustic forces

4.2.1 Model microorganisms

It is well-documented that the self-propulsion of bacteria and the adhesive organelles of the
fimbriae family strengthen the attachment and development of biofilm on surfaces [114, 138,
86, 77, 146]. To study the likelihood of enhancing free-floating biofilm development using
acoustic forces. Moreover, two motile Escherichia coli K-12 MG1655, with constitutive
curli production strain were kindly provided by our collaborator from the Génétique des
biofilms group at Pasteur Institute.

Escherichia coliMG1655_IATTgfp_ompR234_malA::Km

Escherichia coli K-12 strain carrying the mutant ompR234 allele. The mutant OmpR protein
activates expression of CsgD, a transcriptional activator of the csgA gene,resulting in an
increase in CsgA protein levels and promotion of biofilm formation.
This strain typically clumps due to the overexpression of the curli gene.

Escherichia coliMG1655_IATTampgfp_ompR234_malA::Km_csgA::aadA7

Escherichia coli K-12 strain carrying the mutant ompR234 allele with a knockout of csgA
gene resulting in a phenotype with loss of adherence.
This strain do not clump as it is a csgA mutant.
To avoid writing the complete name of the strains we re-name theme as:

E. coli(csgA +): E. coliMG1655_IATTgfp_ompR234_malA::Km.

E. coli(csgA -): E. coliMG1655_IATTampgfp_ompR234_malA::Km_csgA::aadA7.
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4.2.2 Experimental protocol

Planktonic cultures

E.coli(csgA+) and E.coli(csgA-) cells were streaked in LB agar plates with Ampicillin (AMP)
and incubated overnight at 30� C. The following day a single isolated colony, of a given strain,
was picked from the plate and re-suspended in 5 ml of liquid LB and incubated overnight
at 30�C on a rotary shaker at 250 rmp. Fourteen hours later, a fresh culture (A6000.05) was
re-started and incubated under the same conditions until mid-exponential phase (A6000.5).
Later the liquid culture was diluted five times (A6000.1) –to have the inoculum suspension
see figure 4.3A.

Inoculation of the cavity

The acoustic resonator –previously sterilized via ultraviolet germicidal irradiation for 20
minutes–was inoculated with 500 µl of the suspension and sealed with the reflector lid. In
parallel, another acoustic resonator, with the same dimensions and also sterile, was inoculated
with the same volume, sealed with the lid and placed on the bench, as depicted in figure 4.3B.
The second resonator (RC) is the control to validate the experiments.

Acoustic trapping protocol

Forthwith, the first resonator (RExp) was placed in the microscope stage and a 30 s video
was recorded, as a control of the motility of cells and to measure the velocity distribution of
the bacteria cells. Right away, the sample is exposed to a continuous sinusoidal signal, that
matches the driving frequency of the transducer at 20 Vpp, and a video of the clustering pro-
cess was acquired–when possible. Bacteria cells were acoustically confined for 20 minutes
–which is the typical time to get a stable aggregate with the Jovanovic strains.

Immediately afterwards, based on the same conditions stated in Chapter 2, a cluster is chosen,
and a video to evaluate the dynamics within the cluster is captured. Next, the total area of the
cavity is scanned to have a record of all the aggregates that are formed at the nodal plane.The
chosen cluster is later freed from the acoustic trap and the release, up to the sedimentation in
the surface, is followed up. Once in the surface, its temporal evolution is evaluated for up
to one hour. Finally, the distribution of bacteria in the total cavity surface is assessed to be
compared to the surface of the control resonator (RC) (Figure 4.3C).
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Fig. 4.3 Experimental protocol to study biofilm formation in levitation. A. To prepare
the inoculum the chosen bacteria strain is streaked in LB agar plates and incubated overnight
at 30� C. Afterwards, a single isolated colony is picked and re-suspended in 5ml of liquid LB
and incubated overnight in a rotary shaker (30�C and 250 rpm). The following day, a fresh
culture is re-started and incubated under the same conditions until it reaches mid-exponential
phase. The latter is diluted five times to prepare the suspension to inoculate the cavity of the
resonator. B. Two resonators are inoculated with 500 µl of the suspension and sealed with
the lid holding the reflector. The control is placed on the bench and the other resonator is
placed immediately on the stage of the reflected light microscope. C. Forthwith, the typical
run-and-tumble behaviour of Escherichia coli is recorded–this video allows the quantification
of the velocity distribution of the cells in the sample. Right away, the sample is exposed
to a continuous sinusoidal signal, that matches the best driving frequency of the transducer
at 20 Vpp, and a video of the clustering process is acquired–when possible. Bacteria are
acoustically confined for 20 minutes and, based on the same conditions stated in Chapter 2, a
cluster is chosen and a video to evaluate the dynamics within itself is captured. Next, the
total area of the cavity is examined and all the clusters at the nodal plane registered in video.
The acoustic input is withdrawn, the sedimentation of the elected cluster is followed up and
the temporal evolution of the cluster in the surface as well . To conclude, the distribution of
bacteria on the surface of the cavity is compared to the one of the control resonator.
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4.3 Methods

4.3.1 Clustering and dispersion

As previously established, bacteria cells inside the inoculated cavity are distributed homoge-
neously and swim with their standard motion (run-and-tumble), when motile. They move in
this manner until the acoustic radiation pressure, from sound waves at ultrasonic frequencies,
drags them towards the pressure node of the standing wave created by the interference of the
emitted and reflected waves. The cells at the pressure node are also subject to the secondary
force (a short-range force) and to the transverse component of the acoustic radiation force
–the last two promote the consolidation of the cluster.
It is important to remark that at this point bacteria are not interacting with any surface, rather,
they gather in a virtual one. Also, the nucleation points where the clustering takes place are
given by the energy hot-zones of the resonator. For these reasons, a free-floating biofilm-like
structure, without the necessity of surface attached cells or dust particles to nucleate, is
formed at the pressure node.

Once the bacteria cluster is consolidated, typically after 20 minutes unless stated the contrary,
the acoustic signal is removed and the bacteria are free to disperse in all the surface or
maintained attached if they have a strong bond due to adhesive forces.
To characterize and quantify the dynamics of these phenomenon the radial distribution of
mass was calculated following the same protocol as on Chapter 2. We recall that this function
is typically used to study the nucleation and aggregation on granular systems [64].

4.3.2 Temporal evolution on the surface

Once the biofilm-like structure settles on the surface of the acoustic cavity the evolution of
its area is assessed over time. Time zero, of this temporal evaluation, is considered as the
moment when the cluster reaches the surface and it is on focus. A first picture is taken and
every five minutes another one, we repeated this process up to one hour. All the pictures
are acquired with an Hamamatsu Orca Flash 4.0 camera, fixing both, the exposure time at
1 second and the focal plane. The latter implies that if some part of the cluster becomes
out of focus: a vertical growth or a shrinking of the cluster is taking place which leads to a
protrusion in the z-plane.

Afterwards, the obtained image sequence is processed using a in-house-made Matlab algo-
rithm, based on the image analysis algorithm already existing in the software. The 8-bit gray
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scale images are binarized using the Hung’s fuzzy threshold method, as it has been proven
robust in the analysis of bacteria isolates on agar plates [18]. The cut-off gray scale value
was set at 33, that is, every pixel with and intensity value lower than 33 is considered as
background, whilst the pixels with higher intensity are taken as foreground as depicted in
Figure 4.4
The area of the binarized cluster was measured and its pixel value transformed into µm2

using the proper scale. This methodology was used for all the experiments made using all
the model strains in this section. Note that the cutoff value was the same for all, unless stated
otherwise.

Fig. 4.4 Estimation of the area temporal evolution using Huang’s threshold method.
Every five minutes pictures of the cluster, settled on the surface of the acoustic resonator,
were taken using the image acquisition component of the experimental set-up -with a fixed
exposure time of 1s . The gray-scale images were binarized using Huang’s fuzzy threshold
method. The cutoff value is 33, such that every pixel less than 33 is considered as background,
while the pixels with a greater intensity value are foreground. The area of the cluster is
measured for all the images.

4.3.3 Density distribution on the cavity surface

The bacteria clusters have now settled on the surface of the cavity. In order to have a quan-
titative idea of the energetic hot-spots where the gathering of bacteria cells took place we
analyzed the density distribution, as in intensity of pixels distribution, on the cavity. First,
we divided in thirty-six regions the total surface area of the resonator (figure 4.5)–with an
area of 3 cm2 or 5cm2 depending on the resonator that was used. In each of the regions a
picture is taken, with the same camera and exposure time as before. Each image covers an
area of 4.48x10�3cm2, that is, after the thirty-three zones have been photographed the area
that has been cover is approximately 6% of the total surface. This procedure is performed in
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the control resonator as well, therefore, seventy-two images are acquired per experiment.

Later, all the images are processed using the Matlab image analysis algorithm. The 8-bit gray
scale pictures are binarized using Huang’s fuzzy threshold method, with and specific cutoff
value depending on the experiment. After this the bacteria-pixels are transformed into white
pixels and the background remains black. Afterwards, also with a Matlab algorithm, the
number of white pixels, corresponding to bacteria cells, are assessed and the ratio occupied
by them per picture is registered.

Fig. 4.5 Density distribution on the cavity surface. A. Schematics of a layered acoustic
resonator. The surface-area of the cavity is 3 cm2, which is divided into 36 regions to ease
the mapping of the bacteria cells distribution after the cells are acoustically confined.B. For
all the experiments two acoustic resonators are used; one as a control, and other to confine
the cells. Once the cells are settled on the surface a picture is taken at each of the regions.
The area cover per picture is 4.48x10�3cm2 (1024 x 1024 px), hence, the mapped 36 regions
covered a surface area corresponding to a 6% of the total. Later the distribution of both
resonators is compared.

4.3.4 Minimum inhibitory concentration

The aim of the broth dilution method -minimal inhibitory concentration, MIC- is to determine
the lowest concentration of the assayed antimicrobial agent that, under defined test conditions,
inhibits the visible growth of the bacteria being investigated [180]. In this work, MIC values
are used to determine both the susceptibility of Escherichia coli to gentamicin (gen) and
whereas the clumped cells, due to acoustic forces, present a higher tolerance to the antibiotic.

It is known that one of the main characteristics of the cells in biofilms is the decrease of
susceptibility to antibiotics [155], therefore, a difference in MIC values for cells trapped
acoustically and not trapped could implicate the formation of free-floating biofilm mediated
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via acoustic forces.

To determine the MIC, overnight liquid cultures in LB media were made for each of the
strains in Table 1, at 30� and 250 rpm rotatory shaking. A fresh culture was re-started, under
the same culture conditions, until mid-exponential phase (OD600nm0.05) and later diluted
5000 times to have a suitable sample for inoculation. One 96-well plate was done per strain.

As always, the manipulation of microorganisms was performed in a sterile zone–either in
a hood or in the bench using a Bunsen burner to create a sterile zone. Later, a 96-well
U-Bottom plate was inoculated with 100µl from the second to the last column, the first
column was inoculated with 180 µl. From the gentamicin stock solution (10X), that was
prepared beforehand and stored in the proper temperature, 20 µl were added to the first
column of the plate. Using a multichannel pipette, the antibiotic and the cells were mixed
gingerly by sucking up-and-down six times.

Afterwards, 100 µl from the first column were transferred to the second one (this is a two-fold
dilution for column one), the pipette tips were ejected and with new and sterile pipette tips
the wells in column two were carefully mixed. The procedure was repeated down to the 11th
column, the volume coming from this column was discarded, i.e. the 100 µl were not added
to the 12th column as shown in Figure 4.6. Finally, the plate was incubated overnight at 30�.

Notice that in this protocol the first column is a positive control, where bacteria are treated
with the highest dose of antibiotic, and the 12th column is the negative control as bacteria
are not treated with antibiotics. This precise method of susceptibility testing allows for
quantification of the exact concentration (in µg/mL) of the antibiotic (or client selected test
article) needed to inhibit the bacterial growth.
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Fig. 4.6 Minimal Inhibitory Concentration. MIC testing allows for quantification of the
exact antibiotic concentration, in µg/ml, needed to inhibit bacteria growth. The figure shows
a typical 96-well plate, used for MIC assays, divided in twelve columns for micro-dilutions
and eight rows normally used for replicates. To test the susceptibility to gentamicine of
the strains we used throughout this work, wells 2 to 12 are inoculated with 100µl, whereas
the volume for the first well is 180 µl. Next, 20µl of gentamicine (gen) at 1 mg/ml is
deposited in the first well and mixed gingerly. Later 100µl were transfered into the second
well and mixed gently, the transfer procedure to one well to the following was done up to
the 11th-the volume coming from this well is discarded. Column 12 serves as a positive
control i.e. the cells are not treated with antibiotic. Finally the plate is incubated overnight
at 30�. The figure on the right illustrates a plate after incubation, where the white circles
represent no bacteria growth, meaning the antibiotic succeeded in inhibiting the bacteria
growth for a given concentration. The yellow circles depict bacteria growth -the light shades
indicate less growth and the darker shades more growth. The darkest one (column 12) is
the positive control that is used to validate the test. The vertical black line represents the
breakpoint-concentration at which the bacteria are no longer susceptible to the antimicrobial
but become resistant. The red point indicates the MIC value i.e., the lowest concentration at
which the bacteria are susceptible to gentamicine.
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4.4 Results

4.4.1 Clustering and spreading

The clustering and spreading dynamics differ greatly when compared to the one observed for
Jovanovic MG1655 motile bacteria. First, it is important to know that the two model strains
used in this section, consider as motile by our collaborators, did not exhibit a run-and-tumble
behaviour, rather, they acted as passive particles even when they have flagella. When their
motility was analyzed, with a basic 2D-tracking method using Fiji and Matlab, we saw that
they are non-motile, as their mean speed is zero. They do, however, exhibit Brownian motion.
Their lack of self-propulsion can be explained taking into account that the adhesive organelle,
curli, that is over-expressed in CsgA+–the OmpR protein mutant–and not expressed in the
knock-out mutant CsgA-, contributes highly to cell-cell and cell-surface interactions [10].
Moreover, curli over-expression impacts on the motility of the cells as discussed in Section
3.1.1.

To better understand the situation, Figure 4.7 shows the cluster formed by the four model
bacteria strains used on this thesis, from the stickiest to the least. The phenotype differences
between strains also affect the number and size of the aggregates that are obtained after
trapping the cells for 20 minutes using acoustic forces, see Figure 4.8.

The stickiest strain, CsgA+, produces on average 22 aggregates per experiment whereas
the motile one (Jovanovic motile) only 3. Both CsgA- and JovanovicD f liER formed 10
aggregates on average. The contrast between the number of aggregates for each strain can
be explained by the amount of energy necessary to trap self-propelled cells versus passive,
or non motile, cells [23]. It is known that run-and-tumble bacteria can exert an "active
pressure" on the walls when in confinement [158]. In our case, the pressure could counteract
the effects of the acoustic forces enabling bacteria to escape and no to be easily trapped.
Also, as mention before, the acoustic forces can produce a stronger effect on a small cluster
with higher surface than over single beads or cells. In the case of the non-motile and the
CsgA+ and CsgA- phenotypes, the clumping of cells inevitable therefore producing clus-
ter with bigger surface are than single cells, hence, facilitating their capture at the nodal plane.

The total area occupied by all the clusters, for each experiment, also depends on the phenotype,
as the number and size of the cluster depends on the properties mentioned above. For our
experiments the clusters of CsgA+ occupied the 0.6% of the total cavity, the clusters formed
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Fig. 4.7 Cluster obtained with strains with different stickiness. In-plane micrographs of
typical clusters of different strains of bacteria after 20 minutes subject to acoustic confinement.
The images are organized from the stickiest strain to the least. The stickiest, UGB 1236
MG1655 (CsgA+), is a motile strain with constitutive curli that over express the curli gene
CsgA and as shown exhibits a rough surface. Next, MG1655 Jovanovic (Jovanovic motile) a
motile bacteria with constitutive curli expression presents a smooth surface. The third image
shows a motile CsgA mutant, UGB2071 MG1655 (CsgA-). This strains does not expresses
the curli gene CsgA and shows a compact and not so rough surface when compared with the
phenotype over-expressing the curli gene. Finally, the least sticky strain. Jovanovic_DfliE-R
(Jovanovic non-motile) is a de-flagellated strain with curli expression that displays a dense
and smoothen surface. Considering that the flagella and curli play a relevant role in surface
colonization. In particular, curli, enhances cell-cell adhesion and also, an over-expression of
them results in decrease the motility on the cells. The changes in the surfaces roughness can
be explained by the presence or absence of curli and flagella in the surface membrane.
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by the de-flagellated bacteria the 0.3%, CsgA- clusters 0.2% and the clusters of the motile
strain only 0.1%.

Fig. 4.8 Measured surface area of the cluster. Each box represents the distribution of the
measured area of the clusters after 20 minutes of trapping. On each box, the central solid line
indicates the median of the obtained values, the bottom and top whiskers indicate the 25th
and 75th percentiles, respectively.2 A. The CsgA+ clusters present a wide size distribution. It
is possible to find small clusters a size ranging from 0.5 X105 to 1.5 X 105 up to big clusters
with 9 X 105

µm2. B. The narrow size distribution of the clusters with motile cells. The
cluster size do not surpass 3.5 X 105

µm2.C. The size of the CsgA- clusters lies between 0.3
X105 to 2 X105

µm2 as for the JovanovicD f liER clusters (D.).

The recording of the clustering process always represents a challenge, for the reasons ex-
plained in Chapter 1, but the clustering for CsgA+ and Csg- was particularly difficult because
the gathering of bacteria was carried out mostly by small aggregates instead of single cells.
As a consequence, starting the recording from a homogeneous distribution of cells in the
cavity was impossible, we always had small aggregates since time zero (see Figure 4.9A-B).
Needless to say, this is also a consequence of the phenotype, such is the case of instantaneous
clumping due to sticky factors.

On the other hand, the spreading process had a similar dynamics as the one exhibited by
non-motile bacteria in Chapter 2, the cells did not diffuse back into the bulk. On the contrary,
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they remained entangled and sedimented on the surface of the cavity, see Figure 4.9(C-D).

It is important to note that the bio-turbulence observed within the Jovonovic-motile clusters
was not present in those of CsgA+ and CsgA, just as in the case of Jovanovic D f liER. This is
a reaffirmation of the significant role played by motility on the emergence of this phenomenon.

4.4.2 Temporal evolution on the surface

So far we have shown that CsgA+ and CsgA- strains, even though they have flagella, are
not motile as expected. Probably, because the second-messenger c-di-GMP is controlling
negatively flagellar motility. Surprisingly, after only 20 minutes of acoustic confinement a
cluster that does disperse once released from the acoustic trap, is formed in acoustic levitation.
At first sight, it appears to be similar to the one formed by the non-motile strain (Jovanovic
D f liER). Because the cluster does not disperse we could be dealing with a new type of
free-floating biofilm.
Due to the similarity in the apparent behaviour between these three strains (CsgA+, CsgA-
and Jovanovic D f liER), we evaluated their the temporal evolution on the surface of the cavity.

Five experiments per strain were performed and, as discussed before, the cells were trapped
twenty minutes and released afterwards. It took less than a minute for the free-floating
biofilms to sediment on the surface. Through the temporal evaluation of the cluster we found
out that the clusters did not disperse into the bulk, see Figure 4.10, on the contrary, the cells
remained entangled maintaining the initial shape, only some cells were able to swim away
leaving in some cases a less dense cluster, see the images on Figure 4.10.

Even when is hard to determined if the biofilm is growing by just analyzing just the temporal
evolution of area density rA in Figure 4.10 we see that rA grows with time for all the biofilms.
The cluster of CsgA+ form we found a minimal growth of 3% of its original size at time
zero(ti), considering the initial size the one that the cluster has when it sediments on the
surface, and a maximum growth ,after 60 minutes, of 22%. On the other hand, CsgA+ had
the same minimal growth (3% ) and a 27% maximum.Clusters formed with non-motile cells
exhibited a minimum of 2% and a maximum of 20%.

These minimal variations of growth for the different phenotypes do not tell much about the
impact of the presence of flagella or the over-expression or knockout of curli has on the
dispersion or growth once the aggregate hits the surface. In order to have a clearer result a



4.4 Results 85

Fig. 4.9 Clustering and spreading processes for CsgA+ and CsgA-. The clustering dy-
namics for CsgA+ and CsgA- cells,A and B respectively. The images next to each heat map
correspond to the starting small cluster of bacteria as a starting point (Ti) and the stable
cluster after a given time (Tf ). C and D shows the spreading dynamics for both strains. Both,
the CsgA+ cluster (C) and the CsgA- one (D) is similar to the one exhibit by non-motile
cells, i.e. the cluster remains consolidated until its sedimentation.
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Fig. 4.10 Temporal evolution of aggregates on the surface. Top panel. Images showing
the evolution of the sedimented cluster on the surface of the cavity at ti up to one hour.(A) A
typical wrinkled cluster of CsgA+ did not disaggregate and kept its shape after one one on
the surface, as it also occurred with the representative cluster of CsgA-(B) and Jovanovic
D f liER the non-motile strain (C). Bottom panel. The temporal evolution of the area density
rA, normalized with respect to the total area of the region (the area of the image in pixels
(Ar), of the three strains shows that there is and increase of the aggregate size with time in all
five replicates.
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cellular arrest should be made, preventing the division of bacteria cells, so we could then
conclude if the growth is due to dispersion or cellular division and maturation of the biofilm.

4.4.3 Density distribution on the cavity surface

The biofilm-like clusters are now settle on the surface of the cavity and their temporal evo-
lution has been assessed. As reported on Chapter 1, the acoustic energy distribution in the
cavity of our acoustic resonator is not homogeneous. In order to map where the energetic
hot-spots were in each experiment we analyzed the density distribution, as in intensity of
pixels distribution, on the cavity.

The density distribution in the 36 regions, in which our resonator is divided, shows a sig-
nificant difference between the control resonator and the resonator for experiments. These
implies that the distribution of the cells that were not exposed to acoustic fields differs
from that of the trapped cells. Figure 4.11 shows that the density distribution of the control
resonator of CsgA- cells was quasi-homogeneous, except on one experiment, whereas the
density distribution of the resonator, where the confinement took place, has maximums at the
regions where the cluster were formed. The minimums correspond to the regions where the
cell concentration (the number of pixels corresponding to bacteria) decreased because they
were dragged to more energetic hot-spots.

In the case of the experiments with CsgA+ cells (??), the density distribution on the surface
of the control resonator is homogeneous and the quantity of cells in all regions is always
greater than the surface where the trapped cells are. Also, the distribution of the treated
cells is not-homogeneous. The fact that we do not have, in any region or experiments, peaks
representing higher density on the treated cells than on the control tells us that the biofilm-like
clusters are on zones that we could not map with our technique.
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Fig. 4.11 Density distribution of CsgA- cells on the surface of the cavity. Three repre-
sentative experiments of the density distribution in the control resonator (orange lines)
and the resonator where cells were acoustically confined for 20 minutes and previously
release (green lines). In the three cases the distribution on the control is quasi-homogeneous
whereas the one containing the cells treated with acoustic present peaks depending on the
region. These peaks and valleys shows either a increase in the density (peaks) or regions
where the density of cells is almost zero in some case. The bottom panel represents the
average distribution for the 3 experiments where the error bar is the standard deviation.
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Fig. 4.12 Density distribution of CsgA+ cells on the surface of the cavity. Three representative
experiments of the density distribution in the control resonator (purple lines) and the resonator
where cells were acoustically confined for 20 minutes and previously release (yellow lines).
The density distribution on the surface of the control resonator is homogeneous and the
quantity of cells in all regions is always greater than that of the surface where the trapped
cells are. Nevertheless the density on the resonator where the acoustic trapping took place
fluctuates. The bottom panel represents the average distribution for the 3 experiments where
the error bar is the standard deviation.
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4.4.4 Minimum inhibitory concentration



Chapter 5

Discussion and perspectives

The magnitude of the vertical acoustic forces, measured experimentally in our trap, are in
the order of piconewtons. Even though we do not measure its transversal component neither
the Bjerknes forces, it is well known that they are two orders of magnitude smaller than the
primary radiation forces [66].

The acoustic forces confine motile bacteria cells at the nodal plane in thin disk-shaped
clusters, restricting their degrees of freedom. When the acoustic field is activated, the local
density suddenly increases at the energetic hot spots distributed along the nodal plane, trig-
gering the emergence of clusters and collective effects.

Within the levitating cluster of motile cells a collective dynamics emerged, but on cluster of
non-motile bacteria there was no collective displacement of bacteria. The behaviour exhibited
by motile bacteria resembles a self-assembled pump-like structure.

The turbulent bio-flow within the cluster was characterized measuring the mean kinetic
energy and enstrophy as a function of the confinement strength. This analysis showed us
that when the transversal trapping weakened the mean energy of the global change did not
changed significantly. This is due to the fact that cell are viable and can replicate. In order
words, we started the experiment with a cluster with a density r and a maximum confinement
applying 20 Up p, by reducing the applied voltage we reduce the confinement strength so
the virtual transversal constrains loosen up. It is intuitive to think that as the trap grow
bigger bacteria cells are able to displace freely and re-gain degrees of freedom, but under the
experimental condition we worked the trap grew bigger but the density of bacteria increased.
That is why the mean kinetic energy did not changed significantly.
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We then showed that when the acoustic trap is suppressed after a few minutes, the floating
confined cluster diffuses back into the bulk following an exponential decay, see Chapter 3.
The cells are free to escape and they spread around the volume.

However the spreading dynamics was not the same for the cluster formed by non-motile cells.
After the removal of the acoustic input the cluster remain consolidated until its sedimentation
on the cavity surface. Therefore, it seems that bacteria suffer a strong entanglement with a
concomitant aggregation. Similarly, when bacteria are attracted to surfaces[10, 103], they
also concentrate and lose motility[130], eventually forming free-floating biofilms[49].

Later the analysis of three other strains corroborated the formation of free-floating biofilms
under acoustic confinement. It also proved that depending on the bacteria phenotype the
biofilms presented specific characteristics.

We still need to perform biochemical analysis of the clustered bacteria, looking for genetic
signals, to make sure that indeed what we have is a biofilms. Nevertheless, from a physical
point of view, the first condition to create a biofilm has been attained: bacteria become
crowded at a specific place and complex interactions modify their collective behaviour. In
our case, this process was enhanced by an acoustic field where the surface interaction can
be neglected and where there is no need of surface-attached biofilms or aggregates as seeds.
This will give us crucial knowledge of biofilm development without surface interaction,
possibly to produce models to evaluate antibiotics in a rapid and cheaper way.
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