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POLITÉCNICO NACIONAL

Unidad Zacatenco

Departamento de Computación
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Resumen

El problema de reconstrucción 3D consiste en obtener el modelo 3D de una escena a
partir de sus proyecciones en múltiples imágenes. En la literatura, este problema se ha
tratado con la composición en otras cinco subtareas: la extracción de caracteŕısticas,
la búsqueda de correspondencias, la calibración de la cámara, la estimación de la
pose y la triangulación. Estas subtareas se han estudiado como problemas aislados,
de tal manera que el resultado de la reconstrucción 3D depende de qué tan bien se
resuelve cada una de ellas. En este trabajo, estudiamos la solución simultánea de los
subproblemas de reconstrucción 3D. Nuestro objetivo es explotar la información de
subproblemas no contiguos suponiendo que la información utilizada para resolver una
subtarea puede usarse para resolver otras subtareas. En el primer estudio, analizamos
la auto calibración simultanea de la cámara, la estimación de la pose y la recuperación
del modelo como un problema de optimización no lineal. Resolvemos los tres sub-
problemas utilizando como entrada las correspondencias de puntos en tres imágenes.
Analizamos las condiciones mı́nimas necesarias para resolver simultáneamente los tres
sub-problemas, propusimos un método para incluir restricciones de paralelismo y la
ortogonalidad de ĺıneas sobre el modelo. Logramos reconstruir modelos con conjuntos
de datos sintéticos, pero también reales. En el segundo estudio, investigamos la ex-
tracción de caracteŕısticas y la búsqueda de correspondencias de manera simultánea.
Manejamos el problema compuesto a través del estudio Tipo de Orden, una carac-
teŕıstica invariable combinatoria del campo de geometŕıa computacional. Mostramos
la estabilidad del tipo de orden durante el proceso de generación de imágenes y como
con el Tipo de Orden, es posible realizar una identificación automática de conjuntos
de puntos en R2. Además, proponemos un método para clasificar los Tipos de Orden
con respecto a su robustez al ruido y un método para identificar los tipos de orden
que son adecuados para realizar la coincidencia de puntos. A partir de nuestro estu-
dio, proponemos un nuevo tipo de marcadores fiduciales que nos sirven para realizar
reconstrucción 3D y para realizar realidad aumentada. Los nuevos marcadores basa-
dos en el Tipo de Orden nos permiten resolver la extracción de caracteŕısticas y la
correspondencia de las mismas en distintas imágenes. La salida de este enfoque la
usamos como entrada para aplicar nuestro otro enfoque donde ya obtenemos la recon-
strucción 3D. Finalmente unimos los dos enfoques antes mencionados para resolver
el problema completo de reconstrucción. La reconstrucción la realizamos usando los
enfoques simultáneos, por lo que la reconstrucción se realiza en dos etapas. Primero
la extracción y correspondencia de caracteŕısticas de manera simultánea y finalmente
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vi RESUMEN

en la segunda etapa, la solución simultánea a la auto calibración, estimación de poses
y obtención del modelo. Con los resultados de esta tesis, contribuimos con un nuevo
tipo de marcadores, un método nuevo y flexible para realizar la reconstrucción 3D
y también con un nuevo enfoque para manejar la coincidencia de caracteŕısticas, no
solo para la reconstrucción 3D sino también para otras aplicaciones de Visión por
Computadora.



Abstract

The 3D reconstruction problem consists in obtaining the 3D model of a scene from
its projections in multiple images. In literature, the task has been treated as the
composition of other sub-tasks, i.e., the feature extraction, feature matching, camera
calibration, pose estimation, and triangulation. The 3D reconstruction sub-tasks are
studied as isolated problems in such a manner that the result of the 3D reconstruction
depends on how well the pipeline of tasks is solved. In this work, we study the
simultaneous solution of the 3D reconstruction sub-problems. We aim to exploit the
information of non-contiguous sub-problems by assuming that the information used
to solve a sub-task can be used for solving other sub-tasks. In the first study, we study
the simultaneous camera self-calibration, pose estimation and model retrieving as a
non-linear optimization problem. We solve the three sub-problems using as input the
point correspondences in three images. We analyzed the minimal necessary conditions
to solve the problem, we proposed a method to include physical constraints for lines
parallelism and orthogonality to solve the camera self-calibration, and we are able to
reconstruct models with synthetic but also real datasets.

In the second study, we researched the joined features extraction and the features
matching of points on a plane. We handled the composed problem through the study
of Order Type, a combinatorial invariant feature from the computational geometry
field. We show the order type stability during the image generation process, and
how with Order Type, it is possible to perform automatic identification of point
sets in R2. Furthermore, we propose a method to rank the Order Types regarding
robustness to noise and a method to identify those Order Types that are suitable to
perform point matching. From our study, we propose a new kind of fiducial markers.
These new markers allow us to solve the features extraction and matching through
multiple images. The two problems are solved simultaneously, using the new markers
based in order type to automatically solve the point matching, and using this result
perform the camera self-calibration the poses estimation and the model retrieval on
three images.

Finally we joined the two proposed approaches to solve the complete 3D recon-
struction problem. We perform the reconstruction in two stages. In the first, we
perform the simultaneos features extraction and matching. In the second stage, we
solve simultaneously the self-calibration, the pose estimation and the model retrieval.

With the results of this thesis we contribute with a new kind of fiducial markers,
a new and flexible method to perform the 3D reconstrucion, and also a new approach
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to handle the feature matching, not only for 3D reconstruction but also for other
Computer Vision applications.
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Chapter 1

Introduction

In Computer Vision, the 3D reconstruction problem is the process of retrieving the 3D
structure of a scene using only its projections from distinct viewpoints. Projections, in
this case, are bidimensional images taken by a camera. The solution to this problem
has several applications in science and industry. Robots perform 3D reconstruction to
know the structure of their environment [2, 3]. The design and video games industries
obtain the 3D models of real objects in order to ease the generation of virtual scenes
[4]. Medical imaging benefits from the 3D reconstruction by allowing the physicians to
convert images taken from inside the human body in manipulable 3D models [5, 6]. In
geosciences, aerial images are converted to 3D models to ease the study and analysis
of terrains; it allows to obtains measurements like volumes and distances from the
reconstructed models [7, 8].

The 3D structure is composed of the orientations and locations of the objects
present in the scene; these involve the model in front of the camera but also the
camera in itself. The task starts by receiving as input the set of images of a scene.
The problem can be seen as the composition of other subproblems or steps in the
following pipeline [9, 10]:

1) Feature extraction: detection and extraction of salient features in the images.
Commonly, these features are points at corners, since they are elements that
can be detected in different images taken from distinct viewpoints.

2) Point matching: detection of the same features in multiple images.

3) Camera calibration: estimation of the internal camera parameters. These in-
ternal parameters define how the original scene is projected to the images.

4) Pose estimation: estimation of the orientations and locations of the cameras
and objects in a global coordinate system.

5) Model estimation: estimation or reconstruction of the original objects in the
scene.

1



2 Chapter 1

In literature, the subproblems above are integrated into a sequential pipeline,
such that the output of each step is used as input of the next. In most of the
existing literature works, the subproblems are seen as isolated tasks that require
specific information to be solved [10, 11, 12, 13]. The information used in each step is
often considered only for a specific subproblem, and once the problem is solved, that
information is supposed to be depreciable for the other subproblems. This relationship
among subproblems leads the final solution to be affected by errors accumulation,
which is one of the most critical issues in the field [14, 15, 16]. In order to overcome
this issue, some works [10, 11, 12, 13] propose to refine the solutions periodically or
after a particula event, e.g., after the model estimation. The solutions refinement
is performed by local optimization algorithms, i.e., non-linear least squares which
use the current solution and take it to a better one by the minimization of a cost
function. Due to the local nature of the refinements, when the current solution is not
close enough to the global optimum, it could happen that refinement results are not
consistent with the ground truth solution.

In this work, we study the solution to the 3D reconstruction subproblems by
exploiting the information available in non-contiguous subproblems in the 3D recon-
struction pipeline to help solve others separately or simultaneously. In our work we
studied the simultaneous solution of the camera calibration, pose estimation, and
model retrieval. We also studied mechanisms to take the information among several
3D reconstruction subproblems; in this sense, we propose a projective invariant fea-
ture for points on R2 which allow us to relate multiple subproblems. We propose to
use this projective invariant as a descriptor for Computer Vision with many potential
applications for automatic identification, textureless point matching and pose esti-
mation. We investigate the use of the proposed descriptor in the context of the 3D
reconstruction, but we also studied the descriptor itself. We studied alternative rep-
resentations for de descriptor with the aim to enhance its use for the pose estimation
problem, and we propose a method to optimize set of points on the plane in such a
manner that its associated descriptor becomes more robust to noise. Our aim with
this projective invariant is to work as a tool to communicate different non-contiguous
3D reconstruction pipeline subproblems.

1.1 Our work

The work presented in this thesis is developed in different directions. We have pro-
posed three main studies that have as objective to exploit the information available
in some of the 3D reconstructions subproblems to solve other non-contiguous steps of
the general 3D reconstruction pipeline. In the following paragraphs, we summarize
the three developed approaches. For each approach, we highlight the subproblems
that are involved/connected, the information that is exploited and the general idea
of them.
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Self-calibration, pose estimation, and model reconstruction using three
images. In the first study, we propose to solve simultaneously three of the most
critical subproblems of the general pipeline: the camera self-calibration, the pose
estimation, and the model estimation. We set up the task as a single objective opti-
mization problem. Given as input only matched features in three views we find the
camera intrinsic parameters, the poses for three images, and the reconstructed model
simultaneously. An illustration of the involved steps is shown in Fig. 1.1. These
parameters, as well as the location of the features on the images, are enough informa-
tion to obtain a reconstruction of the 3D model. The idea is to apply a global search
algorithm to find the decision variables vector that minimizes the reprojection error
(see Sec. 2.9) of the three images. With this approach, we were able to reconstruct
synthetic and real-world datasets. Additionally, we studied the minimal conditions
to solve the problem, i.e., we studied the kind of movement that the images require
(rotation and translation), the minimal number of images features required, and the
stop criteria for the Differential Evolution algorithm, which is the heuristic we used
to solve the optimization problem. Details of this approach and a complementary
study about the inclusion of scene restrictions for lines parallelism and orthogonality
in the problem statement are presented in the Chapter 3.

Feature extraction Matched featuresFeature matchingPoint features
Camera calibration

Pose estimation

reconstruction

ModelReconstructed
Model

Cameras
orientations
and locations

Camera
intrinsic
parameters

Images

Input

Optimization problem

Figure 1.1: First study and the involved subproblems.

Identification of a point set based on order type With our second study, we
aim to search for a geometrical feature that maintains unchanged through different
steps of the 3D reconstruction general flow, i.e., an invariant, specifically a projective
invariant. We explored the use of Order Type (OT) [1], a combinatorial invariant
for points in Rn, with n = 2 for the case of points on the plane, to propose it as
a projective invariant. We studied the stability of OT during the image generation
process (see Sec.2.1) and we found OT as a very suitable feature to perform the
identification of a set of points in R2 automatically.
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OT OT
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Input
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Figure 1.2: Second study scope. The OT and its invariance through subproblems of
3D reconstruction.

The idea with this study is to develop the mechanism that will allow us to com-
municate different 3D reconstruction subproblems. We wish to use the OT as a tool
that will allow us:

• to assign a unique identification ID to a point set in R2,

• to identify the point sets among different images,

• to solve the feature matching subproblem.

As part of this study, we proposed a visual fiducial tag based in OT. First, we proposed
the fiducial tag for automatic identification; we showed that a competitive number of
different tags could be obtained using OT as the base, and additionally we analyze
the OT invariance in the presence of noise. From this study we found that there are
some OTs more robust to noise, and we propose a method to rank all possible OTs
according to noise robustness. The scope of this study is shown in Fig. 1.2, for the
case of planes, OTs can be automatically identified (it is kept unchanged) through
the feature extraction, the point matching, and it has a relationship with the image
generation process, the pose estimation, and the reconstructed model. Details of this
study are presented in Chapter 4.

Point set matching with Order Type. In this third study, we analyze the OT for
solving the point matching subproblem in Computer Vision. We aim to evaluate how
suitable is OT for point set matching purposes. We analyze all the existing OTs in R2

for point sets with cardinality up to eight points, and we found that not all OTs can
be used to solve the matching problem. We propose a method to identify those OTs
that are suitable for this purpose, and we also provide the number of OTs suitable for
this purpose. From this study, we found that a high percentage (90%) of all existing
OTs can be used to solve the point matching subproblem. With the obtained results
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we complemented the proposed visual fiducial tag of our second study to add it the
capability to solve the pose of the tag. To test our approach, we implemented an
augmented reality application which entirely estimates the orientation of our fiducial
tags from a single image. The subproblems that we relate through OT are the image
generation process, the feature extraction, the point matching, the pose estimation,
and the model estimation.

The idea is to use the OT for identification and also for point matching purposes.
With the OT identification capability, we can characterize the point sets present in
input images to build a dictionary of point sets, and this characterization can be used
later to solve the matching subproblem. Since OT is based in the point set structure
and not in textures, OT could also relate the model, which will allow us to identify
and match point sets through images but also the model. We observe a good potential
of OT for the 3D reconstruction since OT is not only defined for point sets in R2,
it could also be used to solve the 3D the registration problem, which is the task of
aligning two 3D point sets. With this study, we confirm that OT is suitable for point
set matching and we confirm that OT has good potential for helping us to solve the
3D reconstruction. Details of this study are presented in Chapter 4.

1.2 Objectives

In the following, we state the objectives of this thesis.

1.3 General Objective

To design methods os strategies for solving simultaneously various subproblem in the
3D reconstruction problem by exploting the information of contiguous subproblems
but also no contiguous.

Particular objectives

• Propose new approaches to exploit the information available in different 3D
reconstruction subproblems.

• Propose methodologies for integrating knowledge in the 3D reconstruction pro-
cess.

• Introduce new projective invariant features useful for solving the 3D reconstruc-
tion problem.

• Propose mechanisms to simplify 3D reconstruction subproblems based on partial
prior knowledge.
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1.4 Contributions

As a result of this thesis work, the following articles have been published:

JCR Journals

1. Heriberto Cruz-Hernández and Luis Gerardo de la Fraga. A fiducial tag invari-
ant to rotation, translation, and perspective transformations. Pattern Recogni-
tion, 81:213 223, 2018 [17]. DOI: 10.1016/j.patcog.2018.03.024.

Other Journals

1. Heriberto Cruz Hernández and Luis Gerardo de la Fraga. Order type dataset
analysis for fiducial markers. Data in Brief, 2018 [18]. DOI: 10.1016/j.dib.2018.08.126

In proceedings of international conferences

1. Heriberto Cruz Hernández and Luis Gerardo de la Fraga. A method to op-
timize the Order Type Maximal Perturbation through multiple single point
displacements. In Numerical and Evolutionary Optimization – NEO 2018 (In
preparation).

2. Luis Gerardo de la Fraga and Heriberto Cruz Hernández. Point set matching
with order type. In José Francisco Mart́ınez-Trinidad, Jesús Ariel Carrasco-
Ochoa, José Arturo Olvera-López, and Sudeep Sarkar, editors, Mexican Con-
ference on Pattern Recognition, pages 229–237, Springer Cham, 2018. [19]

3. Heriberto Cruz Hernández and Luis Gerardo de la Fraga. Fitting multiple
ellipses with PEARL and a multi-objective genetic algorithm. In Leonardo
Trujillo, Oliver Schütze, Yazmin Maldonado, and Paul Valle, editors, Numerical
and Evolutionary Optimization – NEO 2017, pages 89–107, Springer Cham,
2018. [20].

4. Heriberto Cruz Hernández and Luis Gerardo de la Fraga. A Multi-objective Ro-
bust Ellipse Fitting Algorithm. In Maldonado, Yazmin and Trujillo, Leonardo
and Schütze, Oliver and Riccardi, Annalisa and Vasile, Massimiliano, editors,
NEO 2016: Results of the Numerical and Evolutionary Optimization Workshop
NEO 2016, pages 141–158. Springer [21].

1.5 Structure of the document

Chapter 2: Presents the subproblems involved in the general 3D reconstruction
problem; these are the problems we address and we aim to solve in a joined
way.
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Chapter 3: Presents the details for our first proposal that solves simultaneously
the camera self-calibration, pose estimation and model reconstruction as an
optimization problem.

Chapter 4: Describes our work for the development of automatic identification and
matching for point sets based in Order Type for Computer Vision. This is the
feature that we pretend to use to communicate various subproblems in the 3D
reconstruction approach.

Chapter 5: In this Chapter, we add conceptually the solutions of the two proposals
in Chapters 4 and 5 in a single frame. Points are detected automatically in an
Order Type based fiducial marker, and these points are used to calculate the in-
trinsic camera parameters, the pose of three images, as well as the reconstructed
model.

Chapter 6: Provides a summary of the presented work, the conclusions, and possible
paths for future work.

Cinvestav Computer Science department



8 Chapter 1

Cinvestav Computer Science department



Chapter 2

Computer Vision Subproblems

In this chapter, we look into the concepts that serve as the base for this thesis work.
We aim to handle the 3D reconstruction problem, which can be seen as a pipeline of
subproblems. Here we review each of these involved subproblems, their importance
in the complete pipeline, the more popular approaches to solve them, and their main
issues. In the 3D reconstruction problem, we want to retrieve the 3D scene from 2D
images from distinct viewpoints, the images are the primary input for the problem,
more specifically, we receive as input a sequence of images. Images are generated from
the original scene with a digital camera, pictures are the result of a projection of the
scene to the image plane situated in the camera projection plain, in the 3D recon-
struction problem we aim to solve the inverse problem; thus, it becomes mandatory
first to understand the image generation process and its related concepts.

2.1 Digital image generation process

In this section, we describe the projective transformation involved in the image gen-
eration process. In the physical sense, an image is generated through a series of
physical and even chemical phenomenon that occur inside the camera. In Computer
Vision, this transformation is modeled through the pinhole camera model, which is a
fundamental concept for the development of this thesis. Assuming that the camera
is fixed at the origin of a coordinate system, we can summarize the process in the
following steps:

1. Scene rotation and translation: the scene is rotated and translated in front
of the camera, this allows setting the point of view before the camera shot.

2. 3D points projection to the image plane: the scene features, i.e., points,
lines, planes, and 3D models are projected into the image. As s result of this
projection, metric features as angles, distances, and parallelism are distorted
by a projective transformation (they can not be retrieved back from a single
image).

9
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3. Distortion: The result of the projection in step two is altered by a radial
distortion which is introduced by the convex nature of physical lenses. These
effects are more perceptible in wide angle cameras.

4. Pixel conversion: due to the finite nature of the sensors in digital cameras,
the result of the 3rd step is discretized to a limited image resolution. As result,
we obtain pixels with integer coordinate positions.

The above transformations are modeled through the so-called pinhole camera
model [22]. Given a point in a scene Pi = [xi, yi, zi]

T, a reference point (the camera
center) o = [0, 0, 0]T , and the image plane Π as shown in Fig. 2.1. A point on the
image pi = [ui, vi]

T is the point where a line passing through Pi and o intersects with
the image plane Π.

O

P1

P2

p1

p2

Π

Figure 2.1: Projection of two scene points P1 and P2 to the image plane Π to obtain
the image points p1 and p2.

The pinhole camera model explains the relationship between the points in the
scene and their projection on an image. This relationship involves the internal char-
acteristics of the camera, as well as the relative movement (rotation and translation)
between the camera and the scene. The pinhole camera model is presented in Eq.
(2.1).

λp = MP , (2.1)

whereM ∈ R3×4 is known as the camera matrix, P = [x, y, z, 1]T and p = [u, v, 1]T are
the scene point and its image projection, respectively, represented in homogeneous
coordinates, and λ ∈ R is a scale factor. M can be decomposed as M = K[R|t].
K ∈ R3×3 holds the internal/intrinsic characteristics of the camera, and it is defined
as:

K =

fx s u0

0 fy v0

0 0 1

 , (2.2)
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where fx and fy define the focal distance in the scale of the x and y axis respectively,
i.e., the distance between the camera center O and the image plane Π. When fx = fy,
we say we have squared pixels. s is the skew, which is not zero when the x and y
axes are not perpendicular. [u0, v0]T is the principal point, which is the point where
a line perpendicular to Π passes through the camera center O and intesects Π.

[R|t] is an augmented matrix that holds the external/extrinsic information about
the camera, i.e., the pose, the orientation and relative location of the scene and the
camera. The matrix R ∈ R3×3 is a rotation matrix which depends only of three
parameters. A possible parametrization of R is: R(θ1, θ2, θ3) = Rz(θ3)Ry(θ2)Rz(θ1)
where Ry and Rz are rotation matrices around the principal z and y axes defined as:

Rz(θ) =

 cos(θ) sin(θ) 0
− sin(θ) cos(θ) 0

0 0 1

 ,
and

Ry(θ) =

cos(θ) 0 − sin(θ)
0 1 0

sin(θ) 0 cos(θ)

 .
The t = [tx, ty, tz]

T vector holds the information about the relative location or
displacement of the scene with respect to the camera center.

In the following sections, we review the subproblems involved in the 3D recon-
struction pipeline for this thesis work. First, we describe the feature extraction (Sec.
2.2), then we introduce feature matching (Sec. 2.3), then we look the camera cali-
bration (Sec 2.4) and its variants (Sec 2.5), later the pose estimation (Sec. 2.6), and
finally the triangulation (Sec. 2.7).

2.2 Feature extraction

In the context of 3D reconstruction, this subproblem consists in identifying the image
salient features that are easily detectable through different images in the input se-
quence. It is expectable that these features correspond to scene salient characteristics
seen from distinct viewpoints in the images. If one scene feature is seen from at least
two images, with enough information, then it can be triangulated to obtain a 3D
model point, which is one of the targets of our original problem. This is the reason
why the feature extraction subproblem is the first and of crucial importance for the
3D reconstruction pipeline.

In the literature, it has been shown that the most convenient feature, due to its
simplicity and easy detection, are the salient points, also known in the literature as
corners. The salient points have no dimension and no area; thus they are invariant
to rotation and scale. Even more, the projection of a point in the 3D scene results in
a point on the image what is very convenient for 3D reconstruction purposes.

For the points feature extraction we find extensive literature. In [23] Lucas and
Kanade propose to detect as interest points the center of those image regions where
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a correlation matrix A computed for a point and its neighborhood has maximal
uncertainty. In [24] Harris and Stephens proposed an enhanced method which selects
as features those elements with the maximum values for the value: r = det(A) −
αtrace(A)2 = λ1λ2− α(λ1 + λ2), with α = 0.06. The Harris and Stephens method is
commonly known as the Harris corner detector, its results are illustrated in Fig. 2.2.
Other more recent variations of this approach are the proposed by Triggs in [25] and
Brown et al. in [26].

Figure 2.2: An Illustrative example of the features detection. The results are obtained
through the Harris corner detector. The features are located at the intersection of
two salient image lines.

Although the use of point is a common approach, the features could be any ge-
ometric artifact as lines, circles, or ellipses. I n these alternative approaches, the
task is to identify multiple instances, the most salient, of the model feature. For the
case of lines, circles, and ellipses, the identification is performed by discretizing the
parameters model space. As the result of the discretization, we obtain the parame-
ters for a significant but finite number of models, a model for each combination of
parameters, which is known as the Hough space [27]. After the discretization, each
pixel in the image p is analyzed to identify those models in the Hough space that
passes through p. The Hough space is a finite list of possible models and the count of
pixels p associated to each model. The models in Hough space with the higher pixel
count are those that can be considered as present in the image. In Fig. 2.3, we show
an instance of an image with points and the detected features through the Hough
transform using lines as the model, additionally we show the corresponding Hough
space.

The methods mentioned above only compute the locations of the features. Another
approach is to compute the point as well as a descriptor (a vector that summaries the
characteristics of the point neighborhood texture) [27]. State of the art in this other
approach is the SIFT method [28] and its variations [29, 30]. The SIFT approach
constructs a descriptor by analyzing the neighborhood of a corner. It defines a neigh-
borhood of 16× 16 pixels around an interest point, and it estimates the gradient for
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Figure 2.3: An illustrative examples for the Hough line detections. In left, image
points in black. In right, the lines Hough space and the salient parameters as squares.

each pixel in the neighborhood. SIFT subdivides the 16×16 windows into quadrants
that later are combined to obtain 128 values from the original 256 gradient values.
This 128 values can be considered as the descriptor, but vector normalization can be
performed to obtain higher stability. As mentioned earlier, this approach focus in the
textures. The region descriptor is said to be invariant to scale, rotation and affine
transformations. In the Fig. 2.5 we show an instance of the features detected with
SIFT, which correspond to the salient image regions based in their local texture.

Figure 2.4: An illustrative example of the SIFT features. Here the features are the
salient texture image regions.
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2.3 Feature matching

The feature matching is the problem of identifying the same scene feature through
different images of the input sequence. In the simplest case, the problem task is
to determine the matching features of a pair of images. In the 3D reconstruction,
this task is seen as a subproblem. Its solution is of crucial importance since it is
the base for all the following sub-problems (camera calibration, pose estimation, and
triangulation). As mentioned early, to retrieve a model point from the images it must
be seen from at least two different viewpoints. The result of the feature matching can
be considered as the location of a potential model point seen in the images. Although
the feature matching is necessary to retrieve the model points, it is just the beginning
for solving the complete problem. In Fig. 2.5 we show an instance of the matching
obtained through the SIFT features. In the figure, we show a Mexican craft seen from
two different viewpoints and the matched features.

The task is commonly solved in two steps: in the first one a preliminary matching
is performed. This first matching is commonly done by using the SIFT [28] features
with their associated descriptors. Given two images Ia and Ib and their detected
features pia and pib with their SIFT descriptors. Each point pia is preliminarily
matched with the point pib with the most similar descriptor vector. The result of
this match is very rough, such that the match could not be one to one and even
when it is one to one, the matching could be incorrect. To overcome this a validation
is performed as second step. The validation consists in identifying, from the set
of preliminary matches those that seem to be correct. The validation is performed
through the robust estimation of the fundamental matrix, the fundamental matrix
F ∈ R3 × 3 is a projective transformation that holds

pTFp = 0. (2.3)

With the robust estimation of F , those points that hold Eq. (2.3) (the inliers) are the
final matched points. The robust estimation of F is solved using the random sample
consensus algorithm (RANSAC) [31].

In the state of the art methods, the SIFT approach is the preferred to solve the
matching; however, this approach mandatorily requires of textures in the scene.

2.4 Camera calibration

In this section, we review the camera calibration problem, which aim is to estimate the
intrinsic and extrinsic parameters of the camera that was used to generate the input
images. In our 3D reconstruction problem, the solution to this subproblem is crucial.
The intrinsic camera parameters define how the scene is projected into the image;
thus this information is essential for making possible the model retrieval. The camera
parameters are estimated by using a calibration pattern [32]. A calibration pattern is
an object whose exact locations of its features (corners or lines) are known in advance
with high precision. This process is illustrated in Fig. 2.6. The calibration pattern
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Figure 2.5: An illustrative example of the feature matching subproblem. Two images
of the same scene from distinct viewpoints and the putative matched features with
SIFT represented by lines.

is used to generate images with the camera we wish to calibrate. The images are
analyzed to locate the calibration pattern features on the image. The pattern, as well
as the image points, allow estimating the camera matrix M which is composed of the
camera parameters. The estimation of M can be obtained through the Direct Linear
Transformation (DTL) [22]; which consists in solving a linear system of equations for
the eleven unknown M entries, in Eq. (2.1).

Some of the most popular calibration patterns are the chess boards, but there are
also works that use other patterns such as ellipses [22] and 3D objects [33] to solve
the calibration sub-problem. Some of the most popular calibration methods are the
proposed by Tsai[32] and Zhang [34]. These methods use planar calibration patterns.
The calibration methods first estimate the camera matrices by solving a linear least
squares equations system for later refine them with a non-linear least squares method
which also allows estimating the radial lens distortion coefficients.

One of the most important features of camera calibration is that it is performed
offline. Camera calibration offers high-quality results at the cost of estimating first
the camera parameters before images can be used for retrieving 3D information from
them. When no calibration patterns are available, when camera parameters change
dynamically on time, or when input images are generated with different and unknown
cameras, the camera calibration is not a suitable tool, but the camera self-calibration
is the alternative.

In the literature, we find that the camera calibration methods are very accurate.
In this thesis, we aim to perform the 3D reconstruction using a not calibrated cam-
era. Thus, the camera calibration is not an alternative; however, we use the camera
calibration as a tool to obtain estimations, that due to its high precision, we use as
ground truth. One of our contributions consists in estimating the intrinsic camera
parameters, it is, in fact, a self-calibration method, which is reviewed in the following
section.
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Figure 2.6: An illustration of the camera calibration. The chessboard as the cali-
bration pattern and the input pictures used to obtain the camera intrinsic (K) and
extrinsic parameters (R, t).

2.5 Camera self-calibration

In the following, we present the camera self-calibration, which is the task of obtaining
the intrinsic camera parameters without using any calibration pattern, since one of
our contributions is a method to solve this problem. This central feature allows
obtaining the internal camera parameters, i.e., focal distance, and pixel shape using
only features (points) on images. The task cannot be solved in a general form, and
some restrictions are used to regularize the problem, for instance, in Eq. (2.2), squared
pixels are assumed fx = fy, the principal point is assumed to be in the center of the
image, and the skew is assumed to be zero s = 0. With the mentioned constraints,
the unique parameter to estimate is the focal distance f = fx = fy. The solutions
obtained with these methods are less accurate than the obtained with calibration
methods, but they are an alternative when no information for calibration is available.
In practice, the solutions obtained through camera self-calibration are later combined
with more information of the scene as more images or more model points, which are
refined together through non-linear least squares to obtained a refined version. Some
of the most popular self-calibration methods in literature are briefly described in the
following paragraphs.

In [35], Hartley and in [36, 37] Pollefeys et al. propose to solve the camera calibra-
tion by first solving a projective reconstruction (assuming K as the identity matrix)
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for later upgrading the projective reconstruction to an Euclidean version by using
more than three images.

In [38], Lei et al. propose to solve the calibration by using the Kruppa equations
[22]. Authors estimate all unknown scalar factors by non-linear least squares. Once
scalar factors are obtained, they compute the intrinsic parameters from the resulting
non-linear constraints.

In [39], Triggs solves the problem through the use of the absolute quadric [22]. He
first proposes to build a projective reconstruction for later rectify the reconstruction
to a Euclidean one and obtaining the upgraded K matrix.

An essential characteristic of the self-calibration is that it is not a requirement to
simultaneously estimate the camera extrinsic parameters. The methods based in the
absolute conic, and Kruppa equations often solve only the intrinsic parameters, the
camera poses can be estimated later with the estimated K. In the methods based in
reconstruction upgrading, authors often solve first the camera poses and the camera
intrinsic parameters are estimated in a second step.

The self-calibration sub-problem can be performed in an online manner. In prac-
tice the methods based on the Kruppa equations are the most popular; however, these
methods are not accurate, and the Kruppa equations are difficult to solve. Although
the camera self-calibration can be performed online, it only estimates the intrinsic
camera parameters which are again just a piece to retrieve the complete scene which
also must include an estimation of the model and the camera poses.

2.6 Pose estimation

Also known as extrinsic camera calibration, this task consists in estimating the ex-
trinsic parameters of the camera associated to an image, i.e., the rotation matrix
R which defines the orientation associated to the cameras as well as the translation
vector t associated to its location. When the camera is not calibrated, but a calibra-
tion pattern is available, both the intrinsic and extrinsic parameters can be obtained
simultaneously by the calibration methods presented in Sec. 2.4. The idea is to com-
pute the camera matrix M for later decompose it. In general terms, the M has 11
degrees of freedom, and it can be estimated by using 6 3D/2D point matches. When
the camera is already calibrated, the problem can be solved for 3,4, and 5 points.
For these cases, the problem is named the Perspective n Points problem (PnP), with
n = 3, 4, 5.

The pose estimation if another essential piece for the model retrieval. The camera
pose defines how the scene was rotated and translated in the moment of the camera
shot. If we count with a calibrated camera, and also we could with the pose associated
with at least two images, the model points can be estimated through triangulation.
In the literature, we find that it is very common to use restricted scenes, in such a
manner that calibration patterns or information from other sensors are available [40].
The precision of the pose has a direct influence on the model points estimation.
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When the camera pose is estimated using a planar object in the scene, the prob-
lem is known as pose estimation from homography decomposition. The homography
decomposition requires a calibration pattern and the image correspondences in one
image of at least four model points. One of the most popular methods for homogra-
phy decomposition is the proposed by Zhang in his camera calibration method [34].
If the model points are not on a plane the problem is known as the Perspective n
Points Problem (PnP), and it can be solved with at least three points, but more than
one solution is obtained.

2.6.1 PnP

The minimal problem is about obtaining the parameters of the rotation matrix as
well a the three parameters of the translation vector of the camera matrix from three
points. This minimal problem is known as the perspective-3-point-problem (P3P).
The problem is illustrated in Fig. 2.7. Since the three points on image pa, pb, and
pc define a triangle with known lengths and the same for the 3D points Pa, Pb, and
Pc, then, the angles formed by the rays passing through the camera center and each
pair of 3D/2D points are known ∠PaoPb, ∠PaoPc, and ∠PboPc. The problem is to
estimate the lengths of the line segments la,lb, and lc that connect each 2D pi with its
correspondent 3D point Pi. Once the three lengths are solved, we can compute the
rotation matrix and the translation vector from them. The solution to this problem
is a polynomial equation system [41]. This P3P problem has four possible solutions.
From these possible solutions, we must choose one, in practice the solution chosen
is the one in which all 3D points lie in front of the cameras. For the P4P and the
P5P problems there also exist ambiguities and multiple solutions, sixteen for the P4P
and two for the P5P. For this reason, when more than five points are available, it is
simpler to obtain the pose by decomposing the camera matrix M which can be easily
decomposed when the camera is already calibrated as [R|t] = K−1M = K−1K[R|t].

o

Pc

Pb

Pc

pc
pb

pa

lc

lb

la

Figure 2.7: The P3P problem. The problem is to estimate the lengths of the line
segments la,lb, and lc.
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When the number of points is four, and when those four points are coplanar, the
pose can be estimated through homography decomposition. In the last decade, the
pose estimation from planar targets has been intensely studied [42, 43]. It has been
found that the problem with four points has local minima [42]. These local minima are
related to the rotation parameters. A more in-depth review of this fast is presented
in Appendix. A. In the literature, we find that the best method to identify the best
pose, even when there exist local, is to evaluate the reprojection error of all the found
solutions. In practice, the correct solution has a lower reprojection error, what can
be seen as the global minimum for the problem. In this thesis work, we implicitly
exploit this fact, and we propose a method that can find the global minimum for the
pose estimation.

2.7 Triangulation

The triangulation is the estimation of 3D points from image point correspondences
and cameras as camera matrices Mi. The subproblem can be seen as finding the
intersection of at least two rays passing through the camera centers and the feature
correspondences for the same model point. The problem in concept is simple, and
it has a unique solution that can be computed directly in the absence of noise. The
problem becomes more complicated with noise. In this case, the intersection of rays
is no longer valid; in fact, two rays could no intersect in any point in the space. To
handle this problem the most acceptable alternative is to find the point that mini-
mizes an error function. Different error functions can be minimized, for instance, we
have the object space error, the angular error, and the reprojection error; a more ex-
tended review of these different errors is presented in Sec. 2.9. In the literature is well
known that the minimization of the reprojection error allows obtaining the optimal
solution even when the camera is not wholly calibrated. The triangulation through
the mimization of the reprojection error requires comonly of iterative methods. In
our thesis work, we need to perform multiple triangulation of points as fast as possi-
ble. The simplest but fastest approach is to find the intersection of rays through the
Direct Linear Transformation algorithm (DLT) [22]. The DLT algorithm cannot be
directly solved since due to the presence of noise the rays could not intersect in space
and the number of solutions become infinite. Even more, we propose to solve the
triangulation using the information from at least three images. The DLT algorithm
allows performing triangulation utilizing the point matches in more than two images.
The problem becomes overdetermined equations system that we solve through sin-
gular value decomposition for numerical stability. The triangulation through DLT is
only valid when the camera is calibrated, however in this thesis work we show that
the DLT is enough to allow us to solve the self-calibration problem.

In a generalized way, the triangulation problem through DLT can be seen as finding
the space point P which minimizes the reprojection error of it projection to images
and the image measurements, as illustrated in Fig. 2.8. Points in 3D space have three
components (three degrees of freedom) P = [x, y, z]T, and its projections on the image
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have two p = [u, v], thus, to triangulate a point P , at least two images are required
to solve the problem. It consists in using the equations for a same 3D point seen
in two images, .i.e., λ1p1 = M1P and λ2p2 = M2P ; which leads to the solution to
the overdetermined least squares problem. There exist two variations of this method
the first assumes that a 3D point is expressed in homogeneous coordinates, i.e., P =
[λx, λy, λz, λ]. This assumption, leads to obtain (for two images) a linear equation
system with four equations and x, y, z, λ as unknowns of the form Ax = 0, and it
is known as the homogeneous triangulation method [22]. The second, known as the
inhomogeneous triangulation method assumes a fixed value λ = 1 and it leads to solve
a linear equation system of the form Ax = b which can be solved through the normal
equations. Both methods are very similar, but the homogeneous method considers
that points can be at the infinity, i.e., the imaginary intersection point of two parallel
lines, this occurs when very small values for λ are obtained in the solution. These
linear methods are very simple but they are very easy to extend when more than two
images are available.

p1 p2

P

Figure 2.8: Triangulation of the 3D point P from its image correspondences P1 and
P2. Ideally P is the intersection of the two rays through the camera centers and the
image points.

2.8 Bundle adjustment using the Levenverg - Mar-

quardt algorithm

In the 3D reconstruction context, the Bundle Adjustment is the refinement of a
current solution. Commonly, the improvement is performed through the minimization
of a cost function based on an error measurement. The methods for the minimization
are of local nature; this means that the algorithms require of an initial solution which
is refined until reaching a local optimum of the cost function. Ideally, BA needs an
initial solution that is close enough to the global minimum, but this can not always
be guaranteed. In general terms, we can only consider BA to take an initial solution
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to the closest local minimum in the search space. The bundle adjustment can refine
a different number of parameters; parameters to refine will depend on the problem
solution to improve. In the literature, we find that BA could be used to refine every
3D reconstruction subproblems solutions, but also the complete reconstruction. The
application of BA each time a subproblem is solved ensures better solutions however
its application results expensive in practice. In this thesis work, we consider the
refinement of the complete obtained reconstruction.

We consider BA as the non-linear refinement of the camera intrinsic and extrinsic
parameters. The refinement can also involve the reconstructed point cloud and other
parameters as lens radial distortion. The refinement is stated as an optimization
problem where the reprojection error must be minimized, such that:

e =
m∑
j

n∑
i

wj(||π(Mj,Pi)− pij||2),

where m is the number of images, n is the number of points, wij is the weight that
reduces the contribution of outliers to the reprojection error cost function for the
point Pi in the j−th image, π is the projection of the 3D point Pi into the image
plane associated with the camera matrix Mj, and pij is the correspondent image
point, e is known as the reprojection error.

The algorithm commonly used to solve the optimization problem is Levenverg-
Marquardt [22, 44]. The method minimizes the sum of squares of 0linear functions:
s(x) = 0.5

∑k
h f(x)2.

The method obtains a better solution in each iteration using the Jacobian matrix
of s(x). The complexity for BA is O(n3), where n here is the number of cameras
[45, 46], but there are also some methods that solve the problem approximately [47]
and reduce the complexity to O(n) or parallel methods [48].

2.9 Error measurement

In Computer Vision it is desirable to have an indicator that helps to evaluate the
final result of a 3D reconstruction. One of these indicators would be the norm of
the errors of the points in the three-dimensional space of the reconstruction and the
ground truth model:

∑
|Pi− P̂i|, where P̂i would be the ground truth model points.

Unfortunately, this measure is in most cases impractical because most of 3D recon-
struction approaches not always obtain a reconstruction point for each ground truth
point, and for the case of non-metric reconstructions where the model is obtained up
to an unknown scale factor, the error would also be scaled.

Instead of measuring the model distances in 3D space for measuring the quality
of the reconstruction, it is preferred to use indicators that are invariant to scale, i.e.,
the reprojection error, the object space error, and the angular error. In the following
subsections, we describe these kinds of errors.
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2.9.1 Angular error

With a calibrated camera, i.e., the focal distance is known, we can obtain the direction
of the ray passing through the camera center o and an image observation p, denoted
as ro,p. Given the 3D point P correspondent to the p image point, a ray ro,P can
also be obtained. The angular error [49] is the angle between the rays ro,p and ro,P ,
i.e., θ = ∠(ro,p, ro,P ), which is illustrated in Fig. 2.9.

Π

o

P

p

π(M,p)

θ

Figure 2.9: Given a 3D point P , its image measurement p, and the reprojection of
P into Π, π(M,P ), the angular error is the angle θ formed between the line though
o and P and the line through o and P .

2.9.2 Object space error

Given a calibrated camera, and given the ray passing through the camera center o and
an image observation p, denoted as ro,p. The object space error [50] is the orthogonal
distance from 3D reconstructed point P to the ray ro,p, which is illustrated in Fig.
2.10.

2.9.3 Reprojection error

It is defined as the norm of the difference in the image space. Given a ground truth
image point p̂ and its approximation p, the error can be measured as ||p − p̂||, and
it is illustrated in Fig. 2.11. This is valid for image points, in order to evaluate a
reconstructed model, we can use the reprojection of an estimated 3D point P . Since
our input are the images of the scene to reconstruct we could measure how similar
are the ground truth images and the generated back from the reconstructed model.
With this consideration, the reprojection error is defined as:

||p̂− π(P ,M)||,

where the π(P ,M) is the projection of the 3D point P by the camera matrix M to
the image space.
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Π

o

P

p

π(M,p)

Object space error

Figure 2.10: Given a 3D point P , its image measurement p, the object space error is
the orthogonal distance between the 3D point P and the line through o and p.

The reprojection error is one of the most used indicators in SFM. It allows to
evaluate 3D reconstructions, and its minimization is used to estimate homographies,
projective transformations, and it is also used to refine solutions by Bundle Adjust-
ment.

o

P

p

π(M,p)
Reprojection
error

Π

Figure 2.11: Given a 3D point P , its image measurement p, and the reprojection of
P into Π, π(M,P ), the reprojection error is the distance between p and π(M,P ).

In this thesis work, we focus on minimizing this error measure. This error is
also known as the geometrical error, and it is a valid error to minimize even when
utilizing not calibrated cameras, which is our scenario since we propose to solve the
self-calibration problem as well as other subproblems simultaneously.
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2.10 3D reconstruction

The 3D reconstruction problem has been widely studied and many works have been
developed. In the following, we present a brief description of the most relevant works
that are part of the state of the art in 3D reconstruction.

The 3D reconstruction works can be first divided by the information that is avail-
able to solve the problem. There are two main categories, the incremental and the
global approaches; both approaches consider static scenes.

In the incremental approach, the idea is to generate an initial reconstruction using
just a few number of images (commonly two) for later start processing new images,
one in each iteration. The processing of each image involves the estimation of its
camera orientation and location. Each new image contributes with new matched
features that allow performing the triangulation of new reconstruction points (those
that are visible in at least two images). Some of the most relevant characteristics
of these works are: they perform bundle adjustment after a new image is processed,
they allow to perform the reconstruction even when the images are gradually given,
they can work with a non-calibrated camera. In this category, we find the following
works.

In [10], Schönberger and Frahm propose a SFM approach that enhances many
of the sub-problems in the full pipeline, it provides a next view selection method, a
robust triangulation method, a geometric verification of matched points, and also a
strategy to perform the bundle adjustment, triangulation and outlier filtering.

In [11], Zheng and Wu present a SFM approach that includes a novel pose estima-
tion method that solves the exact pose estimation using the already computed poses
and only image points, i.e., do not require the 2D/3D matching.

In [12], Wu presents an SFM approach that tries to solve all the problem in
O(n) time. The work focus in the feature matching, which is one of the bottlenecks
for SFM and also it uses an accelerated BA with O(n) time complexity that uses
preconditioned conjugate gradient [51], additionally, in order to increase the number
of triangulated points it proposes to periodically try the points re-triangulation also
considering those points that were not possible to triangulate in previous intents.

In [13], Moulon et al., propose to solve the SFM problem by estimating robustly
the feature matching and camera pose estimation sub-problems using RANSAC and
the so-called the a contrario methodology. The used methodology allows to avoid
setting fixed thresholds for the inlier counting step of RANSAC; it chooses a threshold
automatically by exploiting the fact that outliers must have an high deviation.

The global approach assumes more information. It assumes that all images to be
processed are given at the beginning. The camera is assumed to be calibrated and
also it assumes the relative orientation between each pair of images to be known. The
aim of this approach is to estimate the orientations and locations of all the cameras
simultaneously in the global coordinate system. Some of the main characteristics
of this approach are: images can be given unordered, it disseminates the residual
errors among all the cameras external parameters and the final reconstruction. Many
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authors propose to perform bundle adjustment to reduce errors in the input relative
poses and also in the final reconstruction. In this category we find the following
works:

In [52], Cui and Tan propose a global SFM that first generates depth images from
each pair of related images. Since every pair of related images allows to obtain a local
reconstruction, all the camera poses could be theoretically integrated into a global
coordinate system from the 3D/3D local models registration. The paper proposes to
avoid the 3D models registration due to the poor quality that can be obtained using
only two images. Instead, the authors propose to estimate depth-maps for later solve
the camera poses.

In [53], Crandall et al. propose a global SFM approach. It uses the focal dis-
tance value present in the attached EXIF information of the input images, and it
also requires the relative camera pose between images pairs. This EXIF information
is metadata that is incorporated into images taken with modern cameras of smart-
phones; an example can be seen in Fig. 2.12 The paper first states the problem as
a discrete optimization problem to initialize the parameters, which aim is to avoid
local minima and later the problem is handled in a continuous mode.

Attribute Value
Focal Length 4.7 mm
Pixel X Dimension 4608
Pixel Y Dimension 3456
X-Resolution 72
Y-Resolution 72
Resolution Unit Inch
Date and Time 2017:11:24 11:45:38
YCbCr Positioning Centered
Exposure Time 1/30 sec.
F-Number f/2.0
ISO Speed Ratings 100
Exif Version 2.2
Components Configura Y Cb Cr -
Shutter Speed 4.90 EV (1/29 sec.)
Aperture 2.00 EV (f/2.0)
Saturation Low saturation
Sharpness Soft

Figure 2.12: Instance of a picture and its associated EXIF metadata. Note that the
focal distance is present in this example.

Our work focus on exploiting the information of one sub-problem to solve oth-
ers, thus our contributions could be used for both, the incremental and the global
approach.
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Chapter 3

Self-Calibration, Pose estimation,
and Model reconstruction using
Three images

In this chapter, my advisor and me research about the joined solution to three of
the core subproblems in the 3D reconstruction pipeline. Here we assume that the
features extraction and the features matching based in Order Type is previously
solved. In the Chapter 4 we detail how these sub-problems are solved simultaneously
through the Order Type concept. Then, our inputs for this study is a sequence of
images, the features locations, an associated descriptor for each of the images and the
information about the matches. This information is the list of images and, per each
image, a sublist of the visible image features in it.

For our approach, we aim to solve the camera self-calibration, the pose estimation,
and the model reconstruction, three of the 3D reconstruction core sub-problems. In
the literature it has been shown that the self-calibration problem can be solved using
at least three images; then we propose our approach to work with this minimum num-
ber of images. In a sequence of images taken with the same camera, it is expectable
that the difference between adjacent images is small; if the difference is little, then it
is an acceptable hypothesis to expect to find a sufficient number of matched features
in the three images.

The three addressed sub-problems in this approach are intimately related. Each
of the sub-problems could be solved if the two remaining sub-problems are previously
solved. The camera can be calibrated knowing the image poses and knowing the 3D
model in the scene; another case could be that an image pose can be solved if the
camera is calibrated and we count with the model in the scene, and so on.

Based on the previously mentioned observations, in this chapter, my advisor and
me argue that we can simultaneously solve the three core sub-problems to obtain a
method that simplifies the 3D reconstruction problem with competitive results.

First, we need to mention that in the existing literature each sub-problem is solved
separately. For each of the subproblems, the current methods deal with their lim-
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itations and complications. For instance, in the self-calibration case, the Kruppa
equations suffer from numerical instabilities, what makes them difficult to solve, and
multiple solutions could be obtained. For the pose estimation, in the most popular
methods [54], it happens that the problem is stated as the solution of an equations
system of high order polynomials; that due to their nature have multiple solutions, up
to 25 or 40 candidate solutions. For the model reconstruction, it is necessary first to
have a precalibrated camera and to have a good quality estimation of the poses. The
model is obtained through triangulation. There exist triangulation methods that con-
sider that the camera could be not calibrated, in which case we will obtain a projective
reconstruction. Those methods allow obtaining points that are affected by the same
projective transformations of the camera. In such a manner that the triangulated
points can be later transformed to obtain the metric version of the reconstruction,
however, these methods exist only for two images which limits the accuracy of the
obtained models even when more input images are available.

To avoid all the mentioned issues, we formulate the equations to calibrate the
camera, find the pose of three images, and to reconstruct the scene (in 2D or 3D), all
these three problems at the same time. The generated problem is a non-linear because
there are involve sinus and cosines in the rotation angles. Therefore, the problem is
treated as a non-linear optimization problem, and solved directly using the Differential
Evolution (DE) algorithm. A non-linear problem is normaly solved using the result
of a linear problem as a seed for a non-linear optimization problem. Examples of non-
linear algorithms are the Newton, Gauss-Newton or Levenberg-Marquard algorithms.
As in the formulated problem it is not known how to solve it linearly, the heuristic
DE is used instead.

We study the proposed approach when the input feature correspondences are
distributed in an arbitrary position, but additionally, my advisor and me propose
a method to incorporate constraints of parallelism and perpendicularity for planar
models. The inclusion of these constraints is not applicable to the general case,
but when the input data allows its application, this can be seen as a method to
exploit the information previously known about the scene to improve the results of
the reconstruction.

In real datasets it is common to find that the input data is not always ideal; the
data could be contaminated with atypical data, to deal with this fact, we propose a
method to deal with outliers.

The reconstruction refinement is a way to ensure the best results, but an abuse
of it results expensive, thus to address this issue, we also propose a mechanism to
reduce the number of times the total solution is refined with the bundle adjustment
algorithm.

To evaluate our proposal we validate it for the minimal conditions (motion type,
and the number of required point correspondences) in which our approach can work,
and we tested our approach with 2D and 3D synthetic and real datasets.

This chapter is structured as follows, in the Sec. 3.1, my advisor and me present
the details of the proposed approach for solving the camera self-calibration, pose esti-
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mation and the model reconstruction simultaneously as an optimization problem. In
the Sec. 3.2, we present the experimental validation with synthetic and real datasets.
In Sec. 3.3 we present the discussion, and in Sec. 3.3 we present the remarks for this
study.

3.1 Proposed approach

First, we need a strategy to join the three sub-problems. One method to evaluate the
overall result of reconstruction is to measure the reprojection error. In the literature,
the reprojection error is known to be a good measure to assess the reconstruction
quality. This error is only computed using distances of points in the images space;
thus it does not need more information than image points measurements and their
corresponding reprojection using the reconstructed model. With this fact, my advi-
sor and me propose to state the simultaneous problem as an optimization problem in
which we minimize this reprojection error. Each of the three involved sub-problems
requires different parameters to be optimized, for the camera self-calibration we need
to solve five parameters, the corresponding to the intrinsic camera parameters, but
this can be simplified if we consider square pixels (fx = fy in Eq. 2.2 in page 10),
the principal point at the center of the image, and zero skewness (o = 0 in the same
Eq. 2.2), thus we need to solve only the focal distance. Since we also aim to address
the pose estimation, for the three images, my advisor and me need to solve 18 pose
parameters; because the pose for a single image consists of six parameters, three ro-
tation angles, and three translation components. We need to solve the reconstruction
in a fixed coordinate system; otherwise, there would exist infinite solutions to the
problem, one answer for each possible rotation, translation and scale transformation.
To solve this, we fix one of the pose angles and we delimit the search space with
box constraints. This strategy allows us to set the solution in a unique coordinate
system, but at the same time, it will enable us to reduce one of the decision variables.
Then, our approach for the simultaneous self-calibration, pose estimation and model
recontruction is stated as looking for the decision vector:

w1 = [f, θ1
2, θ

1
3,θ

2,θ3, t1, t2, t3]T,

where, w1 ∈ R18, f is the focal distance of the camera, θj = [θj1, θ
j
2, θ

j
3]T and tj =

[t1, t3, t3]T corresponds to the three Euler angles and the translation vector associated
to the j−th image, respectively. The vector w1 encodes all the required parameters
to define the 3D pose and a calibration matrix for the three images. The value of θ1

1

is fixed to zero, thus, is not included in w1. Here we say we are using the rigidity of
the viewing scene as a fundamental constraint.

In our approach, each evolutionary algorithm individual has associated a proposal
for the solution vector w1 that defines a reconstruction and a calibration matrix, thus
it has associated a reprojection error g1(w1). We use this reprojection error g1(w1)
as the fitness function for the evolutionary algorithm.
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Figure 3.1: General flow for our 3D reconstruction approach.

To evaluate g1(w1) we need to set all the encoded parameters as part of the
putative reconstruction, i.e., the camera parameters and the camera poses for the
three images and the reconstructed model. The decision vector w1 does not include
the reconstructed model points per se, but it contains all enough information to
compute a reconstruction of the model by triangulation. The specific steps to evaluate
the fitness function g1(w1) are the following:

1. Define the calibration matrix K using f ∈ w1

2. Define the three projection matrices: M1, M2, and M3 as Mj = K[Rj|tj ] with
Rj = Rz(θ

j
3)Ry(θ

j
2)Rz(θ

j
1), θ1

1 = 0.

3. Triangulate the model points Pi using the correspondences in the three images
and the projection matrices in step 2 using the DLT algorithm.
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4. Normalize the obtained cloud point {Pi}: center the computed cloud point {Pi}
to its centroid P̄ , and scale it to ρ/σ, where σ is standard deviation of all points
coordinates x, y and z ∈ {Pi}, i.e., Pi = ρ/σ(Pi − P̄ ).

5. Compute the reprojected points λp̂ij = MjPi for each point in the step 4.

6. Return

g1(w1) =
1

l

l∑
i=1

m∑
j=1

||pij − p̂ij||2, (3.1)

In the procedure above, in the step 4, we set the scale factor to ρσ to make the
problem to be defined in a fixed scale. The value for ρ is set arbitrary and it can be
modified, it depends on application, and it controls the model size with respect to
global optimization algorithm box constraints. If 0 < ρ < 1 the reconstructed model
and translation vectors t will be obtained in smaller scale, ρ > 1.0 will increase the
reconstruction size. For this paper my advisor and me set ρ = 0.01, but we also
consider the algorithm reset to auto-adjust the model scale in Sec. 3.1.4.

Model reconstruction For our approach we use the DLT algorithm for the trian-
gulation. In literature we find that this method is one of the simplest but it is only
suitable and valid for Euclidean or metric reconstructions, i.e. with a calibrated cam-
era, in the case of projective or affine reconstructions its accuracy is not so good [55].
Although the method seeks for Euclidean reconstructions, the evolutionary process
of the DE starts by obtaining projective reconstructions that are later being evolved
until converging to the Euclidean version. Taking this process in consideration, our
selection for triangulation does not affect the final results. At the beginning of the
DE, the DLT triangulation allows us to obtain triangulation approximations that are
enough to guide the evolutionary process to the Euclidean reconstruction, as long as
the solutions are closer to the final result, the DLT triangulation is more accurate and
my advisor and me obtain good results. Since we only use the final result, the use of
DLT is valid for the proposal, even when we solve the self-calibration sub-problem,
and additionally it eases the use of the information of multiple images (more than
two), which helps our method to deal with noise.

In [56], the authors study in deep the triangulation problem from three views.
They propose a method to obtain the optimal solution through the extraction of the
roots of a set of multivariate polynomial equations. In their approach they construct
a 47 × 47 matrix for the equations system, which has 47 roots counting the real
and complex solutions; even more, for ensuring the solution stability, authors use a
high precision linear algebra library [57], which in practice results very costly, up to
30 seconds per triangulation. A crucial fact is that, even with all considerations to
ensure the optimal, the authors report that the linear solution followed by refinement
through the BA finds the same global minimum in all their experiments. This fact
serves as a support of using this triangulation in our approach since we need to solve
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the triangulation of points from its correspondences in at least three views with the
better but fastest results.

3.1.1 Solution to the joined problem through Differential
Evolution

We propose to use the DE’s classical version (rand/1/bin), which is good for real pa-
rameters optimization [58] and has shown good results in many engineering problems
[59].

DE is an evolutionary optimization algorithm originally proposed by Kenneth
Price and Ráıner Stor [59] for global optimization in continuous spaces. It is a popu-
lation based optimizer where each individual represents a solution to a cost function
g(·) to be minimized or maximized (we consider the minimization case).

The DE rand/1/bin version is based in a recombination operator that uses three
randomly selected parents wr1, wr2, and wr3 from the population W to generate
new trial individuals. These trial individuals can be incorporated to W depending
on its fitness. The parameters for the algorithm are: the search space Q (called box
constraints), population size N , crossover probability R ∈ [0, 1], difference weight F ∈
[0, 2]. DE evolves the population W in a certain number of iterations, in this work, my
advisor and me repeat the algorithm until an automatic stop criteria is reached. As
stop criteria we use the proposed in [60]: algorithms stops if s < g(wworst)− g(wbest).
The complete DE algorithm is shown in Alg. 1;

The DE performs the search of the decision vector w1 that minimizes the fitness
function g(·). For our purposes, we need the solution w1 to be inside a delimited
subspace Q ∈ R18. Through the evolutionary process, in the generation of new trial
individuals v, it can happen that some of its elements vi get out of the feasible search
space Q. There exist many approaches to handle this situation [61, 58, 62, 63], but
in this paper, we use the reinitialization approach [58], which consists in generating
a new value inside Q for all the components outside Q. This handling is performed
in the lines nine and ten of the Alg. 1. In the algorithm, the new value is generated
randomly with a uniform distribution between [Qi

min, Q
i
max].

The box constraints and DE configuration parameters used in this work are shown
in Tab. 3.1.

The proposed approach in this section works for points on arbitrary distribution.
The model to reconstruct can be a 2D or a 3D model. There are certain cases where
some information is available for the model to reconstruct. In this thesis, we want
to make possible to exploit information previously known about the model. For
this, we study the inclusions of two types of constraints about lines parallelism and
perpendicularity. To include the additional information, we propose to use the same
algorithm, but we propose to use a modified version of the triangulation method. The
details for this complementary approach is explained in the Sec. 3.1.2.
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Require: Q,N , F , r, s.
Ensure: A solution vector w

1: Initialize randomly the population W = {w1,w2, . . . ,wN} in the search space Q.
2: do
3: for each w ∈ W do
4: Select randomly three different individuals from W , wr1, wr2, and wr3.
5: Select a random number irand ∈ [1, n].
6: for i = 1 to n do
7: if U(0, 1) < r or i = irand then
8: vi ← wr3

i + F (wr1
i −wr2

i )
9: if vi /∈ Q then

10: vi ← U(Qi
min, Q

i
max)

11: end if
12: else
13: vi ← wi

14: end if
15: end for
16: if g(v) < g(w) then
17: w ← v
18: end if
19: end for
20: Find the worst solution wworst

21: Find the best solution wbest

22: while (s < g(wworst)g(wbest))

Algorithm 1: DE (rand/1/bin) version.

Table 3.1: DE Box constraints and parameters for the self-calibration problem.
Parameter 2D Case 3D Case

f [100,5000] [100,5000]

θ1 [−180o,180o] [−180o,180o]
θ2 [−90o,90o] [−180o,180o]
θ2 [−90o,90o] [−180o,180o]
θ3 [−180o,180o] [−180o,180o]
t1, t2 [−100,100] [−100,100]
t3 [10,1000] [10,1000]

Population size 50 50
Crossover probability 0.7 0.7
Differential constant 0.9 0.9
Stop criteria s 0.001 0.001
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3.1.2 Self-calibration, pose estimation, and model reconstruc-
tion exploiting prior knowledge about the model

In the camera self-calibration problem, we assume not to count the model in the
scene. If we would know, then we would be addressing with the camera calibration
problem. However, for some cases, we could know partial information of the model
in the scene. For instance, for the case of autonomous cars with a camera on board,
we know that the road is formed by two parallel lines, the corresponding to the limits
of the road. Even more, in the human-made environments, it is prevalent to find
structures where parallel lines intersect. For that kind of cases, we propose to exploit
the information to enhance our general approach. We propose to use the general
approach explained in Sec. 3.1, but using the partial knowledge of angles between
lines to constraint the location of the reconstructed points. Specifically, we propose
to introduce these constraints as new expressions to perform the triangulation step.

As the strategy to include the information in our joined sub-problems approach,
we propose a modified method for the triangulation of model points. We introduce
two new triangulation expressions; one for the case when the model points are on
parallel lines and the other when the points lie on perpendicular lines, both cases on
the plane. The proposed expressions are the result of imposing the location of the
points to reconstruct to the desired lines structure.

Expressions derivation

Considering a model with points {Pi} on a plane and constrained coordinates xc, yc,
i.e., P = [xc, yc, 0, 1]T.

Assuming xc = a, yc = b, a 6= b, and a homography H ∈ R3×3 with elements hij.
We propose to modify the triangulation by DLT to constraint the model for the two
considered cases.

Parallelism between lines: Considering two parallel lines on the model, yc = a
and yc = b, the computation of points model points in each line are:
For model points on the line yc = a, Pia:

Pia =

[
h12a+ h13 − ui(h32a+ h33)

(h31ui − h11)
, a, 1

]T

,

for model points on the parallel line yc = b, Pib:

Pib =

[
h12b+ h13 − ui(h32b+ h33)

(h31ui − h11)
, a, 1

]T

.

Perpendicularity between lines: Considering points on two perpendicular lines,
xc = a and yc = b. The model points on the line xc = a, Pia correspond to:

Pia =

[
a,
h11a+ h13 − (h31a+ h33)u

(h32u− h12)
, 1

]T

,
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the model points on the perpendicular line with yc = b, Pib are:

Pib =

[
h12b+ h13 − ui(h32b+ h33)

(h31ui − h11)
, b, 1

]T

.

Our proposal of model constraints simplifies the triangulation step in such way
that the estimation of the points can be performed from only one view. In the DLT
from three images, we solve an overdetermined linear equations system. The solution
involves the use of a numerical method, the SVD for best numerical stability. With
our approach, we can estimate model points using only one an image and even more,
in a closed-form way.

In our general approach for self-calibration, pose estimation, and model recon-
struction of planar models with arbitrary points distribution of the Sec. 3.1 we find
18 parameters in the decision vector w1. These 18 parameters correspond to the focal
distance and the 17 pose parameters assuming θ1

1 = 0, which fix the orientation of
the reconstruction. For the case of line constraints, the orientation is given by the
assumed values of the lines used for the constraints, thus for the constraints proposed
in this subsection, the decision vector w1 has 19 parameters, i.e., the focal distance
and the 18 parameters associated with the poses of the three images.

In this section, we present our approach for three core sub-problems, the self-
calibration, the pose estimation, and the model reconstruction. In our approach, we
solve the three sub-problems using the matched features in three of the images in the
input sequence. This approach allows us to obtain an initial solution to the three
sub-problems. If the input sequence has more than three images, that means that we
need to process the additional images. As mentioned early, the pose estimation can
be performed if we count with a calibrated camera, and also the model observed in
the image. For the additional images we have image point matched features, some
of these matched features correspond to the model obtained in the joined approach.
Thus with all the results from the joined problem we can: estimate the pose for
each of the remaining images in the sequence in the incremental approach, i.e., one
by one. The new images will contain the featured matched location for new model
points; then we can obtain new model points that contribute to the reconstructed
model. Additionally, each additional image provides information about the already
reconstructed model points. We use this information to refine the solution in such a
manner that we can compute the fines function using more than three images or even
we can re-triangulate model points all the available images. The details for the pose
estimation are described in the Sec. 3.1.3.

3.1.3 3D pose estimation for more views

In this section, we describe our approach for solving the pose estimation sub-problem.
Once we count with an initial reconstruction and the result of the camera self-
calibration, we aim to address the pose for the remaining images of the input se-
quence. A camera pose is defined by six parameters, the six camera extrinsic param-
eters, three rotation angles, and a translation vector. The pose for a single image
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defines the model position and orientation at the moment of the camera shot. Since
we aim to incrementally add new points to the initial reconstruction obtained in the
joined sub-problems approach, then we first require to solve the pose for new im-
ages. In the literature, we find many strategies to solve the problem. A review of
the traditional methods is presented in section 1. In practice, it was seen that the
pose estimation implementations, e.g., those used in augmented reality, suffer from
jumps in the image that interrupt the fluid movements of the virtual objects in the
augmented scene.

In the last decade, it has been found that the pose estimation problem, at least
for the case of planes, has local minima. Nowadays, the visual pose estimation jumps
are associated with the problem multimodality and new works have been emerged
to address the problem. The state of the art methods have found that there exist
one local minimum and one global minimum to the problem; these local minima
are present on the rotation parameters. To address the multimodality most of the
methods find the two solutions, in such a manner that one of both is chosen as correct,
generally the one with the less reprojection error. In appendix A, we investigate the
pose multimodality, and we confirmed the existence of the two local minima.

In this section, we handle the pose estimation problem for only one image, but in
our joined approach, we address the problem using three images; if the multimodal
exits for a single image, then the problem will also exist for three images.

To handle this issue we use the global optimization heuristic. This approach allows
us to handle the multimodality for the pose estimation.

Given the estimation for the calibration matrix K and a set of the reconstructed
model points {Pi}. We propose to add new views to the scene and incrementally add
points to the initial reconstructed model. For this, we estimate the 3D pose of the
additional views using the {pij} points visible on it, and using DE again. For the
problem we fix the reconstructed point cloud {Pi} and K to look for the solution
vector w2 = [θj, tj]T that best minimizes the reprojection error of the model points
visible in the new view, i.e., g2 = 1

l

∑l
i=1 ||pij − p̂ij||2. Here the decision vector

w2 ∈ R6 encodes only the camera extrinsic parameters for the j−th image. The box
constraints and DE parameters for this problem are the same from Tab. 3.1 except
for t1, t2 ∈ [−300, 300]. The reason to use bigger box constraints for the translation
vectors is to allow the model to have greater distances from the camera center. Since
the pose estimation problem is much easier than the self-calibration problem, the
population size is set to 30 and the stop criteria is set to 0.01.

As it occurs in the simultaneous self-calibration, pose estimation and model re-
construction, the optimal value for w2 might be outside the defined search space Q.
We detect this issue when at least one of the translation components of the pose is
very near its corresponding box constraints. When that occurs, it is necessary to set
a new reconstruction scale and restart the DE to obtain a new valid solution. In the
Sec. 3.1.4 we detail the scale adjustment for the joined sub-problem but also for the
pose estimation case.
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Estimation of the camera distortion coefficients

When more than five images have been processed and added to reconstruction, for the
2D case, it is possible to apply bundle adjustment using the complete camera model
in (2.2) to obtain fx, fy, o, u0, v0 and also to compute the camera lens distortion
coefficients.

In the literature, the camera calibration involves the estimation of the camera
intrinsic parameters, the extrinsic ones and in some cases, if the data allows it, the
estimate of the radial distortion coefficients. In the Zhang calibration method, the
distortion coefficients are solved in the refinement step. The solution obtained using a
calibration pattern and the correspondences in three images through a linear method
is refined through non-linear least squares method, BA. In the Zhang’s method the
five camera intrinsic parameters, the camera extrinsic parameters for each of the three
camera poses, and two distortion coefficients are refined. BA requires an initial value
to perform the refinement. We also apply the same approach with the difference that
we use the values of w1 that obtained with our joined approach to obtain a refined
version.

We initialize fx and fy with the value f ∈ w1, we also initialize the skewness
as o = 0.0 and the principal point, [u0, v0] as the center of the image. We initialize
the two distortion coefficients k1 and k2 with zero, and we set as initial values the
seventeen pose parameters [θ1

2, θ
1
3, t

1,θ2, t2,θ
3, t3] ∈ w1.

To evaluate the associated reprojection error, we do not count with a calibration
pattern. Instead, we triangulate the model to compute the reprojection error as we
do in the Sec. 3.1. This is a main difference with the Zhangs method since we are
performing the refinement of the simultaneous, self-calibration, pose estimation and
model reconstruction through the BA.

The correct improvement of all the camera parameters, as well as the distortion
coefficients, depends in some cases in the input data. In practice a good number of
image correspondences are needed, and even more, they must be well distributed in
the three images. For this reason, to perform the refinement, all the feature corre-
spondences in the three images and its reprojection error are used in the refinement
through BA.

3.1.4 Scale adjustment

In this step, we aim to allow the reconstructed model and the poses to estimate to
be inside the DE search space Q and the defined box constraints. In our joined sub-
problems approach, we solve the camera self-calibration, the pose estimation, and
the model reconstruction. Since we solve the camera self-calibration, this means that
we do not use any calibration pattern, then it also means that we do not priorly
know the model to reconstruct, its form nor its size. To perform the search through
the DE we define box constraints that delimit the search space. Depending on the
model size and the scene structure it could happen that the defined box constraints
are not well suited to allow DE to find the optimal solution, i.e., the optimal solution
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can be outside the defined box constraints. We need to handle the issue for two
different parts of our approach, first we need to handle the scale adjustment at the
self-calibration, and then we need to handle it in the estimation of single images pose
estimation.

In our three joined sub-problem approach we set an initial scale through the
parameter ρ. The value of ρ, in each model triangulation, scales the model to a fixed
scale. We propose an initial value ρ = 0.01, but if the self-calibration fails. We
need to adjust the scale to a smaller size, and we require to restart the evolutionary
algorithm. Depending on the value of ρ, the proposed approach implicitly will also
scale the translation vectors associated with the estimation of the three involved
images.

For the pose estimation case, the same issue can happen. To adjust the scale,
we can not just change a scale parameter. In the pose estimation we use the fixed
reconstructed model, then to scale the scene, we need to scale all the reconstructed
model,all reconstructed points components must be scaled, but also all the translation
vectors in the poses for all the already processed images. The resultant model should
be obtained in a smaller scale. This model and translation vectors reduction will allow
the fixed box constraints to handle bigger scenes whithout affecting the reconstructed
scene structure. Once the scene scale is changed, the evolutionary can be restarted
to a new solution. With this approach, a failure, in the estimation of w1 or w2 can
be detected if some of the w1 or w2 components are on the box constraints limits.

3.1.5 Outliers detection

In our approach, the primary source of outliers is the wrong feature matching of
features in images. They can lead to lousy triangulation results, in consequence, they
can affect the self-calibration step and also the 3D pose estimation problem. To deal
with outliers, we propose to delete them from the reconstructed model in a simple
manner. After estimating the 3D pose for a new view and computing the new model
points, we delete those model points that seem to be outliers by assuming a normal
distribution of the reprojection errors ei associated to each point Pi. We compute
the mean e and standard deviation σe of the reprojection error for the points {Pi},
and we delete from the model those points that satisfy: Pi|ei > e+ 2.5σe.

3.1.6 Evaluating the reconstruction quality to reduce refine-
ments

As mentioned early, the reconstruction refinement through BA is one method to
ensure the best possible results. In the literature, we find that some approaches
propose to perform a refinement each time a sub-problem in the 3D reconstruction
is solved. The use of BA is of such an order that in some works the refinement is
performed for each model triangulated. The use of BA is expensive; thus it can be
beneficial to reduce its application. In this section, we propose a method to determine
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when refinement is convenient. In the incremental 3D reconstruction approach, the
reconstruction error increases with each processed image as the result of the errors
accumulation. Then, we propose to monitor the solution quality in such a manner
that when the quality is degraded under a fixed threshold, we perform a refinement.

As an indicator, we evaluate the uncertainty of the reconstructed models and
the estimated poses. We indeed do not have with this information, but we can use
the reprojection error statistics to propagate the error to the 3D elements of the
reconstruction as proposed in [64].

Considering the reprojection of a point Pi as the function: Fij(w2,Pi) = [ûij, v̂ij]
T =

[g3(w2,Pi), g4(w2,Pi)]
T . We use the Jacobian matrix of Fij: Jij =

∂Fij
∂Pj
∈ R2n×3,

where n is the number of processed images in which Pi is visible, to propagate the
uncertainty of the reprojection error to the model. For this we perform the following
procedure:

1. Compute the covariance of the reprojection errors for each point Pi as: σ2
0 =

eT · e, where e = [u1 − û1, v1 − v̂1, u2 − û2, v2 − v̂2, . . . , un − ûn, vn − v̂n]T.

2. Compute covariance matrix Cov = (JT · J)−1.

3. Compute uncertainty of each Pi as: σ2
Pj

= Covjjσ
2
0/(2n− 3).

With the uncertainty for n points in the reconstructed model we propose the total
reconstruction uncertainty as: ∑m

i=1(σxi + σyi + σzi)

3n
. (3.2)

As a particular case, for 2D scene models, the denominator in expression (3.2) becomes
2n, and we omit σzi in the numerator. This change is because in planar models we
fix the value of the z coordinate to zero; thus it has no uncertainty.

Reconstruction points and camera positions are given at an unknown scale with
respect to the real world. This scale also affects the uncertainty in the system. For
this reason, the uncertainties in the system must always be computed to a fixed scale
factor. This scale factor can be set arbitrary or calculated if we have a distance
reference for the real world.

3.2 Experimental validation

To validate our approach, we perform six experiments in distinct scenarios. The first
four experiments are related to bidimensional models which include experiments with
synthetic and real data, and also the use of constraints on the model to solve the self-
calibration problem. These experiments are described in section 3.2.1. The last two
experiments are related to 3D models. The fifth experiment is the reconstruction of a
scene from a sequence of five images of a model composed with cuboids, and as sixth,
we apply our approach to the Oxford dinosaur dataset with 36 images and more than
4600 point correspondences. These two experiments are described in section 3.2.3.
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3.2.1 Experiments with bidimensional datasets

The aim of this first experiment is to find the minimum number of point correspon-
dences to successfully solve the camera self-calibration, pose estimation, and recon-
struction from input sequences of 2D models with our approach. To estimate this
number. We generate a planar model with 40 uniformly distributed random points on
a plane with size 60× 90 mm, and we generated three views with distinct viewpoints
considering a general motion (with both, rotation and translation transformations).
The selected 3D poses is a configuration that allows that most of the model points
are visible in the three views (See Fig.3.2). To obtain the views, we set an image size
of 640×480 pixels, f = 1300, zero skewness and the principal point at the center of
the image. Details for the poses of the generated views are shown in Tab. 3.2. An
illustration of the generated model and views are shown in Fig. 3.2.

Table 3.2: Details for the synthetic generated views.
1st image 2nd image 3th image

θ1 0.0◦ −135.93◦ 142.67◦

θ2 82.5◦ 84.79◦ 83.652◦

θ3 89.95◦ 89.95◦ 89.95◦

t1 -53.00 mm -52.36 mm -29.20 mm
t2 2.82 mm -2.07 mm 5.08 mm
t3 -138.78 mm -146.36 mm -194.91 mm
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Figure 3.2: Model and three different views used to determine the minimal number
of point for self-calibration with 2D models.

We performed the self-calibration using the correspondences visible in the three
images, and we varied the number of correspondences used to solve the problem from 3
to 10, for each execution we selected the points correspondences to be used randomly,
and we used the DE settings in Tab. 3.1. For each configuration, we performed 100
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executions and we counted the successful executions. We consider an execution as
successful if it allows getting the ground truth focal distance with a relative error
of less than 1%. Results for the percentage of success and the median of the cost
function evaluations for the 100 executions are shown in Fig. 3.3.
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Figure 3.3: Results for camera self-calibration with planar models. Percentage of
success and the median of cost function evaluations for distinct number of point
correspondences.

3.2.2 3D pose estimation with planar models

This experiment aims to test our approach with the 3D pose estimation problem. We
aim to determine the minimum number of points required to solve the problem and
also to estimate the related cost.

We use the same dataset of the self-calibration experiment in Sec. 3.2.1, with the
difference that in this pose experiment we use the ground truth planar model, the
image points in the three images, and the original intrinsic camera parameters used
to generate the images.

We apply the proposed approach for 3D pose estimation in Sec. 3.1.3 fixing the
planar model and the intrinsic camera parameters leaving the 3D pose as unknown.
We use a population size of 30, a stop criteria s = 0.01 and the box constraints spec-
ified in the Tab. 3.1, in page 33. For each image, we vary the number of points used
to estimate the pose from 3 to 10, and for each number we perform 100 independent
executions, choosing the points for each execution randomly.

In Fig. 3.4 we show the percentage of success and the median of the cost function
evaluations obtained for this experiment. We consider an execution as successful if
the obtained solution has a relative error of less than 3% for the six pose parameters.
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Figure 3.4: Results for 3D pose estimation with planar models. Percentage of succes
and the median of cost function evaluations for distinct number of points used for the
estimation.

Self-calibration in critical motion configurations

In this experiment, we tested our self-calibration approach in terms of the critical
motion sequences. We use the same planar model and the same conditions, but we
fixed the number of correspondences to eight, and we varied the poses of the three
views. We generate images with pure translation, with pure rotation and use the
views with general motion. For each configuration, we performed 100 executions and
again we considered as successful cases those with 1% of relative error of the ground
truth focal distance. Results for this experiment are shown in Tab. 3.3.

Table 3.3: Percentage of success of our proposed method with three different motion
types.

Motion type Percentage of success
Pure translation 2%

Pure rotation 17%
General motion 85%

Self-calibration with triangulation constraints

In this experiment, we validate our proposal for model constraints in the self-calibration
problem. We consider three kinds of constraints: model points on the plane (plane
constraint), model points on the plane and parallel lines (parallelism constraint) and
model points on the plane and perpendicular lines (perpendicularity constraint).

To test our approach in real conditions, we use the Zhang’s dataset [34], which
consists of five views of a chessboard. The dataset contains the original model with
256 points and the correspondences of each model point in the five images, but for
our experiments, we only use the correspondences data.
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We used eight correspondences in three images to perform the self-calibration. For
the planar constraint, we selected randomly eight correspondences on the plane and
for the lines constraints we selected the eight feature correspondences lying on lines
that satisfy the angle constraints.

For the parallelism and perpendicularity constraints, we used the proposed trian-
gulation expressions in Sec. 3.1.2 to define two lines with values y = 1 and y = −1,
for the case of parallelism, and x = 0 and y = 0 for the case of perpendicularity.

We obtain the reconstruction from the five images using our complete approach.
We first perform the self-calibration using three randomly selected images and the
specified model constraint, then we estimate the 3D pose for the two remaining views
using four points of the reconstructed model, and finally, we perform BA to obtain a
refined version of the reconstructed scene.

For each constraint, we perform 100 independent executions. In Tab. 3.4 we show
the median of the relative error of the focal distance obtained in the self-calibration
step and the median of cost function evaluations. In Tab. 3.5 we show the final results
of applying BA to estimate the refined version of the intrinsic parameters and the
RMS of the reconstructed model. The final result is the same for the three considered
constraints in all cases and executions.

Table 3.4: Results for the proposed triangulation constraints. Median of 100 inde-
pendent executions.

Constraint f relative g1

error evaluations
Plane 7.09 153 975

Parallelism 4.16 183 200
Perpendicularity 12.25 198 125

Table 3.5: Results for the Zhang’s dataset.
Parameter Ground-truth Proposed

method
fx 832.50 833.50
fy 832.52 833.38
o 0.204494 0.314250

u0 (pixels) 303.95 312.16
v0 (pixels) 206.58 198.48

k1 -0.22 -0.23
k2 0.19 0.17

Reprojection
RMS (pixels) 0.335 0.126

Reconstruction
RMS (cms) – 0.053
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3.2.3 Reconstruction of 3D environments

In order to validate the proposed approach for the reconstruction of three-dimensional
models, we perform two experiments with real data. We built a 3D model using
cuboids to test our self-calibration with 3D models, and we also reconstruct the
complete cuboids model from five images. Additionally, we reconstruct the Oxford
dinosaur from its 36 views. Details of these experiments are described in Sec. 3.2.3
and Sec. 3.2.3 respectively.

Self-calibration with 3D models and reconstruction

For this experiment, we built a toy using cuboids, and we generate 5 views with a
previously calibrated camera using the Zhang’s calibration method. With the aim
of estimating the minimal conditions to perform self-calibration with 3D models,
we manually extract the correspondences in the five images, and we perform the self-
calibration step varying the number of points used for the self-calibration from 3 to 10.
We select arbitrary three images from the dataset and for each configuration, we per-
form 100 instances of the experiment selecting randomly the points correspondences
used. The result of this experiment is shown in Fig. 3.5. We show the percentage of
success considering a relative error of 5%, the median of the cost function evaluations
required for a distinct number of point correspondences.
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Figure 3.5: Results for camera self-calibration with 3D models.

The final result of the complete reconstruction, considering an uncertainty thresh-
old of 1 mm are shown in Tab. 3.6. The used views and a reproduction computed
from the solution are shown in figure 3.6. The superior, frontal and the lateral views
from the reconstructed model are shown in figure 3.7.

Oxford dinosaur reconstruction

We use the 36 images from the Oxford’s dinosaur available at [65]. We used 15
points for the camera self-calibration step. In order to set the scale, we assumed
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Table 3.6: Camera parameters and reprojection RMS for the reconstructed cuboids
model.

Parameter Value Ground truth
fx 974.39 982.28
fy 974.39 976.5
o 0.0 7.05
u0 400 290.20
v0 300 209.44

Reprojection RMS 1.66
Uncertainty 0.22 mm

Reconstruction points 45

that real object height is 25 cm We used 0.5 mm as the uncertainty threshold. After
applying the complete procedure, we obtain 4633 3D reconstruction points. The
camera parameters, the reprojection RMS and reconstruction uncertainty are shown
in Tab. 3.7. Fig. 3.8 shows one of the dinosaur’s dataset image and a new view
generated from the 3D reconstruction.

Table 3.7: Camera parameters results for Oxford dinosaur dataset.
Parameter Value

f 2,788.92
o 0.0
u0 360
v0 288

Reprojection error RMS 0.22
Uncertainty 0.43 mm

3.3 Discussion of results

Our approach has four main advantages: 1) Features in images can be in any geomet-
ric configuration, 2) we integrate three of the main subproblems involved in the 3D
reconstruction problem (self-calibration, 3D pose estimation, and model reconstruc-
tion), 3) we simplify the self-calibration step in such way that we avoid the use of
traditional concepts as the fundamental matrix at the same time we simultaneously
use the information of three images directly to solve the problem, 4) We directly find
the solution through a non-linear optimization method which is solved by DE and
this solution can be used to start BA.

We can solve the self-calibration, 3D pose estimation, and 3D reconstruction from
three views, this is because if we consider the selected points on the views as the
projection of the points in the model, and if we take the Fourier transform of this
projection, then in the Fourier space, each projection will be an slide of the frequency
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Figure 3.6: Results for the cuboids model reconstruction.

specter with the same orientation of the view. Using at least three projections with
distinct orientations, then it is possible to fix the orientation of the three respectively
slides in the Fourier space [66]. This is based is the so called Fourier Slice Theorem,
which is much like Computed Tomography [67, 66].
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View Image

Superior

Frontal

Lateral

Figure 3.7: Lateral views for the reconstructed cuboids model.

We use the DLT algorithm for the triangulation. This method is suitable and
valid for Euclidean (or metric) reconstructions, in the case of projective or affine
reconstructions its accuracy is not so good [55]. Although our method seeks for
Euclidean reconstructions, the evolutionary process of the DE starts by obtaining
projective reconstructions that are later being evolved until converging to the Eu-
clidean version. Taking this process in consideration, the selection of DLT algorithm
does not affect the final result. At the beginning of the DE, the DLT triangulation
allows us to obtain triangulation approximations that are enough to guide the evo-
lutionary process to the Euclidean reconstruction, as long as the solutions are closer
to the final result, the DLT triangulation is more accurate, and we can expect good
results. Since we only use the final result, the use of DLT is valid for the proposal,
and additionally it eases the use of the information of multiple images (more than
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Dataset view 3D points of
the reconstruction

Figure 3.8: Left, instance of the images in the Oxford dinosaur dataset. Right, 3D
points of the reconstructed model.

two), which helps our method to deal with noise.

From the experiments in Sec. 3.2 and Sec. 3.2.2 we observe that our approach
is suitable to solve the self-calibration, pose estimation and reconstruction problems
in synthetic and real datasets. In the results of Fig. 3.3 we observe that for self-
calibration with planar models our approach can obtain a 72% of success with a
relative error less than the 1% using only six correspondences in three images and
also we observe that the number of required cost function evaluations reduces with
the increase of used points. In the case of self-calibration, pose estimation and recon-
struction of 3D models we observe similar results. In Fig. 3.5 we observe that we also
require six points to perform self-calibration and we also observe that the number of
cost function evaluation decreases as long as the number of used points is augmented.

We solve the 3D pose estimation problem using DE by minimizing the reprojection
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error of the obtained partial reconstruction. We solve the problem directly as a non-
linear problem with DE. This strategy allows us to obtain the solution that best
minimizes the reprojection error when the data contains outliers, or even when it
seems to exist multiple solutions to the problem.

For the 3D pose estimation problem, in 3.4 we observe that our approach requires
four points correspondences to solve the problem with a percentage of success higher
to the 77% and we also observe a reduction of the cost function evaluations is the
number of image points used is increased. In Fig. 3.4 we observe that with three
points we obtain with our approach a 46% of success. This partially high percentage
is due to the 3D pose estimation problem has many solutions when three points are
used, and in some of the performed experiments, the pose is found as it is expected
[22].

From the results in Sec. 3.2.2 we observe that our approach requires a general
motion to have a good performance but the pure translation motion results more
challenging than the pure rotation motion for our approach.

In the experiment in Sec. 3.2.2 we tested our approach with a real dataset and the
proposed constraints for planar models. From the results in Tab. 3.4 we observe that
the use of the proposed line constraints helps to reduce the relative error obtained
in the self-calibration but increase the number of cost function evaluations required
for self-calibration. These results are positive since it means that the inclusion of
partial knowledge helps our approach to obtain better results and also shows that
the improvement in the quality of the results come with an associated increment in
the number of evaluations. This increment in the number of evaluations could be
caused by the search of the additional angle in the decision vector, the search of an
additional angle increases the size of the search space and this is reflected in the cost
function evaluations required.

Our approach is suitable for the reconstruction of 3D models. In Fig. 3.6 we
observe that our results are good for visualization purposes and also in Fig. 3.7 we
observe that the angles in the reconstructed model are preserved. An important
aspect to mention is that in our experiments with cuboids models we were not able
to estimate the five parameters of the camera. This is because the input images do
not have enough point correspondences distributed on all the images.

From the results of the reconstruction of the Oxford dinosaur experiment in Sec.
3.2.3 we observe that our approach can work in challenging conditions like camera
variations and presence of outliers.

3.4 Complexity of the proposed algorithm

The algorithms used in Computer Vision in the last 30 years have been developed
with the idea of obtaining first a solution by linear methods for later refine the initial
solution with a non-linear algorithm [22].

The cost associated with a linear solution is the same associated with the inversion
of a matrix. In practice, we do not perform matrix inversions, because the associated
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numerical instabilities; instead we use the QR decomposition (or the Singular Value
Decomposition) since to do it that way is more stable numerically. Also, some of
the linear problems can be solved through the eigendecomposition of the matrix. All
those problems have an O(mn2) complexity, where m is generally the number of point
matches (or the number of equations), and n is the number of unknowns.

The non-linear algorithm finds the minimal global solution to a problem in which
the target is to minimize the sum of squared errors. Typically, the most used non-
linear algorithm is the Levenberg-Marquardt (LM). This algorithm can solve non-
linear least squares problems, and it does make use of the second derivative of the
target function.

In the literature, we find that the complexity of the non-linear algorithms is not
mentioned. This fact is because, theoretically, the problem handled by the iterative
solution of various non-linear problems. Instead, it is generally considered the number
of iterations used by the algorithm to reach the desired precision of the answer.

The Newton method is the best non-linear method to minimize a cost function
since will require the least number of iterations, but it needs to evaluate the first and
the second derivative of the cost function. The Newton method is known to have a
quadratic convergence, i.e., that the error in an iteration will be equal to the square
of the error in the previous iteration.

The Newton method is not used for solving least square problems, instead it is
used the Gauss-Newton (GN) method. This fact is because we can put aside the
second derivative. The LM method interpolates between the GN and the gradient
descent methods. LM presents linear convergence, but it is the best algorithm to
solve the non-linear least squares problems.

In this work, we solve a non-linear problem through the Differential Evolution
(ED) heuristic. The heuristics are methods that seek an approximated solution, but
they can not ensure to find the global optimum.

The proposal of using ED aims to solve a non-linear problem directly. In other
words, with that approach, we don’t need to look first for a linear solution for later
refine it with the non-linear method for least squares.

The convergence ratio for the heuristics is also linear, but they are definitely
slower than the GN, in such a manner that the number of cost function evaluations
can be of thousands, but they do not require to evaluate the derivative of the cost
function, what is an advantage. In fact, the heuristics are recommended when we do
not know the derivative of the cost function. In our proposal, we use the ED to find an
approximate solution for later refine it through LM. In the performed experiments it
is recommended to execute the ED at least five times, in at least one those executions
we can find an enough good solution to start the Bundle Adjustment with LM.
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3.5 The Newton method and its quadratic conver-

gence

If f(x) is a non-linear function, we can linearize it by using its expansion with the
Taylor series:

f(x) =
∞∑
i=0

(x− a)i

i!
f (i)(a). (3.3)

The expansion in Eq. (3.3) is performed in the neighborhood of a point a.

We require the function f ; thus, we require to compute the first derivative f ′ and
equal it to zero. If we expand the first derivative f ′ using the Eq. (3.3) to its two first
terms (the concerning to a linear approximation), we have:

f ′(x) ≈ f ′(a) + f ′′(a)(x− a). (3.4)

Making f ′(x) equal to zero we obtain:

an+1 = an −
f ′(an)

f ′′(an)
. (3.5)

The expression in Eq. (3.5) is an iterative expression that requires an initial point a0

to start. This initial point a0 is an initial solution to the problem f ; but we have the
contradiction that a0 must be very near to the global optimum that we do not know
priorly and we are looking for.

The expression in Eq. (3.5) is the Newton method, it requires the existence of the
first f ′ and the second derivative f ′′, but even more, it requires that f ′ and f ′′ are
sufficiently smooth at the neighborhood of a0.

To demonstrate the quadratic convergence of the Newton method, we know that
the minimum of the first derivative is at f ′(x) = 0. Suppose that the root of f ′(x) is
β, then using the Eq. (3.4) we have:

f ′(β) = f ′(an) + f ′′(an)(β − an)(β − an) +R1,

where

R1 =
1

2!
f ′′′(an)(β − an)2.

Since β is a root of f ′(β), then:

0 = f ′(β) = f ′(an) + f ′′(an)(β − an) +
1

2
f ′′′(an)(β − an)2,

f ′(an) + f ′′(an)(β − an) = −1

2
f ′′′(an)(β − an)2.
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By dividing the last expresion by f ′′(an):

f ′(an)

f ′′(an)
+ (β − an) =

−f ′′′(an)

2f ′′(an)
(β − an)2,

−(an+1 − an) + β − an =
−f ′′′(xn)

2f ′′(an)
(β − an)2,

β − an+1 =
−f ′′′(an)

2f ′′(an)
(β − an)2,

εn+1 =
|f ′′′(an)|
2|f ′′(an)|

ε2n.

The last expression shows that convergence for the Newton method is quadratic,
we observe that the error in the n−th iteration is the square of the error in the
iteration n+ 1, iff the following conditions are satisfied:

1. f ′′(an) 6= 0, for all an ∈ I, I ∈ [β − r, β + r] for some r ≥ |β − a0|

2. f ′′′ is continuous for each β ∈ I.

3. a0 is sufficiently close to β.

3.6 The developed method

In the following table, we summarize the existing methods for performing a recon-
struction.

Table 3.8: Possible methods for estimating a reconstruction.
Equation Known information The solved problem

λp = K[R|t]P p y P K, it is a calibration method
λpij = K[Ri|ti]P , p1, p2, K = I P , Ri, ti,

for i = {1, 2} projective reconstruction (deformated)
λp1j = K[R1|t1]P p1j, P K, R1, t1, self-calibration
λpij = K[Ri|ti]P p1, p2 and p3 K, Ri, ti, P

it is a non-linear problem

For the Tab. 3.8, p is a set of points on an image, P are points in 3D, R is a
rotation matrix, t is a translation vector (Ri and ti define the pose for the i−th
image).

There exist many variants to the showed scheme [68], in the Tab. 3.8. The dif-
ference between a calibration method and one that performs self-calibration is that
P is an exact model which represents an additional step for the calibration problem.
In contrast, for the self-calibration, we require additional information about P , for
instance, that the points are on the plane or arranged in a grid [68].
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Alternatively, we can suppose the model in the scene to be a cuboid [69]; or if
we count with a picture of a plane viewed from the top, which would result in a
very rough model (because we have the model at the resolution and size of the pixels
in the image). In the two mentioned examples we can not recover the scale of the
reconstruction, which is a characteristic of the self-calibration methods.

The proposed method used the rigidity of the scene implicitly as a constraint, i.e.,
the object(s) within the scene remains unchanged in the three pictures (images) that
the method requires.

3.7 Study remarks

In this chapter, we presented a direct method to solve the camera self-calibration prob-
lem the 3D pose estimation and the 3D reconstruction simultaneously. We showed
that the minimal conditions are at least six points to apply our approach for 2D
models. We confirmed that our approach of constraining the model through the
modification of the triangulation step can improve the results of the self-calibration
step. We showed the applicability of our approach with synthetic data and also with
real datasets for both, 2D and 3D models. Moreover, we showed that the final results
of our complete proposal can obtain very similar results to those obtained with a cal-
ibration method like the Zhang’s [34], which is known in the literature a very stable
and accurate method for camera calibration, even though when we solve the problem
without any calibration pattern.

In the next chapter, we research the joined solution of two other 3D reconstruction
sub-problems, the feature extraction, and the feature matching. For that purpose, we
exploit a combinatorial invariant from the Computational Geometry field that allows
us to share information between non-contiguous sub-problems.
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Chapter 4

Simultaneous Feature extraction
and Feature Matching

In this chapter, we research about the joined solution of two sub-problems to start the
3D reconstruction pipeline, the feature extraction and the feature matching. In the
3D reconstruction pipeline, the feature extraction is the first sub-problem to solve;
the aim in this sub-problem is to identify the salient image features, commonly the
salient points, that could be observed through different images in the input image
sequence. The extracted features are the input for the next sub-problem, the feature
matching sub-problem. The features matching aims to identify the features in mul-
tiple images that correspond to a same 3D element of the scene, of course in the 3D
reconstruction problem the model in the scene is unknown, but this can be undestood
as the identification of the same feature observed from multiple viewpoints.

The extraction of salient points and their matching are intimately related sub-
problems. In the traditional approaches, many features are detected in each of the
images of the input sequence. The detection of features for every single image is
performed without considering the same process for other images. In practice, it
is common that many features are detected per image; insufficient points reduce
the probability of finding a correct match but also many point features increase the
probability for mismatched features or ambiguities, a feature detected in one image
could be matched to more than one feature in another image.

We require a mechanism to encode the structure of a set of points. We are solving
the 3D reconstruction; thus we are addressing the problem using multiple images.
We expect that some features images in one image match the features in another
image. Then, the aim is to find a concept of structure that maintains unchanged
even when the feature points are affected by all the transformations involved in the
image generation process. With those requirements, we research the use of Order
Type (OT) as the mechanism to encode the structure of a set of points. Once the
features (points) are extracted, their matching is performed using OT.

The OT is a combinatorial invariant from the Computational Geometry field, it
encodes the structure a set of point C in terms of the triplets of points orientation.
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The OT can be represented by the so-called λ−matrix that encodes the orientations
for all the triplets in C. For each set of points C there is an OT that defines it, and
it has an asociated λ−matrix. For this thesis, we see this λ−matrix as a descriptor
for the set of points C.

In our original problem, we aim to reconstruct the 3D structure of a scene from
images. For this specific chapter we aim to solve the feature extraction and the
matching from a specific case: a new kind of fiducial markers. Then, as the first part
of this study we analyze if the OT can be retrieved from images of those new fiducial
markers, taken by a digital camera. When generating an image, a set of points on a
scene is tranformed by rigid object transformations as rotations and translations but
also by a perspective transformation, all introduced by the pinhole model in Eq. (2.1)
in the page 10. Also, the obtained points are converted to pixels before obtaining an
image. Then for this study we need to analyze how these transformations affect a set
of points on the plane and its OT before using it for our purposes.

An OT exists for every set of points but the number of different OTs is finite, this
means that every set of points belong to a certain class of OT. In the last decade the
OT has been widely studied, and now a days we know the number of different classes
for OT, even more, we count, from other researchers studies [1], with an instance for
each OT for the set of points on the plane with carcardinality |C| ≤ 11.

We analyze the effects of the image generation process for all OT instances of set
of points with cardinality lesser or equal to eight points. Specifically we study the
conditions in which we can retrieve the OT for the set of points on the plane. From
this results we found that the OT behaves well when computed from images, then we
propose it as a descriptor of points on the scene plane but also image plane.

The λ−matrix in its computation allows obtaining an invariant labeling of the
points in C. We propose to exploit this fact for our purposes. We aim to use the
invariant labeling for solving the features matching. In our study we found that
although every set of points has an associated λ−matrix, not all the OTs allows to
solve the point matching uniquely.

We called the new fiducial markers as Order Type Tags (OTTs). These tags aim
to create an application to study them, and to validate the core proposals in more
realistic scenarios, in which the features extraction and the features matching are
solved in an automatic approach using both simulated ray-traced images as also real
images. In this sense, we studied the proposed features for performing automatic tags
identification, features matching, pose estimation, and within an augmented reality
application.

This chapter is structured as follows: in the Sec. 4.1 we briefly explain the OT
concept that works as the base for the proposed features this chapter, in the Sec.
4.2 present the idea of OTT and detail its computation. In the Sec. 4.3 we describe
how the features matching is solved simultaneously by the OT. In the Sec. 4.5 we
studied the OTT under the effects of the image generation process, we study all the
processes and transformations that can affect the calculation of the λ−matrix. In
the Sec. 4.6 we analyse the effects of noise and other perturbations that can affect
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the λ−matrix, we studied it in an analytic approach and we proposed a method to
quantify the sensibility through the Maximal Perturbation concept. In the Sec. 4.7
we present how the λ-matrix relates the pose estimation sub-problem. In the Sec.
4.8 we present all the experimental validation. We analyze the stability of the OT to
the image generation process, the feature matching throgh it, the noise sensibility; we
performed the experiments using synthetical ray-traced images and also real images
taken with a physical camera sensor. In the Sec. 4.9 we present the discussion of the
results for this chapter and finally in the Sec. 4.10 we draw the remarks of the whole
study.

4.1 Order Type

The OT describes a set of points in terms of its triplets orientations. The orientation
of a triplet is correlated with the signed area as follows. Let C = {p1,p2, . . . ,pn}
be a set of n points in the two-dimensional Euclidean plane. For each point pi, its
coordinates are [xi, yi]

T. We say that the orientation of a triple (p1,p2,p3) ∈ C is
positive (denoted by A(p1,p2,p3) > 0) if the expression (4.1) is greater than zero, is
negative (denoted by A(p1,p2,p3) < 0) if the expression (4.1) is negative, and is null
(denoted by A(p1,p2,p3) = 0) if the expression (1) is equal to zero.

A(p1,p2,p3) = det

∣∣∣∣∣∣
x1 x2 x3

y1 y2 x3

1 1 1

∣∣∣∣∣∣ =

∣∣∣∣x2 − x1 x3 − x1

y2 − y1 y3 − y1

∣∣∣∣ , (4.1)

where det| · | corresponds to the determinant of the matrix. A(·) represents the double
of the area of the triangle formed by the three given points.

-
+

Figure 4.1: Orientation examples for two triplets. {p1,p2,p4} have a positive ori-
entation since the area formed is positive. {p1,p3,p4} have a negative orientation.

The OT of a point set C = {p1, . . . ,pn} is a function that asigns to each ordered
triple i, j, k in {1, . . . , n} the orientation (either clockwise or counter-clockwise) of
the point triple pi, pj, pk [1].

It is said that two sets of points C1 and C2 are combinatorially equivalent if they
have the same OT. The OT is stored using an Order Type Representation (OTR).
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The OTRs can be seen as data structures that quantify the triplets orientations.
Many of them have been proposed [70] but one of the most compact is the λ-matrix.

The λ-matrix is an OTR originally proposed by Goodman and Pollack [71]. It is
defined as a n × n matrix, for n points, in which for each entry λ(i, j) determines
the number of positive triples {pi,pj,pk}, for k = {1, 2, . . . , n}, k 6= i, k 6= j, i 6= j.
In another point of view, λ(i, j) is the number of points within the set which are at
the left of the oriented line that pass through points pi and pj. In the Fig. 4.2 we
illustrate this concept; we show five points on a plane p1,p2,p3,p4,p5, a directed line
is defined through the points p1 to the point p2, two points lay at the left side of the
line, an only one at the right side. We are considering the points at the left, then the
λ−matrix at its entry λ(1, 2) contains the number two indicating that there are two
points at the left of the directed line.

p1

p2

p4

p5

p3

λ(1, 2) = 2

Figure 4.2: A λ-matrix entry. Considering a directed line that passes from p1 to p2,
the λ-matrix entry value is the number of points that are in left side the line. This
is, the number points p of a point set which satisfy the condition A(pi,pj,p) > 0 (A
computes the signed area of the triangle pi,pj,p).

An important aspect to mention is that the λ-matrix depends on points labeling.
Two different labellings of the same point set will correspond to two different λ-
matrices. Although λ-matrix is sensible to point set labeling, the OT is not [71].

For this thesis, we require to obtain the same λ−matrix even when we do not
count with labeled points. A naive form to handle this would be to try with each
of the possible labellings, computing the associated λ−matrices and selecting the
minimal matrix in the lexicographical order. This approach would not be viable
since there exist n! possible labellings. Instead, to avoid computing and ordering all
those λ−matrices, we use the canonical ordering proposed in [71]. The canonical
ordering is method to obtain a reduced number of labellings (order of points), in
such a way that we can compute a minimal λ−matrix from that reduced number
of labbellings possibilities. With the use of the canonical ordering we can compute
a λ−matrix per each point on the convex hull set; thus, in the worst case, we will
get n λ−matrices when all points in C compose the convex hull. Once the minimal
lexicographical λ−matrix using the canonical ordering is obtained we will count with
the set of points, the λ−matrix that describes the structure of it, and at the same
time an invariant labeling.

Then, in the Sec. 4.2, we detail the method for computing the minimal λ−matrix
for a set of points and the invariant labeling. In the Sec. 4.3 it is described how these
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elements are used to solve the point matching simultaneously.

4.2 Feature extraction

The feature extraction is one of the crucial aspects to solve in most of the pattern
recognition problems and digital signals processing. They are also the case for the
3D reconstruction. We focus on the salient points on the images. In general terms,
the features we will work with, are a set of points and the relationship between them,
i.e., the structure that the points form.

The feature extraction is one of the crucial aspects to solve in most of the pat-
tern recognition problems and digital signals processing. The reconstruction process
described in this chapter is applied over the specific case of the new OTTs.

As it had been mentioned, we are working with points, then it is necessary to
identify points on images of an OTT. To draw points over a imagen a geometrical
object in the plane must be used to identify those points. Circles could be used but
these have the problem that the centroid of an ellipse is not equal than its center
[72, 73, 74] and a projected circle is an ellipse. Therefore triangles were choise as
the geometrical object to identify, being the position of their vertices the points to
identify on the images. The structure of OTTs and the image processing steps to
identify the triangles vertices will be explained in Sec. 4.4, within the context of the
new OTTs.

4.3 Feature matching

Each set of points has an associated λ−matrix. We have the hypothesis that this
λ−matrix maintains unchanged even when all the transformations involved in the
image generation process are applied. Then, the idea for the feature matching is
to obtain the coordinates for a set of points C from an image with its associated
descriptor, i.e., {C, λ(C)}, where λ(C) is the λ−matrix for C. Then, given a set of
points on another plane we can obtain the same features. We propose that the same
features will be obtained for the same set of points if C is observed in two or more
different images from different viewpoints, but also if it is computed directly from the
model; these two cases are illustrated in the Fig. 4.3.

From the OT viewpoint, if two point sets C1 and C2 have the same λ-matrix and
thus the same OT, C1 and C2 will be combinatorially equivalent.

In this chapter we say that two sets of points C1 and C2 correspond, i.e., they
are the same set of points observed from different viewpoints, if their descriptors
(λ−matrices) are equal.

The λ−matrix depends on the labeling, and there exist n! possible labellings. To
handle this, in [71] Goodman and Pollack propose to consider the minimal λ-matrix
in the lexicographical order from those obtained with the canonical ordering. The
canonical order is a method to label the points in a set of points on the plane; it
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π(C)

IDmodel ← λ(C)

IDimage ← λ(π(C))

IDimage = IDmodel

C

Image 1 Image 2

IDImage 2 ← λ(C2)

IDImage 1 = IDImage 2

IDImage 1 ← λ(C1)

Figure 4.3: Left: The same features computed from the model and and image. Right:
the same features computed from two images with different viewpoints.

generates a reduced number of labellings, specifically, it proposes one labelling per
each element on the convex hull. For a given set of points C, the canonical order
first computes the convex hull of the input conv(C), then each element on the convex
hull is used as the reference (central point) for performing the circular ordering of
the points in C. The circular ordering fix a point as the reference for the rest of
the points, then the rest of the points are labeled in a counterclockwise order. The
canonical order pseudocode is shown in Algorithm 2 and illustrated in Fig. 4.4.

Require: A point set C
Ensure: All canonical orderings of C

1: Compute convex hull conv(C) of C.
2: Chose a point on conv(C) and label it as the firsts element p1.
3: Sort C circularly counter clockwise from the starting point p1. The remaining

points will be labeled according to the circular order. If three point are collinear
(their signed area is zero), the next point in the order will be the one with lesser
Euclidean distance.

4: Go to step 2 choosing the next point in the convex hull as p1 to get other canonical
ordering.

Algorithm 2: All canonical orderings computation

Since we can choose m = |conv(C)| different initial points as p1, there will also
be m labellings. One of the most famous algorithms for computing the convex hull is
Graham’s algorithm [75]. The algorithm requires first to order the points in the set
for later identifying those that belong to the convex hull set. For the ordering step,
Graham’s algorithm performs a circular ordering. For this thesis, we take advantage
of Graham’s points sorting for computing the canonical orderings.

We can determine if two sets of points, A and B, have the same OT by computing
their minimal lexicographical λ−matrices. If λ(·) represents the function that com-
putes the minimal lexicographical λ−matrix, then, if λ(A) = λ(B) we can say that A
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Figure 4.4: The four canonical orderings for C = {p1,p2, . . . ,p6}.

and B have the same structure, and we can consider them as the same set observed
from different viewpoints.

Algorithm 3 computes the minimal lexigraphical λ−matrix. This algorithm com-
putes only once the λ−matrix through the Algorithm 4, the other asociated matrices
are premutations of the first one. Also is not necessary to calculate all the elements of
the λ−matrix because λji = n− 2− λij, therefore λ−matrix could have a triangular
form.

In this section, we mention that we have the hypothesis that the proposed features,
the points, the λ−matrix, and the associated labeling, maintain invariant to the
transformations involved in the image generation. We believe this since if we have
in a scene or a model points in one of the sides of a defined line, in the projection
points an lines to an image with perspective, the points do not cross the lines either.
Of course, this hypothesis must be validated, and for that reason, we study the case
of a new type that fiducial markers with real image generation conditions (as limited
resolution camera sensors, acquisition errors, and noise). We present an analysis of
these aspects in Sec. 4.8.

4.4 A new kind of fiducial markers based in Order

Type

Based on the proposal of using the OT as the features for the vision tasks, we propose
a new kind of visual fiducial tags. The visual tags are elements that can be artificially
included in a scene to ease computer vision tasks as automatic objects identification,
camera calibration or pose estimation. In the literature, we can find many proposals
for visual fiducials. Most of them are build as high contrast square models, but
of course, some proposals also exploit the use of colors. The fiducials tags include
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Require: a point set C
Ensure: The associated λ-matrix to C.

1: Read all the elements of C in the list Lp.
2: Find the point with minimum y coordinate in Lp.
3: If there are several points with that minimum y coordinate value,

find in Lp the one with minimun x value.
This will be the reference point p1, but
will be identified with its index min, this is p1 = Lp[min]

4: Copy the list, L1[0] = min; j = 1, L1[j] = i for i ∈ {1, . . . , n− 1} and i 6= min
5: Sort circularly L1

6: M0 =computes Lambda matrix(Lp, L1)
7: Lhull ← ConvexHull(Lp, L1)
8: k = |Lhull|. There are k points in the convex hull.
9: L2 = L1, list L2 copy of indexes in list L1

10: flag = 0
11: for (i = 1; i <= k; i++){

Copy the list, L2[0] = Lhull[i]; l = 1, L1[l] = j for j ∈ {1, . . . , n− 1} and
l 6= Lhull[i]
Sort circularly L2

for( j = 0; j < n− 1; j++ ) {
for( j2 = j + 1; j2 < n; j2++ ) {
M1[j][j2] = M0[L2[L1[j]]][L2[L1[j2]]]
M1[j2][j] = M0[L2[L1[j2]]][L2[L1[j]]]
}
}
if( M1 < M0 ) { // compareMatrices(M0,M1)
M0 = M1

L2 = L1

}
else if ( M1 == M0 )

flag = 1 // Matrices are equal! There is not a minimum λ-matrix
}

12: M0 is the minimun lexicographical λ-matrix if flag is equal to 0.

Algorithm 3: Algorithm to calculate the minimal lexigraphical λ-matrix of a point
set

information to the scene that it is easy to read using a camera sensor, and they are
very used by robots to perform visual odometry and objects identification. Nowadays,
the most common visual fiducial tags are the bases on binary patterns. These kinds
of tags are given as a grid of squares in which each of the cells can have a binary tone,
black or white. In this kind of tags, we find the ART tags, April tags, and others.
One of the main characteristics that define them is that they are defined in a square
model. When this kind of tags are observed with a camera, their edges, and in general
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Require: The list of n points Lp and the list of indexes for a circular order
Ensure: The λ−matrix

for (i = 0; i < n− 1; i++){
for (j = i+ 1; j < n; j++){

counter= 0
for (p = 0; p < n; p++) {

if (p == i||p == j) {
continue
}
if( A(L1[i], L1[j], L1[p]) > 0 ) { // A calculates the signed area

counter++

}
M [i][j] = counter
M [j][i] = n− 2− counter
}
}
}

Algorithm 4: computes Lambda matrix(Lp, L1)

their geometry is affected by the perspective effects. With the aim to make the tag
readable, an image rectification must be solved first. The rectification is performed
by the estimation of a homography between the square model and the corners of
the tag observed on the image plane. Once the image is rectified, for each of the
tags cells, again with a previously defined location is analyzed to obtain the assigned
binary tone. The complete tag defines a binary string that must be processed for
error correction to finally identify the tag from a dictionary of valid binary strings.

The other and less explored kind of tags are the projective invariant visual fiducial
tags. This kind of tags are also used for automatic identification and pose estimation,
but they distinguish from the binary in that they can be read and identified without
the need of the image rectification. In the literature, we find that the authors propose
the projective invariant tags to be a delimited area, which has not to be mandatory
a square, as in the case of the binary tags, with some points or circles inside (usually
four). In the projective invariant tags, the relationship among the contained points is
the structure that identifies each of the different tags. Projective invariant tags have
some advantages over the binary approaches. First, they can be identified using the
points positions directly without any rectification or normalization, which provides
a faster identification process. The form for the border of the tag is not limited to
squares theoretically. Some of the disadvantages of the projective invariant tags are
that most of them are based on the cross ratio concept. This concept, also known as
the double ratio is a real number associated to a list of four collinear points which
is computed from the ratio between the relative distances among the points. One of
the disadvantages of the tags based in this concept is that, since it is a real number,
the number of different tags that can be designed is unclear and most of the times
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it depends on the application, and it is also very sensitive to noise. Moreover, this
kind of tags requires training or characterization to identify the obtained raged for
the cross ratio that can be obtained from a set of different tags when detecting them
with a camera.

In this section, we describe the proposed tags. We first describe the proposed
structure for OTTs, i.e., its elements and their organization, and then we describe
the process and sub-processes involved in their automatic identification.

The OTTs are composed of three main elements: the quiet area, the data area,
and the tag points, an instance of them is shown in Fig. 4.5. The quiet area is a white
region that contains all other elements of the tag; its purpose is to help the data area
to be detected completely since it serves as a separator for data area and other objects
in the scene seen in the image. The data area is a black square that simultaneously
works as a finding pattern. Its purpose is to serve as the object that is easiest to
identify (it is supposed to be the most prominent black object on the scene) at the
same time it serves to delimit the image segment where the tag points are contained.
Tag points constitute the point set C, and their arrangement defines the OT and
the λ−matrix (ID). We propose to define the set of points as triangles vertices to
ease their identification from the image. The use of triangles allows computing their
vertices positions at sub-pixel precision.

For defining triangles in OTTs we take a point set from the database, and we
manually define triangles by looking to use the least number of triangles but assuring
that all points are used as the vertex of at least one triangle.

The process to detect and identify OTTs consists of three phases: the potential
OTTs detection, the point set estimation, and the ID computation. These three
phases are explained in the subsequent sub-sections.

Detection of potential Order Type tags

In this stage, we identify from an image those segments that could potentially con-
tain a valid OTT. We first adequate image to make the potential Order Type Tags
(POTTs) easy to detect in the image. We convert images in color to grayscale [76],
and we apply Otsu’s thresholding method for binarization. In the binary image, we
look for the groups of black connected pixels.

We aim to reduce the false positives that can be caused by small pixel groups
or noise, for this reason we only consider those objects that area is greater than a
threshold. Not all objects detected in this phase correspond to the data area of an
OTT, but the point set estimation phase allows to reject those do not have the OTT
structure.

Features extraction from the Order Type tags

In this stage, we want to find all the points that compose the point set. First, we
detect all the triangles that are present in the data area of the OTT. For this, using
image processing thecniques, we apply morphological operators. First we apply the
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Quite area

Data area

Tag vertices

Tag verticesTag vertices

Figure 4.5: Instance of the proposed OTTs and its anatomy. The tag was constructed
using the 3th point set with cardinality 7 of the database in [1]. Point set C =
{[206, 159], [214, 127], [176, 49], [42, 144], [47, 175], [129, 178], [149, 206]}.

opening operator, what allows us to eliminate small groups of white pixels, that could
be noise, but also it allows us to separate triangles in the OTT that share vertices.
We show the effects of this operator in the Fig. 4.6. After this step, we consider the
remaining objects as potential triangles.

Once we detect the triangles, we extract the vertices for each triangle. We perform
the analysis of each triangle independently, i.e., we treat each POTT as a separate
binary image. Before processing a triangle we need to return the triangles to their
initial size, we perform this by applying the inverse morphological operator, the di-
latation. With the dilatation we make the triangle to return to its initial size with
the aim to estimate its vertices.

We consider as triangles those white pixel objects with the highest area inside
the POTT. Then, for each of the detected triangles, we estimate their vertices. For
this, we look for the three perimeter pixels that enclose the highest area. This ap-
proach,allows us to obtain a good estimation most of the times, however due to the
effects of the morphological operators, the precision of the obtained vertices is not
so accurate and we require to refine the estimation. Using this first vertices approx-
imation, we segment the perimeter pixels in three chains, each chain corresponding
to the pixels on a triangle’s side, as shown in the Fig. 4.7. For each pixels chain,
we apply linear regression using Principal Component Analysis algorithm, and we
compute triangle vertices as the intersection of two lines as shown in figure 4.8. This
strategy allows us to obtain the vertices at subpixel precision.
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a) b)

Figure 4.6: a) A POTT before opening operator (Join triangles). b) A POTT after
opening operator (Separated triangles).

When two or more triangles in the tag share a vertex, we can obtain multiple
estimations for the same vertex; this is because we estimate the shared vertex position
once for each triangle that shares it. To handle this, we require a method to obtain a
unique estimation of the shared vertices, then, we cluster the estimated vertices fixing
the point set cardinality as the number of clusters to find, in this sense, a cluster
with more than one element will be represented by the centroid of the elements that
compose it.

In this stage, we can detect if an OTT does not comply with the expected struc-
ture. We can detect this case when the number of estimated vertices differs to the
point set cardinality, in that case, we reject the POTT and the process, and we do
not require to compute the tag identification.

Fisrt vertexes estimation
Triangle side pixel chains 

Figure 4.7: Triangle vertices first estimation and side pixel chains.

Automatic tags identification

In the visual tags, each tag counts with a predefined identification number or string.
The sets of identification numbers compose a dicionary in such a way that every valid
tag has an associated ID from the dictionary. For the OTTs, this ID is the λ−matrix.
As mentioned in the Tab. 2 in the page 10, the number of different OTs that exist for
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Subpixel vertex estimation
Estimated lines

Figure 4.8: Estimated lines and subpixel vertices estimation.

the set of points with cardinality 7 is 135, and for those with eight points, it is 3 315.
Then, we can build two dictionaries, depending on the number of points that we use
as triangles vertices. Once we extract the vertices of the triangles for a POTT,i.e.,
the set of points C, we just need to compute the associated λ−matrix.

For this thesis, we use the proposed OTTs to validate the features extraction, and
the simultaneous point matching using an automated approach and real images. We
validate the proposed features in this chapter and the OTTs in the Sec. 4.8.4; there,
we evaluate the OTTs in different conditions of tilt and distance. In this section,
we designed and built the OTT shown in the Fig. 4.5 manually, but we followed a
specific methodology; we describe this methodology in the appendix A.

In following sections we use the proposed visual fiducial tags to evaluate the pro-
posed features in realistic conditions. As described in this section the automatic
features extraction from the OTTs require of additional processing before computing
the λ−matrix from the encoded set of points. These additional processing, mor-
phological operators, vertices estimation, clustering, introduce additional sources of
noise. It is interesing to test our proposal of feeatures in realistic scenarios. In the
Sec. 4.8, we present the validation experiments using the OTTs.

4.5 The images generation process in the new fidu-

cial markers

We are exploiting the OT in the 3D reconstruction problem; for this purpose, we need
to correctly identify the OT from a set of points on the image or a reconstructed plane.
For the case of a set of points on the image, we need to remember that, the points on
the image are the result of the scene projection to the image plane. This projection
comprises multiple linear and non-linear transformations. These transformations are
3D rotations introduced by the rotation matrix R in the Eq. (2.1) at the page 10,
translations introduced by the vector t in the Eq. (2.1), the projective transformations
associated to the perspective introduced by the K matrix in Eq. (2.1) and the pixels
generation result of the limited resolution of the camera sensor. Along with the
transformations involved in the image generation process, we also need to consider
the effects of noise.

Cinvestav Computer Science department



68 Chapter 4

If we are able to estimate the OT from images correctly, then we can consider the
OT as the tool for the proposed features in this chapter. First, we need to consider
the previous studies about OT. The OT was initially proposed by the Goodman and
Pollack in [71] in 1983. The authors introduced the general idea of the order and the
λ−matrix, but at that moment it was unknown with precision the number of different
OTs that exist for points on the plane. In [1], Aichholzer et al. in 2002 studied
in deep the problem and found the number of different OTs for different pointsets
cardinalities, even more, the authors also provide an instance, a set of points, for each
OT, i.e., an OT instance.

In the Tab. 4.1 we show a review of the different existing OTs. In the table, we
see that the number of OTs grows exponentially with the cardinality of the sets. For
instance, for sets of points with eleven points there exists more than two billion OTs.

Table 4.1: Oswin Aichholzer et al. Order type database summary.
Set |Ck| = Number of OTs
C3 1
C4 2
C5 3
C6 16
C7 135
C8 3315
C9 158 817
C10 14 309 547
C11 2 334 512 907

In [1], each OT instance is defined on a plane, and each of the compounding points
is given as point positions on the plane as a pair of integer coordinates. Depending on
the cardinality of the set, the integer coordinates are given with different precisions.
For those sets of points with cardinality lesser than eight, each point is given with
eight bits of precision. This can be interpreted as that every OT instance with
cardinality lesser or equal than eight can be drawn in a square with 28 rows and
28 columns, i.e., 256 × 256. In the case of the OTs with nine, then and eleven
points every point is given with 16 bits of precision, i.e., every OT can be drawn in
a square of 65 536 × 65 536 dimensions. As early stated, the camera sensors have a
limited resolution, for instance, a 36 Megapixels sensor allow to obtain images with a
resolution of 6 144 × 4 912 pixels, which is still very far from the minimal resolution
required to determine all the OTs from images taken with such a sensor. For this
reason, and for practical purposes, in this thesis, we focus on the analysis using OTs
with cardinality lesser or equal than eight, which means that theoretically could be
acquired with a Half-size VGA (480× 320) camera sensor or greater.

For validating the proposal of considering the OT as the features for this thesis
we propose to test the effects of the image generation process with each OT instance
exhaustively. We use the OT instances for validating our proposal since from the
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results in [1] we count with an instance for each OT, then we can test our proposals
for each instance. The details of this experimental validation is described in the Sec.
4.8.

4.6 Order Type robustness to noise

As another mandatory analysis of the proposed features, we want to analyze the
sensibility of OT to noise. Here we consider noise to the undesired displacements that
a point in a set of points C could suffer. These displacements can be the product of
image error acquisitions, as it is common to occur in real-world applications. It could
also come from the pixels generation; which is the result of the finite nature of the
camera sensor. Both cases are considered in the general analysis approach that we
propose.

To analyze how the OT can be affected by noise, we need to observe how the OT
is defined, and in which conditions it can be changed.

The OT is computed from the orientations of the triplets that compose a set of
points C . The orientation of all the triplets, define the OT; thus the OT will no be
affected, changed, as long as the triplets orientations are maintained. In the minimal
case, the OT will change if at least one of the triplets change its orientation. With this
idea, we can determine how sensible is an OT instance if we determine how difficult is
to change the orientation of at least one of its triplets. A set of points is composed of
multiple triplets, but we can evaluate the sensibility of the OT instance if considering
the triplet that is more propense to change its orientation. In this direction, we define
the concept of the Maximal Perturbation value. We define the Maximal Perturbation
value of a set of points C as the maximal displacement that any point in C can have
in any direction without changing the OT of C. This concept is illustrated in Fig.
4.9, but it is defined as the half of the distance between a point pi to the closest line
defined by two points pj and pk, with i 6= j 6= k. The algorithm for computing the
Maximal Perturbation value is defined in Alg. 5, where d corresponds to the Euclidean
distance between a point pc and the line papb through the points pa and pb.

The MP is different for each set of points, and this is true even for different sets
of points with the same OT. Then, we analyze the MP for each OT instance with
cardinality lesser than eight. The details and the results of this experiment are shown
in Sec. 4.8.2.

4.7 Computing the pose from the matched points

The pose camera pose estimation, also known as extrinsic camera calibration consists
in estimating the relative movement between a scene and the camera. The pose is
defined by a 3D rotation, which can be defined indistinctly as a rotation matrix,
three Euler angles or quaternions, and a translation vector in R3. To perform the
single pose estimation, we must count with a set reference. The reference establishes
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p4

p2

p1 p3

Figure 4.9: Four points on a plane, the bigger circle radius is the orthogonal distance
from point p2 to the line through p1 and p3. λ(1, 3) = 1 and points can be in any
position inside the small circles without changing the OT. If both points p1 and p2,
or points p2 and p3 cross simultaneously the dashed line, the OT changes (it becomes
a triangle with another point inside).

Require: A set of points Ck
l = {p1,p2,p3, . . . ,pk}.

Ensure: MP(Ck
l )

1: dmin = −∞
2: for all pair of points {pa,pb} ⊂ Ck

l , a < b do
3: for each point pc ∈ Ck

l , a 6= b 6= c do
4: Let z = pb − pa, w = pc − pa, and
5: d = ||z − z · w

||w|| ||
6: if d < dmin then
7: dmin = d
8: end if
9: end for

10: end for
11: return MP(Ck

l ) = dmin/2

Algorithm 5: Pseudocode for the maximal perturbation of a set of points MP(Ck
l ).

the position of the objects that compose the scene in a general coordinate system,
including the camera. In our case, this reference is a model.

To estimate the pose there exists multiple estimation methods. We can organize
them in closed form or iterative methods. For the case of planes, Zhang and Faugeras
propose homography decomposition methods, and a more recently we find the In-
finitesimal Pose estimation, this later considers the existence of local minima in the
error function details of this issue are detailed in the Apendice 1, where we analyze
and reproduce the problem. These methods for pose estimation from planes can be
solved using at least four points correspondences between the model and the image.

For the case of 3D objects we can apply matrix decomposition, but also the Per-
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spective n Points (PnP) approach. In first we estimate a transformation matrix by
the DLT algorithm for later perform the homography decomposition. The PnP ap-
proach involves the solution to a system of polynomial equations that lead to multiple
solutions that have to be then discarded to find the correct.

In all the mentioned methods, to apply the techniques the search of correspon-
dences must be first solved, then, this section we describe how the OT is used to
directly address the matches between the features on an image and its associated
model. As early mentioned the set of points with no three collinear points, has an as-
sociated OT. In a given scene with a model, a set of points, and the model seen in an
image we want to be able to determine which of the points on the model corresponds
to what point on the model.

To solve the problem, we use the invariant labeling involved in the λ−matrix
computation. Once the points matching is performed, we can apply any of the existing
methods for estimating the pose.

4.8 Experimental validation

In this section, we aim to validate the features extraction proposed in this thesis. As
mentioned early in the Sec. 4, we are considering as features a set of points from an
image accompanied by its associated λ−matrix and its invariant labeling. For the
experiments in this section we build many synthetic scenes, i.e., a model composed
of a set of points on the plane and a camera directed to the model to take a shoot
and generate an image. We know apriori that the set of points on the model has an
associated OT, then the task in this section is to verify if we can retrieve successfully
the same model OT but from images with perspective and all the transformations
involved in the image generation process. To ensure the proposal will work in a
general way, we, fortunately, count with an instance for each OT from work in [1];
then we can perform our experiments for each OT instance; thus, our analyses are
presented in an exhaustive but general approach.

We performed five experiments; first in Sec. 4.8.1, we generate synthetic images
from multiple viewpoints (different rotation angles, tilt, and distances) using each
OT instance directly as the model. This experiment aims to verify that our approach
applies to all the existing OTs, but if not, we want to know the cases or the conditions
in which it is not.

In the second experiment in Sec. 4.8.2, we analyzed the sensibility of OT to the
noise, we analyze it through the analysis of the maximal perturbation, in this ex-
periment we find that the OT instances support different level of noise. Retrieving
the OT from images involves that we will obtain the features points with additive
noise but also discretization errors associated with the pixels generation. For this
reason, it is essential to analyze how sensible is the OT to noise. For this purpose,
we computed the maximal perturbation for every OT instance that we used in the
previous experiment. From this study, we find that every OT instance supports a
different amount of noise.
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In the third experiment in Sec. 4.8.3, analyzed the direct feature matching using
the extracted features. The features based on OT allows solving the point matching
directly, this is possible when there exists a unique minimal λ−matrix. In this exper-
iment, we study this aspect, and we found that not all the OT instances are suitable
for determining the matching between the features; we quantified this aspect, and we
found that most of the OT instances allow the matching directly.

As the fourth experiment in Sec. 4.8.4, we test the features in a more realistic
scenario. We generate ray-traced images using a proposal of visual fiducial tags that
are based on OT. This test aims to verify how the features can be extracted in real-
istic conditions in an automatic extraction approach. We performed the experiments
in different tilt conditions and also in different distances between the tags and the
camera.

As a final experiment in Sec. 4.8.7, we test the automatic features approach. The
proposed features allow to perform the identification of a plane automatically and to
solve the feature matching directly. The solution to these both aspects allows solving
the pose estimation between a model in the scene and an image, which is enough
information for calibrating a camera and implementing augmented reality. We show
an implementation that uses the proposed features to perform augmented reality.

4.8.1 λ−matrix extraction from synthetic images

For this experiment, we aim to verify that we can extract the features, i.e., the set
of points and its associated λ−matrix from a set of points that are projected into
images. To validate it, in a synthetical approach, we simulate the image generation
process, which in essence involves the simultaneous effects of:

• the 3D rotations and translations of the camera (or the objects),

• the projective non linear transformation caused by the perspective introduced
by the camera (related to the focal distance) and its obliquity,

• and the pixel generation created by the finite resolution of the camera (dis-
cretization errors).

Since we count with an instance of each OT, then we can perform our analysis
in the exhaustive approach, this fact ensures that we can test the proposed method
with all the OTs and in many of the possible conditions, scenes, that can occur when
extracting the features from images. For this experiment we use the OT instances
with cardinality seven and eight, this is because these groups are represented by 1
byte per point coordinate, this is, it is necessary a resolution of 256× 256 pxels that
can be recognized with a typical low-cost camera sensor of 640× 480 pxels, and also
because these groups have enoght different OT instances,, i.e., 135 for C7 and 3 315
for C8.
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λ−matrix extraction in different rotations and tilt conditions

For each OT instance in C7 and C8 we generate multiple images, each scene corre-
sponds to the set of points as the model and the camera looking at the center of the
model, this is illustrated in Fig. 4.10. For each image, we use two different rotation
angles. We are considering to kinds of rotation, in the first hand we consider a rota-
tion angle around the z axis, which we parametrize by θ1, and in the other hand, we
use a tilt angle, around the y axis, which we denote by θ2.

Camera

Point set

Figure 4.10: Camera plane and plane position on the 3D coordinate system.

The experiment consists of the following; we compute the λ−matrix for each OT
instance Ck

l from the model without any transformation. We compute this λ−matrix

using the Alg. 2 in the page 60, and we consider it as the ground truth λ̂. Then,
each time we generate an image of Ck

l we extract the features, the λ−matrix from the
transformed points on the image λ̃, and we verify the correct λ−matrix retrieval. We
can verify when the both computed λ−matrices, the one from the model and the one
from the image are equal, this is, λ̂ = λ̃, which means that we can correctly retrieve
the OT with the given OT instance and scene conditions. In other words it means
that we can succesfully identify the OT class for the OT instance, and also means
that we obtained correctly the invariant labeling to solve the point matching direclty.

The specific parameters we used to generate the scenes and to generate the images
are the following. For the image generation we used the pinhole camera model in Eq.
(2.1) in Pag. 10. For the pixels generation we truncated the transformed points p
to the closest integer value, i.e., p = [bu+ 0.5c, bv + 0.5c, 1]T , where b·c is the floor
operator.

For the scene we use a camera with the following characteristics:

• Image resolution: 640× 480 pixels.

• Focal distance: fx = fy = 1000.

• Principal point: Center of image at (u0 = 320, v0 = 240).

Cinvestav Computer Science department



74 Chapter 4

• Obliquity: o = 0.

• Distance to the tag 1 000 a.u.

• We assumed each point set on the plane z = 0.

• Each point set was translated to place its centroid to be in the origin of the
coordinate system.

From this experiment we generated a total of 3 240 images for each OT instance
Ck

l by rotating the plane around z axis from θ1 = 0◦ to θ1 = 359◦ in steps of 10◦, and
changing the tilt by rotating the model arount the y axis from θ2 = 0◦ (without tilt)
to θ2 = 89◦ (high tilt) in steps of 1◦. We fixed the third rotation angle to θ3 = 0◦.

The results of this experiment are shown in the Tab. 4.2; in the table, we show the
number of analyzed OT instances for C7 and C8, the number of analyzed images, the
number of successful cases, the number of failed instances, and for summary the per-
centage of success. Here, a failed case indicates that the ground truth λ−matrix and
the one computed from the points of the analyzed image are different.. This matrix
difference indicates that the OT could not be retrieved, thus we could not identify the
OT instance, nor solving the feature matching. The percentage of successful cases
shows that in most of the rotation conditions we can extract the features correctly
and we can correctly identify the OT. We observe that the percentage of success is
higher for the images generated with C7 as the model. We associate this behavior
with the maximal perturbation values, which should be higher for the instances in C7

than for those in C8 which makes them more robust to noise. However, even for the
images generated with C8 we obtained a 93.98% of success, which represents most of
the cases.

Table 4.2: Results for simulations of OT recovering from images with rotation.
7 points 8 points

Number of analyzed point sets 135 3 315
Images analyzed 437 400 10 740 600

Successful recovered λ−matrices 427 437 10 093 612
Failed recovered λ−matrices 9 963 646 988

Percent of success 97.72% 93.98%

With the aim to better understand the cases in which the features extraction fails;
in Fig. 4.11 we show the histogram of failed cases. In the figure, we plot the tilt angle,
θ2, and the number of failures for C7 and C8. In the graph, we see that the errors
occur in high tilt conditions, i.e., when θ2 > 65◦. In the figure, we again appreciate
that the OT instances in C7 support more tilt, in such a way that the failures occur
for θ2 > 80◦.
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Figure 4.11: Histograms of failures for rotation.

λ−matrix extraction in different distance conditions

In the previous experiment, we changed the rotation and tilt conditions of the gener-
ated images, in a fixed distance. Then to complement the experiment, we analyzed
the effects of the distance in the features extraction. As similar as in the rotation and
tilt experiment, we generated for each OT instance in C7 and C8 multiple images in
different conditions, now we fix a rotation configuration θ2 = 0, and we maintained
the intrinsic camera parameters, but we vary the distance from d = 500 to d = 10 000
in steps of 10 unities. The aim here is again to verify if the λ−matrix computed from
the points on the image is the same to the ground truth. We show the results of this
experiment in table 10. In the table, we observe that the OT instances in C7 allow
again to obtain the better results, with 97.85% of successful cases. In the images, a
greater distance corresponds to a decrease of the area occupied by the set of points
on the image. In a smaller area, the distance of between the points that compose the
OT instance is smaller; if the distances are smaller, then the maximal perturbation
value must also be reduced, what serves as the explanation for this behavior. In the
Fig. 4.12 we show the histogram of failures for this distance experiment. We observe
that errors increase as long as the distance d increases, in such a way that for the OT
instances in C7, 100% of failures occur at d > 5580; and for those in C8, the 99.95%
of failures happened at d > 2440.
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Table 4.3: Results for simulations of OT recovering varying distance.
7 points 8 points

Number of analyzed point sets 135 3 315
Images analyzed 128 250 3 149 250

Successful recovered IDs 125 498 2 232 380
Failed recovered IDs 2 752 916 870
Percent of success 97.85% 70.89%
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Figure 4.12: Histograms of failures for distance. Top: results for seven points.
Bottom: results for eight points.

4.8.2 Robustness of λ−matrix to additive noise in point po-
sitions

In this section, we evaluate in a quantitative but general approach, how sensible are
the OT instances to noise. Every set of points with no three or more colinear points
belongs to a particular class of OT. The OT depends on the orientation of the triplets
conforming every set of points, what implicitly makes OT robust to noise, i.e., the
OT will not change with small perturbations in the positions of the set of points
confirming the set. This section aims to evaluate the sensibility of the OT instances.
To perform this evaluation, we compute the MP value for each OT instance provided
in [1] for those set of points with cardinality greater or equal to five but lesser than
eight. We perform the computation using the original positions for every set of points
without applying any transformation. This approach allows us to understand how
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each of the existing OTs behaves in the presence of noise.

We computed the MP for each set of points in Ck with cardinality 5 < k < 7. For
summarizing purposes, we define different levels of noise value v, from 0.5 to 9 unities
in steps of 0.5. Based in this values, we define the sets Dk = {Ck

l |MP(Ck
l ) ≤ v},

which correspond to the OT instances for which the associated MP (Ck
l ) is lesser

than a given v value.

In Tab. 4.4 we show the values for v and the number of OT instances that support
the v level of noise, i.e., |Dk|. As can be seen in Tab. 4.4, for v = 6.0 and eight points
there is possible to get only 15 distinct OTs, i.e., if it is allowed noise in each point
position of at most 6a.u., then it is possible to get only 15 OTs. For five points it
is possible to get three different OTs even with higher values of v = 9.0. From the
results in the table we observe that as long as we increase the noise, for higher values
of v, the number of Ots that supported is decreased.

Table 4.4: Number of OTs for different noise allowed in point positions. Bold numbers
indicate the maximum number of existing OTs for k = {8, 7, 6, 5}.

v |D8| |D7| |D6| |D5|
0.5 3315 135 16 3
1.0 3296 135 16 3
1.5 1240 135 16 3
2.0 642 135 16 3
2.5 371 135 16 3
3.0 231 86 16 3
3.5 135 60 16 3
4.0 83 47 16 3
4.5 56 32 16 3
5.0 37 26 16 3
5.5 26 18 16 3
6.0 15 15 16 3
6.5 10 8 16 3
7.0 5 7 12 3
7.5 4 4 10 3
8.0 3 3 8 3
9.0 3 3 6 3

The results in the Tab. 4.4 confirms that every OT instance has a different Maxi-
mal Perturbation value. The proposed MP concept allows us to rank the OT instance
according to the OT instances, in such a way that we can give preference to use those
OT instances with higher MP, which are more robust to noise.
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4.8.3 Order Types suitable for point matching

In this experiment, we analyze the OT database in [71] for C5, C6, C7, and C8 for
checking which instances are suitable for point matching. For each Ck

i instance, we
perform the Alg. 2 for each OT instance Ck

l and we count the canonical orderings with
a λ−matrix equal to the minimal lexicographical. We denote as Ek

i the instances with
a unique minimal λ−matrix that are suitable for point matching through OT. The
uniqueness of the minimal λ−matrix ensures that there also exists a single invariant
labeling that allows us to solve the point matching without ambiguities. In Tab.
4.5 we show the count for each Ek set with k = 5, . . . , 8, to contrast the results we
also show the number of all the existing OT instances and the percentage of the OT
instances that are suitable for the direct feature matching.

Table 4.5: The number of OTs suitable for point matching.
k |EK | |Ck| Percentage of suitable instances
5 2 3 66.66%
6 11 15 73.33%
7 131 135 97.77%
8 3303 3315 99.63%

From the results in Tab. 4.5 we observe that most of the OT instances allow solving
the feature matching directly using the invariant labeling. The percentage of the OT
instances with a unique minimal λ−matrix increases with the cardinality of the sets.
In the case of k = 5 we see that only two of the three OT instances comply with the
λ−matrix uniqueness condition. The set that does not is that in which all the points
are on the convex hull. For this case, from the computation of the canonical ordering,
we obtain five labelings, but the associated lambda matrix for each of them is the
same, they all are equal, then we can not have a unique labeling that identifies each
point, and we can not solve the feature matching without ambiguities. The same case
occurs for the other values of k with all the points on the convex hull, but there are
other cases like these are shown in the Fig. 4.13.

From the Fig 4.13 we observe that those OT instances that present symmetry in
some of the composing triplets.

4.8.4 Automatic λ−matrix extraction from visual fiducial tags

In this section, we test the λ−matrix extraction in more realistic conditions. We aim
to test the correct features extraction, the λ−matrix computation and the correct
matching using ray-traced images but also real images taken with a physical camera
sensor. For this subsection, we perform three experiments, for all of them we use the
visual fiducial tags that we proposed, the OTTs. The each OTT encode a set of points
as the vertices of a set of triangles. The tag and the vertices are auto identifiable
elements, in such a way that we can estimate the position for the set of points at
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Figure 4.13: Instances of set of points that have not a unique minmal λ−matrix and
that are not suitable for solving the feature matching direclty.

sub-pixel precision. More details about the proposed OTTs were presented in the
Sec. 4.4, in page 61.

In the Sec. 4.8.1 we confirmed that the OT can be retrieved even when an OT
instance is transformed by the image generation process and all the involved trans-
formations. However, along with the transformations and inherent noise in the image
acquisition, there could be other aspects that can affect the extraction of features,
and in the context of this thesis, also the features matching process. In the features
extraction from the OTTs we perform additional operations to obtain the features,
i.e., the morphological operators, and vertices estimation (consult the Sec. 4.4, in
page 61). These both additional operations represent different sources of noise that
are inherent in the use of OTTs; thus it is crucial to evaluate the features perfor-
mance in the proposed visual fiducial tags. As the first experiment, we built scenes
of an OTT instance in front of the camera; ; we generated 179 images with the OTT
visible in different tilt angles at a fixed distance. In the second experiment, we fixed
the tag in front of the camera without tilt, and we generated 171 images by increasing
the distance from the tag to the camera. The details of these both experiments are
detailed in the following subsections.

4.8.5 Order Type Tags rotation and tilt test

For testing our proposal of the OTT design with we implemented the OTT decoder
as described in the Sec. 4.4. We arbitrarily used the tag shown in Fig. 4.5 to generate
artificial scenes with the help of the ray-tracer program POV-Ray [77]. For scene
generation we considered the specifications in Table 4.6. In the generated scenes we
fix the intrinsic parameters of the camera, and we vary a tilt angle from -89 to 89
with changes of one degree. In the experiment, we priorly know that the high tilt
conditions all the set of points encoder by the tag will tend to become all colinear
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Table 4.6: Experiment conditions for OTT rotation experiment.
Algorithms parameters

Area threshold 3% of the image width
Scene characteristics

Tag size 8.26772× 8.26772 Inch (21 × 21 cm.)
tag-camera distance 50 cm.

Tilt angles From −89◦ to 89◦ in 1◦ steps
Camera characteristics

Focal distance f 700 pixels
Obliquity o 0
Image size 640×480 pixels

and the λ matrix will not be able to be computed. In this experiment, we want to
know the maximal and minimal tilt values in which the tag can be detected correctly.
In total we generated 179 ray-traced images, some instances of them are shown in
figure 4.15. For the design of the OTT we used an arbitrary OT instance. The
base OT instance is shown in the Tab. 4.14, in there we also present the associated
λ−matrix. For designing the OTT from the OT instance, we performed the OTTs
design methodology proposed in the Appendix A.

Point set distribution Associated λ-matrix
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Figure 4.14: Set of points used to generate the test for OTT and its associated
λ−matrix. The set of point is {(206, 159), (149, 206), (129, 178), (47, 175), (42, 144),
(176, 49), (214, 127)}.

From the 179 images, 165 images were detected successfully and decoded. For the
complementary 14 images, our implementation did not detect the marker on the image
thus the ID could not be decoded. These 14 images were those image with the highest
rotation, seven images from θ2 = [89◦, 83◦] and seven images for θ2 = [−82◦,−89◦].
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The percent of the success of detected correct IDs for this experiment was 92.17%.
These results suggest that the proposed automatic detection preserves the features in
high tilt conditions.

4.8.6 Order Type Tags distance test

For this experiment, we used the same OTT along the same camera intrinsic charac-
teristics used in the previous experiment in Sec. 4.8.6. We fixed θ2 = 0◦ and we varied
the distance from OTT to the camera from 30cm. to 200cm. in steps of 1cm. For
this experiment a total of 171 images were generated, some of the generated images
are shown in figure 4.16.

From the 171 processed images, 91 of them were successfully recovered. We de-
tected the OTT in all 171 images but point set estimation was not correct in all
cases thus ID was also affected. We observed that 100% of failures happened with
d ≥ 62cm.

a) b) c)

Figure 4.15: Instances of the ray-traced images for the rotation experiment. a) Tag
with 0◦ grades of rotation. b) Tag with 80◦ grades of rotation. c) Tag with −60◦

grades of rotation..

a) b) c)

Figure 4.16: Instances of the ray-traced images for the distance experiment. a) Tag
to 2000 cm of distance. b) Tag to 115 cm of distance. c) Tag to 30 cm of distance.
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4.8.7 Augmented reality application

With the aim to show the applicability of the study in this chapter, we implemented
an augmented reality application. Using the proposed OTT, we apply the automatic
extraction of the points, the λ−matrix computation and the point matching. To
generate the augmented reality, we use the model used to create the marker and the
extracted features to perform the camera calibration and the camera pose estimation.
The extracted point, the known model, and the point matching allows us to apply the
Zhang’s camera calibration method, which also allows us to estimate the camera pose
from a homography decomposition method. In our implementation, we are using the
most straightforward approach that enables us to obtain fast image processing, and
we are not performing any parameters refinement through BA. In Fig. 4.17 we show
the result of this experiment, we show six images of the tag obtained with a camera.
Each image shows virtual object over it: the detected vertices as green dots, tag axes:
x (red), y (green), and three virtual objects (three cubes rotating in their vertical
axis), one placed at the center of the tag and two other at two opposite corners.

Figure 4.17: OTT used for Augmented Reality Application. Six images rotating the
marker. The pose is fully obtained (check out how axis lines rotates with the marker).

4.9 Discussion of results

In this chapter, we proposed to solve two of the 3D reconstruction sub-problems
simultaneously, the features extraction and the features matching. For this, we offer
features that are defined as a set of points but also the structure among the points
of the set. For concept behind this structure, we used the OT. The OT studies
the set of points concerning the orientation of its triplets of points. Depending on
distribution and organization of the points, the OT can be different. The number and
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the characteristics of the OT are well known, in such a way that we can say that each
set of points with no collinear points has an associated OT. The number of different
OTs depends on the cardinality of the set of points, and this means that each set of
points belonging to a particular class of OT. For our purposes we want the OT to
be invariant to the image generation process. We studied this aspect, and we found
that if we identify the OT from a model, a set of points, without any transformation
applied, and we can obtain or determine the same OT for the same model projected
on an image with perspective, noise, and pixels generation. For the scope of this
thesis, these results validate our proposal for the features. The computation of the
OT involves the calculation for an invariant labeling. This labeling is associated with
a minimal λ−matrix that describes a set of point. From the viewpoint of the OT,
this invariant labeling allows solving the features matching, in such a way that if we
have two set of points with that belong to the same OT class, then the labeling for
each point en both sets will indicate which point of each set match. From our studies
and experiments we find and validate that this also applies for the case of projected
images. Then, in the context of the 3D reconstruction, we say that the features based
on the OT allow us to identify planes, where these planes can be images taken from
different viewpoints of a planar scene but also the same relationship will hold between
the points on an image and the model. These results change the 3D reconstruction
pipeline, because now we, instead of computing the features to later

In the traditional approach, a set of features is extracted from the images in the
input sequence. The features are extracted independently, later pairs of images are
analyzed to try to find matches between the elements. The problem is solved for
pairs of images, and the results from this partial matching need to be consolidated
when more than two images are available, which complicates the problem. With our
proposes features the 3D reconstruction pipeline changes. Given the input sequence
of images, we extract the features from each image. From this step, we obtain the
points, the associated λ−matrix that describes and identifies the set of points and
the associated invariant labeling on the image. Then for the matching we first have
to determine the images that have the set of points with the same λ−matrix, this can
be understood as the task to identify the same set of points observed from different
viewpoints. Then for those corresponded identified images, the invariant labeling
directly indicates the match among the points in different images. We have to mention
that this analysis implicitly consolidates the matching process for all the images in
the input sequence. Since the proposed features can be estimated for sets of points
on the image but also in the model, we apply the same concept for solving the pose
estimation, which is the estimation of the relative motion among the camera and the
model for a specific image, which apart for the feature and features matching, also
related the pose estimation sub-problem with the same concept.

To validate our proposal we proposed the OTTs, which are visual fiducial tags
that encode a set of points as the vertices of a set of triangles. The OTTs use the
λ−matrix as an identification number or ID. With these tags, we could implement
automatic identification and augmented reality applications that served us to evaluate
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the proposed features for realistic conditions.
We found a drawback for the proposed features; we showed that we could identify

two sets of points if they have the same λ−matrix. This verification cannot be
performed if the cardinalities of the two sets are not equal. This represents a new
problem, that is interesting to study, but for now is out of the scope of this thesis.

We also studied the effects of the noise for the proposed features, we introduced
a method to quantify the sensibility of a set of points to noise through the Maximal
Perturbation concept. The Maximal perturbation depends on the coordinates of each
element in a set of points. This fact means that it will not be invariant to the image
generation process. However, if we count with the OT instances as models of a scene,
the concept permits to rank the OT instances according to their robustness to noise.
This last study shows the path to investigations that can be handled as future work.

4.10 Study remarks

In this chapter, we presented a new kind of features for the 3D reconstruction problem.
The proposal solves the feature matching, and the features matching simultaneously,
but also it relates the pose estimation sub-problem simultaneously. We showed that
the features could be applied to images with different viewpoints but also between im-
ages and the model. We also demonstrated the application using visual fiducial which
shows the applicability of the proposal for automatic identification and augmented
reality applications.

In the next chapter, we present a joined approach using the approach shown in
Chapter 4 and the given in this chapter. The idea in that chapter is to integrate
both strategies in the complete 3D reconstruction pipeline, in such a way that the
reconstruction of a scene is performed with the simultaneous solution to many of the
involved sub-problems.
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A Complete Scheme using both
Approaches

In this chapter, we research about a joined approach using the two proposals presented
in the chapters 4 and 5, i.e., the simultaneous feature extraction and matching, as
well as the camera self-calibration, pose estimation and model reconstruction. As
early mentioned in the Chapter 2, the 3D reconstruction, in the traditional approach,
involves the solution of a sequence of multiple sub-problems: the features extraction,
the features matching,the camera calibration, the pose estimation, and finally our
main aim, the retrieval of the 3D model. In the previous chapters, we proposed
and studied two approaches that solved some of the 3D reconstruction pipeline sub-
problems simultaneously. In the development of this thesis, we first examined, in
Chapter 3 (in page 27), the simultaneous solution to three of the five sub-problems
simultaneously, the self-calibration, the pose estimation, and the 3D retrieval. A
prerequisite for the approach was to count with the features identified in at least
three images of the images input sequence and the match between the features, then
in order to apply the three sub-problems approach, we needed to solve first, the first
two sub-problems. To handle that, we later studied in Chapter 4 (in page 55), the
simultaneous solution to the two remaining sub-problems, the feature extraction, and
matching.

In this Chapter, we study the complete solution to the 3D reconstruction problem
by applying the two proposed approaches consecutively. First, the feature extraction
and matching, later using the the self-calibration, the pose estimation, and the 3D
model retrieval. This new joined approach represents a fully automated 3D recon-
struction approach that applies all the research obtained in the previous chapters,
but that also represents a new approach or flow to solve the 3D reconstruction.

Here we aim to show the direct application of the use of OT in the 3D recon-
struction pipeline. Using an OTT instance, as proposed in the Sec. 4.4 in page 61,
and three images of it from distinct viewpoints, the aim is first to solve the features
extraction and matching for the three images. Then we apply our self-calibration,
pose estimation and 3D model retrieval. At this step, we can obtain the model re-
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construction.

5.1 Experimental validation

The flow of the complete squeme is shown in Fig. 5.1. The three input images will be
simulated pictures of a OTT. In Fig. 5.2 it is ilustrated the squeme: The points in the
three images are matched using OT, and for this step is only necessary to perform two
matches, between images 1 and 2, and between images 3 and 1 (or between images 3
and 2). Once the point in three input images are matched, then it is possible to apply
the method to obtain the simultaneous self-calibration, the three poses estimation and
the reconstruction (as it is shown at the right of Fig. 5.2).

Input: three images

Simultaneous features extraction and matching

Self-calibration, pose estimation, and model

reconstruction using Differential Evolution

Output: Intrinsic camera and
poses values, the reconstructed
model

Figure 5.1: 3D reconstruction flow using the two proposed approaches in this thesis.

The points for the used OTT are ilustrated in Fig. 5.3. The associated minimal
lexicographical λ-matrix for these points is given algo in the Fig. 5.3 at the left. The
point values are shown in Tab. 5.1. The designed OTT is shown in Fig. 5.4. Note
that the used points for this OTT correspond to an instance of C7, but they are
arranged to cover the area of a square fiducial marker, then the points have not the
same values that the corresponding instance with the same λ-matrix in the database
in [1].

Table 5.1: Characteristics for the chosen OT instance.
Number of points 7
Points locations {[0, 0], [254, 0], [127, 40], [215, 127],[254, 254], [40, 127], [0, 254]}

Maximal perturbation 15.075619
Triangle vertices {[127, 40], [215, 127], [40, 127]}
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Figure 5.2: The idea for automatic features extraction and their matching followed
by simultaneous self-calibration, pose estimation and model reconstruction.
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Figure 5.3: Left) Base OT instance for the experiment, seven points. Right) The
associated λ−matrix.

We aim to perform the joined approach with many and different poses for the
images. For the experiment, one hundred triplets of images were generated. Each
image is generated from the OTT showed in Fig. 5.4 taken at different rotation angles.
The used camera parameters were: size of the image 640× 480 pixels, constant focal
distance of 1000, principal point at the center of the image, and axis obliquity equal
to zero. The following scenario was used: OTT is located on the plane xy and is
translated [−127,−127, 0]T (the center of the coordinate systems is in the middle of
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Figure 5.4: The generated OTT using the base OT instance.

the OTT). The camera is localized at point c which is calculated as:

c =

cxcy
cz

 =

r cos(φ) cos(θ)
r cos(φ) sin(θ)

r sin(φ)

 , (5.1)

with r = 800. Eq. (5.1) calculates points over a sphere of radius equal to 800, as it is
shown in Fig. 5.5. The camera is viewing to the center of the coordinate system and
the direction of the up vector is [0, 0, 1]T. With these three vectors, camera position,
viewing point, and up vector, it is possible to calculate a matrix R, where RT is the
orientation of the camera with respect to the world coordinate system. The values
for the two angles φ and θ are randomly chosen within the ranges shown in Tab. 5.2.
We set a unique condition, the angular difference between the three θ angles must
be greater than 10◦. The images were generated using a Povray script [77]. Some
instances of the generated triples of images are shown in Fig. 5.6. These images were
processed with a program written in C which calculates the black square vertices
(see the image of the maker in Fig.5.4) and the white triangle vertices with a similar
process described in Sec. 4.4, in page 61: the perimeter of the square and the triangle
are obtained, then a first estimation of the vertices is obtained, then the pixels of
each edge are extracted, and for each point set a line is fitted using PCA algorithm;
the refined vertices positions are the intersection points of those lines. In this way,
the vertices positions are obtained at subpixel precision.

In Tab. 5.2 are also show the parameters values used by DE, which have the same
values used in Chapter 3.
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Table 5.2: Experiment scenes conditions.
Values or ranges

φ 20◦ to 70◦

θ 0◦ to 359◦

f 1 000
u0 320
v0 240
s 0.0

Camera-Tag distance 800
Population size 50

Crossover probability 0.9
Differential constant 0.7

Stop criterion 0.001
Maximal cost function evaluations 1 000 000
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Figure 5.5: Possible positions for the camera. Every point on the surface is represents
a possible location of the camera looking to the origin.
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Figure 5.6: Three instances of the generated sets of three images for the experiment.
One set per row.

5.2 Results

The process showed in Fig. 5.1 was executed 100 times. In the Tab. 5.3 are shown the
mean, the standard deviation, the median, the min, and the max value obtained, for
three measurements for the one hundred executions: the focal distance relative error,
the root mean square (RMS) of the error computed using the ground truth model
and the reconstructed, the RMS of the reprojection error, and the number of fitness
function evaluations. Remember that the fitness is the reprojection error.

Table 5.3: Errors obtained from the experiment considering the 100 executions.
f relative error (%) Model RMS Number of function evaluations

mean 3.4501 2.5758 139 070
std. 8.3593 5.9388 29 777

median 0.7227 1.1243 131 150
min 0.0080 0.7806 102 850
max 43.489 49.982 287 700

For all the one hundred cases and the three hundred images, the matching was
estimated correctly. This excellent behavior is because two reasons: 1) the high
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Figure 5.7: Relative error for the focal distance, 88 executions present an error below
the 4%.
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Figure 5.8: Function evaluations distribution. 90 executions require less than
180, 000 cost function evaluations.

maximal perturbation value of 15.08 shown in Table 5.1 that absorbs all posible noise
in the point positions, and 2) the processing of the images uses ideal images generated
by simulation. Concerning the precision of the reconstruction, we observe, in the Tab.
5.3, that the relative error of the obtained solution has a median of 1.12 unities. The
median of the relative error for the focal distance shows a value of 0.72% of error
which is an indicator of good reconstructions. In the table, we also observe that the
mean value of the relative error for the focal distance is little higher. This value is
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Figure 5.9: Reconstruction RMS distribution. 86 executions obtained an RMS error
below 2 model unities.
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Figure 5.10: Reprojection error distribution. 84 executions obtained an RMS error
below 0.5 pixels.

the result of the error obtained in the atypical cases, as denoted by the max value.
With the aim to provide a better perspective of the obtained results we analyzed
the focal distance through a histogram, we show the result of this analysis in Fig.
5.7. In the figure, we show in the horizontal axis different values for relative error for
the focal distance, and in the vertical axis, we show the number of the experiment
instances that obtained an error within the specified range. In the figure, we observe
that 88 of the 100 executions obtained a relative error of the focal distance in the
range [0%, 4%].
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As complementary graphs in Fig. 5.8, also given as a histogram, we observe that
45 executions solved the problem with [105 000, 130 000] fitness function evaluations,
and 40 of the 100 executions instances are in the range [130, 000, 150 000]. Concerning
the precision of the reconstruction, in Fig. 5.9 we observe that 86 of the 100 of the
executions were solved with an RMS of reconstruction error below two unities, and
finally in the Fig. 5.10 we observe that 84 of the 100 executions instances ended with
an RMS of the reprojection error below 0.5 pixels, this last graph, in contrast to
the shown in 5.9, shows how sensible is the final result to little differences of the
values for the cost function: although the reprojection error is small, the associated
reconstruction error could be greater.

5.3 Discussion

In this section, we showed the joined approach of the features extraction and the si-
multaneous self-calibration, pose estimation, and model retrieval. With the features
extraction and simultaneous matching approach, we solve the matching among im-
ages. This is, the points on one image are matched to the points on another image
or to multiple images with the same associated OT. We must mention that this is
indeed possible because the images are planes, and even more, the model observed
in the images is also a plane. In chapter 4 we only considered the OT for planes. A
plane model projected to an image result in a plane also, formally, the model plane
is projected to image by a non-linear transformation of the projective geometry, the
homography. In different conditions, in which we would want to perform the features
matching between images generated by a non-planar model the correct matching can-
not be ensured. We showed in chapter 4 that the OT maintains unchanged under
the transformations of the image generation process, but we showed that only using
planar models. Then, in the case with 3D models, there will be some cases that will
allow obtaining correct features matching but it is not guaranteed. This new problem
is another of the existing problems that are out of the scope of this thesis but that we
believe to have a solution in the study of strategies to use the OT in its 2D version
for arbitrary models. In Sec. 5.3.2 we give some of the analysis and ideas we have ob-
tained in a direction to solve this interesting problem. In the results presented in the
graphs, we observe that we successfully were able to reconstruct scenes in arbitrary
conditions applying the two proposed approaches. The experiment shows that we
could correctly perform the feature extraction as well as the camera self-calibration,
the pose estimation, and the model reconstruction, all that in an automated and in
such a way that some sub-problems were solved simultaneously with the two proposed
approaches. In the experiments, we observed some instances that had bad results, for
instance, the one in which we obtained a relative error of 43% of the focal distance.
This case is presented when the condition of the images do not represent enough
difference between images (the images do not contribute with enough information) to
solve the problem.
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5.3.1 Complexity of the feature matching process

In the literature, the feature extraction and feature matching are performed in the
following way. First, for each image in the input sequence, a set of points is ex-
tracted. This process is independent per each image; this means that there is not
any dependency between the points extracted from an image and the ones extracted
from another image, thus it is possible to perform the point extraction in parallel,
i.e., to process several images at the same time. Second, the feature matching must
be performed. The aim is to identify the points in an image that correspond to the
points in another. In a more meaningful sense, the aim is to find features of the 3D
model but observed from different viewpoints, of course, without knowing the model.
For this feature matching, commonly, the process is performed using pairs of images.
The problem is reduced to find the features that correspond in pairs of images. For
instance, when this matching is performed, the features in an image A and image B
with the most similar SIFT descriptors can be candidates to be matched features,
but this must also be validated through the epipolar constraints.

Here, we want to highlight some aspects. First, the matching is performed using
image pairs, this means that each pair of images needs to be processed; which also
means that the number of possible pairs to process has a quadratic complexity.

The second highlight is in the sense of the triangulation of the 3D model points:
it is beneficial to perform the triangulation using all the available correspondences in
different viewpoints. Thus, the processed images pairs require additional processing,
in order to identify those features that are visible in more than two images, three,
four, or more. Then to find the same feature in multiple images can result in a very
expensive task.

In our approach, we propose the feature matching in such a way that we can
perform the feature extraction and the feature matching of images separately. This
independence means we could in parallel extract the features for each of the images.
Later we can again in parallel find the matches. We just need to take a pair of
images, to extract their points, and to verify if their associated λ-matrix coincide. If
the λ-matrices coincide, then we have to associate the features in the images pair as
matches using the invariant labeling. Then we could take the third image; this third
image just needs to be compared against any of the previously processed images, for
instance, the first one. The process can continue and can be applied to more than
two images, in this approach, the matches for a new image can be directly computed
by using the new image and one of the already processed. Thus the complexity of
feature matching for our proposed idea is linear with respect to the number of images.

5.3.2 Feature matching for an arbitrary scene without using
OTTs

We already mentioned the future work about solving the features matching when
the original model is not a plane. In this section, we aim to save the revision about
the problem and also the seed ideas for solving it. First, we must mention that the
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problem consists in identifying, through the OT, and if the features in one image
match the features in another image. First, we must mention that the OT concept
applied in this thesis is valid for sets of points on the plane; this is because we know
that the orientation of the triplets maintains under the image generation process. We
can say that if all the points observed in an image A are all observed in other image
B with a different viewpoint, then there is a high possibility that we could detect
that they correspond to the same OT. In the case of 3D models, we could say that
the model points have different depth w.r.t to the image plane. This difference of
depth makes that points are affected differently by the effects of 3D rotations and
also translations. As a result of the different transformations, it can happen that some
points that are visible from one image easily become not visible from another image,
because of the effects of occlusion. If that happens, the set of points can mismatch in
their cardinalities, making the OT matching to have so many solutions, this case is
illustrated in Fig. 5.11. In the following, we will refer to this problem as the occlusion
issue.

Right imageLeft image

Sphere model

Figure 5.11: Illustration for occlusion issue when handling 3D models. A 3D model
in the center with five 3D features. Two images, one at left and one at right. Due
the the 3D position of the features both images show only some of the features, not
all.

Another problem that will be very propense to occur is about the features as-
sociated OT change. Model points in 3D are projected into the image plane. The
projection and the location of the features on images depend on the 3D rotation,
the perspective effect, defined by the focal distance and the distances. In the end,
our insumes are only features on images. Imagine a 3D object observed in an image
A and the same object observed in image B from another viewpoint at a different
3D rotation angle. If we consider only the extracted features from A, we will obtain
that A has an associated OT λA, analogy, B will also have an associated OT λB,
we will desire that the both obtained λ−matrix will be the same since both images
were generated with the same 3D model, however the effects of 3D rotations on the
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locations in images can severely affect the OT as is illustrated in figure 5.12. In the
figure, we observe a triangular, quadrangular pyramid in two images with different
viewpoints. In the first image we observe that if we consider all the five features of
the model, we obtain the features arranged all in the convex hull set. In the second
image, we observe the same projected model but it is very notorious a different fea-
tures arrangement. We find four points on the convex hull and the remaining inside
the hull. In the following, we will refer to this issue as OT local order disruption.

Model pose

All features

on the convex

hull

One point

inside the

convex

hull

OT caseImage projection

Figure 5.12: Illustration for the OT disruption. In the left column we show the same
model with different poses. In the central colum we show the features as they would
be obtained in images. In the right column we show the OT case detected in the
images. The OT in images changes with 3D rotations.

Some basis for solving the both detected issues, the occlusion, and the local order
disruption, can be in the direction of considering only planar sections of the 3D model.
An illustrative 3D model instance for this case is shown in fig 5.13.

A second approach can be more flexible, we could think about manifolds, i.e., if
we assume that the 3D model is not planar, we could suppose that locally we could
handle some sections of it as if they were. With this idea, this approach can be seen
as a variation of the presented in the previous paragraph. Since the OT support some
movement of their points without changing the internal orientations (as the maximal
perturbation defines it), this idea can be an exciting strategy to study. This case is
illustrated in the Fig. 5.14.

The to mentioned ideas, we see necessary first to detect planar and delimited
sections, or regions that behave as planar, of images that enclose a region where
a plane section of the 3D model is visible, in such a manner that it is possible to
apply the direct plane to plane OT detection, features extraction and matching can
be performed. These ideas are presented as future work. Thus they are out of the
scope of this thesis, but they could represent improvements to the presented work,
but also come with new and own issues.
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Figure 5.13: A 3D model composed by planes. Each plane on the model has an
associated OT.

λ1

λ2

λ3

Figure 5.14: A 3D model with no planes. The model can be studied considering
plane manifolds. In the figure three R2 manifolds are shown. These manifolds could
be handled as if they were planes due the their local planarity.

5.4 Study remarks

In this Chapter we explored a joined approach, to perform a complete 3D reconstruc-
tion applying the simultaneous solution to various of the sub-problems involved in
the 3D reconstruction. This joined approach involved the solution to the five sub-
problems in two phases. In the first phase, we solved the features extraction and
the features matching from input sequences of three images. The matched features
obtained in this phase allows us to apply the other approach, in which we solve the
self-calibration, the pose estimation, and the model retrieval simultaneously. These
both approaches are detailed in the Chapters 3 and 4, respectively. With the appli-
cation of the two approaches, we show the real applicability of the proposed methods
to the 3D reconstruction problem. The more noteworthy result in this Chapter is
the validation of the joined proposed approaches in Chapters 3 and 4, and also the
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validation of a new way of solving the reconstruction problem. With our proposals
we show that the 3D reconstruction problem can take advantage of multiple pipeline
sub-problems to propose new ways to handle the problems but also we show that
the inclusion or exploitation of information that is present in multiple sub-problems
can help to view the main problem differently, and thus allowing us to explore new
methods for the solutions.

In the presented experiments of this Chapter we showed the 3D reconstruction
process using the proposed OTTs. The experiments performed in this Chapter were
performed with a specific tag but the method is general, and it will work with other
tags with arbitrary points distributions. The contribution of this Thesis is to show
that we can, in fact, obtain the scene reconstruction, including the model, using only
the information of the input sequence of images. Another advantage of the proposed
approaches is that the images and the reconstructed models can be identified through
the associated λ−matrix, this is interesting since, it means that we are not only
solving the reconstruction but also, simultaneously we are identifying in an automated
approach the model in the scene.
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Conclusions

In this thesis, we studied the 3D reconstruction problem. As mentioned in the intro-
duction on page 10, the 3D reconstruction is composed of mainly five sub-problems,
i.e., the features extraction, the features matching, the estimation of the camera in-
trinsics, the pose estimation and the model retrieval. In the literature, these five
subproblems have been solved in an isolated way. This isolated approach leads to
a pipeline where the solution (output) obtained from each of the sub-problems is
the input for another sub-problem. In this sense, we can say that as well as the
solutions are transferred between sub-problems, the errors or misestimations are also
transferred. The errors obtained in one sub-problem are propagated to the next sub-
problem, and in the end, all the errors in the pipeline are accumulated in such a
way that the final reconstruction is affected. The errors in each sub-problem must
be minimized to try to obtain good solutions (scene reconstructions) at the end. In
this traditional approach, in general, we could say that other authors have focused
on developing the best methods to solve each of the five sub-problems separately.
This single sub-problems approach has been exploited as much as possible, however,
even considering the most popular methods we can find that they still have some
associated issues that represent open problems.

In this thesis, we aimed to explore the solution to simultaneous 3D reconstruction
sub-problems. We wanted to research the relationship between the 3D reconstruc-
tion sub-problems to search new solution approaches that exploit the found relation-
ships. We hypothesized that the sub-problems could be simultaneously handled since
the sub-problems are related, and even more, the information among different sub-
problems can contribute for solving the involved sub-problems in the simultaneous
approaches. With this idea, we focused the research on two methods. In the first
one, the presented in Chapter 3 we studied the simultaneous self-calibration, the
pose estimation, and the model reconstruction. We studied the three contiguous sub-
problems, which involves the three core elements of the reconstruction that we aim
to obtain, this is, the intrinsic camera parameters, the extrinsic parameters related
to the images and the estimation of the model, these three elements constitute all
the elements of a scene reconstruction. In this approach, we receive as input only
the matched features in three images, but if more images are given, an incremental
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reconstruction approach can be applied. We proposed to solve the three sub-problems
simultaneously from three images as a single optimization problem. We assume that
the scene observed in the three images maintains unchanged, and we exploit the
rigidity of the scene. The cost function to minimize is the reprojection error. The
formulated optimization problem is non-linear, for this reason, we proposed to solve
it through a heuristic, more specifically, using the Differential Evolution (DE). The
usual form to solve a non-linear problem is to find a way to estimate an initial so-
lution, possibly given by a linear method, and then refine that initial solution using
the Levenberg-Marquardt algorithm. The State of the Art methods to obtain a 3D
reconstruction from Structure from Motion [9, 10] use extra information presented
in the metadata of the photographs taken with modern cameras and freely available
on the Internet. This information can be used to estimate an initial value for the
focus of the camera. Only very recently [78] a method that uses only the point in the
scene has been proposed. In [78] it is proposed a new method using the fundamental
matrices to give an initial value for the focus of the camera, but still with respect to
other image taken with a calibrated camera. It is clear that once the bundle adjust-
ment –the non-linear algorithm as Levenberg-Marquardt– is applied to the same data
–even with little different initial estimates– the solution of [78] and the proposed in
this thesis must give the same global solution. This is a hypothesis, although seems
valid and clear, that must be confirmed in the future work.

In the second approach, the presented in Chapter 4, we studied the simultaneous
solution to the features extraction and the features matching sub-problems. For that
purpose, we studied the OT as the base for the simultaneous solution. The OT is
a concept from the Computational Geometry field that describes the sets of points
regarding the orientations (signed area) of the composing triplets of points. Each set
of points on the plane has an associated OT that identifies it, and its computation
involves the estimation of the associated invariant labeling of the points which also
identifies each of the points on the set. In this thesis, we studied those properties
from the Computer Vision viewpoint. We first found that the OT is a concept that
we can obtain and use from images generated with a camera sensor since the OT
maintains unchanged to all the transformations involved in the image generation pro-
cess, which involves 3D rotations, 3D translations, perspective and pixels generation.
From that study, we proposed a new kind of fiducial markers, the Order Type Tags
(OTTs), that serve to apply the OT concept to the 3D reconstruction problem but
also for contribute to the field with new fiducial tags for auto-identification and pose
estimation for augmented reality. The OTTs encode a set of points, the set of points
encode a specific OT, which we exploit to solve auto-identification, and also the OT
has the associated invariant labeling, of the points that we exploit to solve the match-
ing. The invariant labeling of points within a set of them is the feature that allows
us to solve the feature matching. This is because if two different set of points with
same λ−matrix, after computation of the λ−matrices, each point on each set ends
with an assigned label, then the points in one set of points with the same label in the
other set of points are matched. We also found that not all the existing OTs can be
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used to solve the matching problem, but most of them can. In this few cases, there
is an ambiguity in the points labeling when does not exists a unique minimal lexi-
cographical λ−matrix. To solve this ambiguity, more information is needed, and we
propose to add triangles, then it is possible to create an edges matrix (we build it in
a similar way as the λ−matrix does) which involves the edges in the added triangles
composing the OTTs. With this additional matrix we solve the ambiguity issue; thus
we can use all the existing OTs for matching purposes. Additionally, we studied the
robustness of OT to the effects of noise coming from the estimation of the location
of the points from the images taken with a camera. We found and proposed to quan-
tify the robustness for the sets of points through the Maximal Perturbation (MP)
value. The MP indicates the displacement that the points in a set can suffer without
changing the original associated OT. With this concept, we were able to found the
most robust OT instances in such a way that now, we have a method to estimate
the MP for any set of points and we can choose the more robust set of points for our
Computer Vision applications.

As the final part of the thesis, the presented in Chapter 5, we studied a joined
approach. The aim in that method was to join the two previously proposed approaches
to solve the 3D reconstruction problem completely. In this joined method we showed
that the correcly solution in two stages of the 3D reconstruction. We showed that
the simultaneous features extraction and features work correctly and allow us to
obtain the correct inputs for the next stage, the simultaneous solution to the camera
self-calibration the pose estimation, and the reconstructed model. With this joined
approach we showed that we could perform the complete reconstruction of scenes
containing a single instance of the proposed OTTs. The indifference with the methods
in the SoA., we performed the features extraction, from the OTTs without the use
of textures, we obtained the features at subpixel precision with the exploitation of
the OTT design and we simultaneously and correctly solved the features matching in
all our experiments. The extracted features and matched features from three images.
Allows us to apply the second phase, the application of the approach presented in
Chapter 4 , to obtain the reconstruction of the ground truth scene as well as the
camera intrinsic parameters. In this study, we found that in most of the cases we can
obtain solutions with a relative error below five percent. Results that depend on the
difference of rotation between images (the test scenes are generated randomly with a
minimal difference of 10 degrees) but that can be improved if we use images with a
higher angular difference, which can be interpreted as more useful information from
images. From this study, we found that the work proposed in this thesis is applicable
to perform the complete scene reconstruction using the proposed OTTs but also it
allows us to find new directions to the presented research. This new direction is the
application of the results in this thesis in the direction of reconstructing scenes using
the OT features without the need of the OTTs. This new problem is an open problem
and represents an exciting and new approach to contribute to the field.
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6.1 Future work

Still, there are a lot of ideas that must be verified that result from this work:

1. Compare the solution of the proposed method here and the obtained with the
initial estimate of the focal length provided in [78].

2. Verify if the optimization problem is convex. From our studies and our research
in Chapter 3 and Appendix A, we found that the problem to estimate the pose
from a single planar view has two minima. But we still do not if the general
problem presented in Sec. 3.1, in page 29, is convex o have several local minima.
If the problem is convex, then a heuristic must no be used because there are
very efficient algorithms to solve a convex problem with linear complexity.

3. Propose other non-linear problems that could be solved using evolutionary al-
gorithms.

4. Generalize the use of Order Type (OT) for any reconstruction from planes. To
reach this point also the followings points should be addresed.

5. Investigate how a λ-matrix obtained from less o more points can be used for
matching.

6. Could be possible to use robust statistics to detect an OT with noisy point
positions or in presence of dozens of points?

7. To build an open software package to detect a set of Order Type Tags (OTTs).

8. To maximize the Maximal Perturbation values of a set of points. This can
produce a set of OTTs with maximal noise resistant.

9. Use the created OTT to solve other problems in the pipeline of Structure of
Motion.

10. The notion of OT is kept in higher dimensions. How OT can help us in 3D?
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Appendix A

Design of Order Type Tags
instances

In this section we detail how to use Order Type tags for automatic identification,
point matching, and pose estimation for augmented reality applications. We explain
how we perform the selection of OT instances, the tags design from the chosen OTs
for their use in an augmented reality application.

As mentioned in Chapter 4, in page 55, OT instances are sets of points on the
plane with a certain configuration that allows to characterize them and even more,
for most of instances, to uniquely identify each of their points from images taken with
a camera. We denote each set of points as Ck

l , where k is the set of points cardinality
and l indicates the instance index. As mentioned in Chapter 4 the number of different
OT instances have been studied by Oswin Aichholzer et al. in [1]. They provide the
number of different OT instances but also they give a set of points instance for each
OT. Here we explain the OT instances provided in [1] to select and to generate the
proposed OTTs.

We studied in Chapter 4, that all OT instances are useful to perform automatic
identification but not all of them are useful for automatic point matching. We also
observed that OT instances are robust to positional noise. This means that the OT
maintains unchanged even when the points that conform it are contaminated with
noise. Not all OT instances support the same amount of noise, some of them are
more robust to noise than others. We measure each set of point robustness through
the Maximal Perturbation coefficient MP(Ck

l ), which indicates the displacement in
pixels that can be added to any of the points to Ck

l without changing its OT.

For an extended introduction of OTs, their origin and their design details, see the
Chapter 4.

OTT is a proposal of this thesis for the application of OT and their instances.
They are fiducial tags that allow to perform automatic identification, automatic point
matching, and pose estimation for augmented reality applications. The concept of
fiducial tags in Computer Vision, is a finite set of well known markers that are easy
to detected with a camera, to identify (to distinguish which of the possible markers
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is present in the scene), and to compute the pose for it (the relative translation and
orientation between the tag and the camera).

Depending on the application, if the number of distinct required tags is well known,
it is desirable to use those tags that give the best performance. In OTTs, this would
be the tags that are more robust to noise, due to the noise is one of the factors that
can lead to tag identification errors.

In the following we describe the methodology we use to generate n OTTs for
augmented reality applications.

1. Define the n number of required different OTTs. The lowest the value for n is,
the more robust to noise the tags will be.

2. Choose the value for k (the cardinality for the set of points) using the Tab. A.1,
such that |Ek| has the minimum value but greater or equal than n. The set of
points that conform Ek correspond to the OT instances with cardinality k that
are suitable for point matching and thus for pose estimation.

3. Compute the maximal perturbation for each set of points in Ek, i.e., MP(Ek)
and sort in descendant order the elements Ek accordingly to MP(Ek). The n
first elements Ek after the sort are those set of points that are more robust to
noise and are the ones that must be chosen.

4. Use each of the the n set of points from Ek with the biggest MP(Ek
l ) obtained

in the step 3 to build the OTTs as described in Sec. 4.6.

Table A.1: The number of OTs suitable for point matching and pose estimation.
Set |Ek| =Number of OTs
E5 2
E6 11
E7 13
E8 3303

As described in Sec. 4.4, the OTTs are a black square with triangles inside. Each
triangle’s vertex correspond to a point of the point set Ck

l or Ek
l . Since in this section

we focus on those OT instances that allow point matching and pose estimation, given
a set of points Ek

l , the aim is to find a set of triangles that use all points that conform
Ek

l with the following rules:

• Each point in Ek
l must be used as a vertex of at least one triangle.

• Two different triangles can share at most one vertex.

• The number of triangles must be minimized.

• The area of all the triangles must be maximized.
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Design of Order Type Tags instances 107

In this work we manually tried to satisfy the mentioned rules, but the automatic
Order Type Tags generation is an open problem that could be worked as future work.

In order to illustrate the process to generate an Order Type Tag from an Order
Type Instance, we explain the process for constructing the tag for C7

3 , which is the
set of points used to illustrate the proposal in Sec. 4.4.

Given the set of points C7
3 = {[206, 159], [214, 127], [176, 49], [42, 144], [47, 175],

[129, 178], [149, 206]} we first compute the Delunay triangulation and we plot it as
shown in Fig. A.1.
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Figure A.1: Order Type instance C7
3 and its Delunay triangulation.

As second step we visually identify the triangle with the highest area, in this case
the formed by the points 5, 3, 2. If we choose 5, 3, 2, the rest of the points can be
used by the triangles 4, 5, 6 and 5,1,0 since two different triangles can only share one
vertex. This selection would give us a very big triangle and the other two with small
area. Another alternative is to choose the triangle 5, 2, 1, if we choose this one, we
can use the rest of the points with the triangles, 5, 6, 0 and 7, 5, 9. For this example
we use the second option, the one that includes 5, 2, 1, since it seems to give triangles
with more similar areas.

Once the triangles are identified we generate the tag by generating a black filled
square and by putting the selected triangles inside in white. We used gnuplot to
generate the tag, the code used is shown in Fig. A.2.

The obtained tag is the shown in Fig. A.3 and it can be printed used a conventional
laser printer for using it for augmented reality applications.

As mentioned the process is manual, we use the Delunay triangulation since it
tends to give equilateral triangles, since all minimum internal angles are maximized,
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set terminal png size 1050,1050 #Size for the output image

set output ’tag.png’ #Name for the output image

set xrange [-15:270] #We consider a square 15 unities more than the max,

set yrange [-15:270] #this avoids triangles be sufficient far from the border.

unset xtics #Hide x axis ticks

unset ytics #Hide x axis ticks

unset border #Hide graph border

unset key #Hide graph key

set size ratio -1 #Set squared aspect ratio

#Draws black square.

set object 1 polygon from -15,-15 to 270,-15 to 270,270 to -15,270 to -15,-15

set object 1 fc rgb ’black’ fillstyle solid 1.0 border lt -1

set lmargin 4;

set rmargin 4;

set tmargin 4;

set bmargin 4;

#We define and draw first triangle

set object 2 polygon from 129.0,178.0 to 176.0,49.0 to 214.0,127.0

set object 2 fc rgb ’white’ fillstyle solid 1.0 border lc rgb ’white’

#We define and draw second triangle

set object 3 polygon from 129.0,178.0 to 206.0,159.0 to 149.0,206.0

set object 3 fc rgb ’white’ fillstyle solid 1.0 border lc rgb ’white’

#We define and draw third triangle

set object 4 polygon from 129.0,178.0 to 47.0,175.0 to 42.0,144.0

set object 4 fc rgb ’white’ fillstyle solid 1.0 border lc rgb ’white’

plot ’point.dat’ lc rgb’black’ ps 0.001 #We force gnuplot to draw a point 0,0

Figure A.2: Code for generating an Order Type tag from the definition of triangles.

Figure A.3: Instance of the proposed Order Type Tags. The tag was constructed
using the 3-th point set with cardinality 7 of the database in [1]. Point set C =
{[206, 159], [214, 127], [176, 49], [42, 144], [47, 175], [129, 178], [149, 206]}.

and also to help to visualize the possible triangles. As mentioned, the automatic OTT
generation is left for future work.

Cinvestav Computer Science department



Appendix B

The pose ambiguity problem

In this section, we describe the problem of having multiple minima in the plane-
based pose estimation problem. As described in Chapter 3, in page 27, the 3D
reconstruction problem involves different sub-problems, including the pose estimation.
Thus, if the pose estimation problem has multiple local minimums, then also the 3D
reconstruction problem does.

In the early years, the Computer Vision community thought that the pose esti-
mation from noisy measurements was a problem with a single minimum. Multiple
approaches were developed over this idea like homography decomposition methods
[34, 79] that minimized an algebraic error and PnP methods [54, 80, 81] that mini-
mized a geometric error. The latter methods work by finding an initial solution for
later refine it by minimizing a cost function through local and iterative optimiza-
tion techniques. Although the methods were theoretically correct, in practice, the
augmented reality and pose estimation implementations showed some visual discon-
tinuities (jumps) when showing virtual objects for augmented reality applications or
when tracking objects pose with a camera. Recently, the problem was studied by
Schweighofer and Pinz in [42]. Authors showed that the origin of the jumps was the
existence of more than a single local optimum in the pose estimation, specifically in
the rotation parameters. Experimentally, authors found that in general exist only
two local minimums for the pose parameters.

From this point, new methods that expect to find two local minimums have been
proposed [42, 43]. The main idea of the new approaches is to find multiple initial-
izations for later iteratively refine each of the initial solutions to a local optimum,
although in [43] a closed-form method that directly tries to reach the global mini-
mum is proposed. As the final solution, the one with the lowest cost function value
is selected, which ideally would be the global minimum.

In order to clarify the ambiguity problem, in the rest of the section, we reproduce
the results reported in [42] about the multi-modality of the pose estimation problem.

For a given plane in 3D scene and its projection on image space, there is a correct
pose associated, the ground truth. This pose depends on the six parameters (three
rotation angles and the translation vector with three elements) as well as the intrinsic
camera parameters. If we assume to know priorly all the pose parameters, except one
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of them (a rotation angle), then the task is to estimate the value for that unknown
angle.

To observe the two local optimums we set a synthetic scene. We use a planar
pattern (four points forming a square with two units per side and centered at the
centroid). We generated 6 images using constant intrinsic and extrinsic camera pa-
rameters, except for the distance from the camera to the tag (the t3 parameter). We
set the camera intrinsic and extrinsic parameters as shown in Tab. B.1, and we vary
t3 from 5.5 to 10.5 in increments of one unit to obtain the six images.

Table B.1: Scene intrinsic and extrinsic parameters for the performed experiments.
Intrinsic Extrinsic

fx 1000 θ1 0◦

fy 1000 θ2 50◦

s 0 θ3 0◦

u0 320 t1 0
v0 240 t2 0

Image size 640× 480

For each image we assume we don’t know the real value of θ2 and we look for it in
exhaustively form. We try each possible value of θ2 from −100◦ to −100◦ in changes
of one degree. For each value of θ2 we project the square model to image to compute
the squared reprojection error of the four points. The result of this experiment is
shown in Fig. B.1.

The results in Fig. B.1 show that squared reprojection error at the ground truth
value, θ2 = 50◦, is close to zero (1.9698), despite that it there exits other local
optimum with a higher reprojection error. The value for the second local optima of
θ2 for each of the six images is shown in Tab. B.2. The other local optimum has
a higher reprojection error than the ground truth, but it is reduced as long as t3
increases, this is because at farther distances, the reprojection of the model is shown
in a smaller area of the image, thus errors are smaller too. In Fig. B.2 we show the
reprojection of the ground truth (red) and the incorrect local optimum (dotted green)
for t3 = 5.5. As shown in Fig. B.2, the other local optimum comes from the fact that
corresponding corners of the image and the reprojected square seem to be near at the
negative value of θ2 but far from the ground truth solution.

As complementary experiment we repeated the experiment to search not only for
the θ2 parameter but also for the θ1. We set the distance from camera to the model
to t3 = 5.5 and we maintained the same parameters in Tab. B.1, except for θ1 and θ2.

Table B.2: Local optima for each value of t.
t 5.5 6.5 7.5 8.5 9.5 10.5

Local optimum -45 -47 -49 -50 -48 -50
Squared reprojection error 14 728 7 517.3 4 222.9 2 556.0 1 618.8 1 090.0
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Figure B.1: Squared reprojection error associated to the different values of θ2 for
different values of t3.
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Figure B.2: Global optimum at θ2 = 50◦, the local optimum at θ2 = −47◦.
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Similarly to the previous experiment we varied θ1 and θ2 in the interval [−100, 100]
in steps of one degree and we compute the squared reprojection error for each pair
of values. The result of this experiment is shown in Fig. B.3. In the figure two local
optimums are also observable, one at the ground truth {θ1 = 0◦, θ2 = 50◦} where the
squared reprojection error is 4.8805, and the other at {θ1 = −1◦, θ2 = −45◦} with
squared reprojection error of 1465.1. Visually, the comparative between incorrect
local optimum and the ground truth is very similar to the shown in Fig. B.2 since the
result obtained in the both performed experiments is differs in at most two degrees.
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Figure B.3: Visualization of the two local optimums. Global optimum at {θ1 =
0◦, θ2 = 50◦}, the local optimum at {θ1 = 1◦, θ2 = −45◦}.

As shown in the results of the performed experiments, there exist two local optima
for the solution to the pose estimation problem from planes. The obtained results
coincide with the reported in [42]. This have some implications for the problem we
are dealing with for several reasons. First, the pose estimation is one of the prob-
lems we solve simultaneously through Differential evolution. If the pose estimation
problem have multiple minima, thus the 3D reconstruction also does. Second, in
our approach of Chapter 3 we require to optimize simultaneously the pose for three
images. If there exist two local optima for each image, then it is possible that the
search space could have at least six local optima, just considering the rotation pa-
rameters of the image poses. Third, the nature of the problem serves as justification
for using Differential Evolution as optimization technique, even thought, knowing the
structure of the problem can be very useful for developing more efficient methods to
solve the simultaneous self-calibration, pose estimation and model reconstruction as
future work.
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B.1 Pose precision

In this section we study the impact of using the OT instances point sets to compute
the camera pose instead of using the four points arranged in a square as most of
other tags do [82, 83, 84]. In literature, the methods to solve the pose estimation
problem, PnP, homography decomposition (HD) and others [42, 43], all of them
allow to estimate the pose from planar tags with at least four points. In augmented
reality it is very common to find tags, fiducials, or camera calibration patterns that
are given as planar squared objects. For this reason, most of applications and existing
works, usually estimate the pose by using the four corners of these objects. When
the problem is treated as a least-squares problem, as it occurs in the HD methods,
it is expectable that increasing the number of points to solve the problem (assuming
no outliers) we can obtain more accurate estimations. In this thesis we propose to
use OT instances to perform automatic identification, point matching and also for
camera pose estimation. As mentioned in Sec. 4, we propose to use point sets given
on a plane with cardinality greater or equal than five. For this reason we present
an analysis about using OT instances as model instead of the four corner points of
a squared model. For our analysis we quantify the precision, specially when using
images taken from long distances from camera to the target, since the precision tends
to be less accurate as the distance increases. We analyze the effect of image noise
in the generated experiments, and also the effect of the points distribution over the
pose precision.

For our experiments we use two state of the art algorithms for pose estimation.
The first (RPP) is the proposed in [42], which is an iterative pose estimation method
that already considers the existence of two local optima, in such way that the global
optimum is guaranteed. The other method (IPPE) is the proposed in [43], this is a
non-iterative method that also considers the local optima.

For our analysis we performed four experiments with the base camera and scene
configurations shown in Tab. B.3.

Table B.3: Base scene for the performed pose precision analysis.
Tag size (Model size) 1× 1 a.u.

Rotation parameters θ1 = 0◦, θ2 = −50◦, θ3 = 90◦, R = Rz(θ3)Ry(θ2)Rz(θ1)

Translation parameters t = [0, 0, 9]T

Camera parameters: f = 700, o = 0.0, u0 = 340, v0 = 240

Images size 640× 480 pixels

Noise Isotropic normal distribution with mean [0, 0], and σ = 1
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We compare the pose precision in the same scene but changing the number of
points used to estimate the pose as well as their distribution. The sets of points and
the distributions used for the experiment are shown in Fig. B.4.
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Figure B.4: Set of points user for the pose precision experiments. Different number
of points and different distributions.

For each set of points, we fixed the scene configuration of Tab. B.3, except the
θ1 rotation angle. We varied θ1 from 0◦ to 180◦ in steps of 1◦ and we repeated
the experiment 30 times. In some experiment instances, due to the added noise in
the image coordinates, and due to the considerable distance from the camera to the
targe, the correct pose is not estimated correctly. For each experiment instance, if
the angular error with respect to the ground truth pose is less than five degrees, the
pose estimation is considered as a successful pose estimation.

The global results of all the performed experiments is shown in Tab. B.4. We show
the success percentage for the RPP and the IPPE methods. Additionally, we consider
the methods coincidence percentage, i.e., if the RPP and the IPPE methods, for the
same experiment instance return the same estimation with an angular error less than
five degrees, then the solutions are considered as coincidence. If the coincidence is
additionally succesfull (less than five degrees with respect to the ground truth pose)
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then, we detone the estimation as a successul coincidence.

Table B.4: Global results for the performed results.
RPP IPPE Coincidence % Success coincidence %

Set of points a)
Success % 99.226 99.226 100 99.2265

Angular error mean 1.6858◦ 1.6816◦

Set of points b)
Success % 97.7348 97.5322 99.3554 97.3112

Angular error 1.7357 1.7342
Set of points c)

Success % 98.5635 98.1952 99.1529 97.9558
Angular error 1.6949 1.6923

Set of points d)
Success % 88.1400 86.1142 93.3333 83.7937

Angular error 2.2465 2.2367

A complementary perspective of the results is given in Fig. B.5 for the four, five,
six, and seven points respectively. In the graphs we show the success percentage for
the RPP, the IPPE methods, as well as the success coincidence percentage for each
value of θ1.

B.2 Results

In the results in Tab. B.4, we observe that the success percentage obtained with
the RPP and the IPPE methods is very similar, and in three of the four cases, the
angular error is bellow 1.8 degrees with success percentages above the 95%. This
means that both methods, in most of the times, return the same pose estimation, as
shown in the coincidence column with coincidence above 99% for three of the four
set of points. Both methods also return good estimations, as shown in the success
coincidence column. In three of the four cases the success 97% of the estimations
were successful, except for the case d) with the 83.79%.

A similar behavior is observed in the Fig. B.5. In the plots corresponding to the
set of points a), b), and c) we observe that both RPP and IPPE have very similar
success percentages for all values of θ1.

The greater success percentage, as well as the lowest angular error is obtained
with the set of points a), the corresponding to the squared model with four points at
the corners. In this sense, the second best results are obtained with the set of points
c). The third best result is obtained with the set of points b) and the worst with the
d).
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Figure B.5: Results for the pose precision. a) Results using the point set with four
points. b) Results using the point set with five points. b) Results using the point set
with six points. b) Results using the point set with seven points.

B.3 Discussion

We associate the results with the points distribution, to explain this hypothesis, lets
analyze the following case. Let a model to be conformed by seven points, the first
four (P1, P2, P3, and P4) at the corners of a square conforming the convex hull and
the last three (P5, P6, and P7) inside the convex hull. If at least three points in
the model define a small area in the model, then this three points will also tend to
generate a small area in the image. If points in image define small areas, a pixel of
noise will produce a greater estimation error, than the error that could be obtained
when using model points with larger distances/areas (See Fig. B.6).

Since the pose is estimated using the complete set of points, the ones at the convex
hull (externals) and the ones inside the convex hull (internals), and since that in the
estimation all the points contribute equally in the pose estimation. If the number
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1 pix. α

β

Figure B.6: Noise effect on points with distinct distances. Three points in left, center
and right. The two left points are displaced by noise to the blue positions. The error
angles is lower as distance increases, α < β. Greater angle errors, are propagated in
greater pose estimation errors.

of internal points is greater than the externals, the pose estimation will be solved in
greater proportion with the information from the internal points, what will produce
greater estimation errors. This hypothesis matches with the results in Tab. B.4, and
we could expect to have better pose estimations if using the four corner points, as
well as additional points on the squared border.

The point identification and the points matching capabilities of using OT instances
are features that are not possible to obtain by using only four corners of a squared
model. The fact that many of OT instances have multiple internal points, along with
the analysis performed in this section, allow us to infer that using only OT instances
points to estimate the pose will come with an associated error. To reduce this effect,
it could be useful to design a tag that also exploits the corners of a squared model
border to estimate the camera pose when using OTTs.
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Zimmermann. Mpfr: A multiple-precision binary floating-point library with cor-
rect rounding. ACM Trans. Math. Softw., 33(2), June 2007.

[58] K. Price, R.M. Storn, and J.A. Lampinen. Differential Evolution: A Practical
Approach to Global Optimization. Natural Computing Series. Springer Berlin
Heidelberg, 2006.

[59] Rainer Storn and Kenneth Price. Differential evolution – a simple and efficient
heuristic for global optimization over continuous spaces. Journal of Global Op-
timization, 11:341–359, December 1997. 10.1023/A:1008202821328.

[60] K. Zielinski and R Laur. Stopping Criteria for Differential Evolution in Con-
strained Single-Objective Optimization, pages 111–138. Springer Berlin Heidel-
berg, Berlin, Heidelberg, 2008.

[61] J. Brest, S. Greiner, B. Boskovic, M. Mernik, and V. Zumer. Self-adapting
control parameters in differential evolution: A comparative study on numer-
ical benchmark problems. IEEE Transactions on Evolutionary Computation,
10(6):646–657, Dec 2006.

[62] J. Ronkkonen, S. Kukkonen, and K. V. Price. Real-parameter optimization with
differential evolution. In 2005 IEEE Congress on Evolutionary Computation,
volume 1, pages 506–513 Vol.1, Sept 2005.

[63] Jaros llaw Arabas, Adam Szczepankiewicz, and Tomasz Wroniak. Experimental
comparison of methods to handle boundary constraints in differential evolution.
In Robert Schaefer, Carlos Cotta, Joanna Ko lodziej, and Günter Rudolph, ed-
itors, Parallel Problem Solving from Nature, PPSN XI, pages 411–420, Berlin,
Heidelberg, 2010. Springer Berlin Heidelberg.

[64] S.J. Ahn, W. Rauh, and H.J. Warnecke. Least-squares orthogonal distances
fitting of circle, sphere, ellipse, hyperbola, and parabola. Pattern Recognition,
34(12):2283–2303, January 2001.

[65] Oxford University. Visual geometry group datasets, 2015. http://www.robots.
ox.ac.uk/~vgg/data/data-mview.html.

[66] R. M. Mersereau and A. V. Oppenheim. Digital reconstruction of multidimen-
sional signals from their projections. Proceedings of the IEEE, 62(10):1319–1338,
Oct 1974.

[67] A. Punjani, M. A. Brubaker, and D. J. Fleet. Building proteins in a day: Efficient
3d molecular structure estimation with electron cryomicroscopy. IEEE Transac-
tions on Pattern Analysis and Machine Intelligence, 39(4):706–718, April 2017.

Cinvestav Computer Science department

http://www.robots.ox.ac.uk/~vgg/data/data-mview.html
http://www.robots.ox.ac.uk/~vgg/data/data-mview.html


BIBLIOGRAPHY 125

[68] E. E. Hemayed. A survey of camera self-calibration. In Proceedings of the IEEE
Conference on Advanced Video and Signal Based Surveillance, 2003., pages 351–
357, July 2003.

[69] Luis Gerardo de la Fraga and Oliver Schütze. Direct calibration by fitting of
cuboids to a single image using differential evolution. International Journal of
Computer Vision, 81(2):119–127, Feb 2009.

[70] Greg Aloupis, John Iacono, Stefan Langerman, Özgür Özkan, and Stefanie
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