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Resumen

Se presenta una exposición esencialmente autocontenida de la teoŕıa clásica de Hodge
sobre variedades Riemanianas y Kählerianas compactas sin frontera; para después exten-
der la descomposición de Hodge a variedades q-convexas no compactas. En el primer
caṕıtulo se estudian las bases de la geometŕıa compleja. En el segundo se demuestra la
descomposición de Hodge y otros teoremas concernientes a la cohomoloǵıa de variedades
Kählerianas. Por último se presenta la noción de espacios q-convexos y se estudian ciertas
propiedades de estos.
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Abstract

We present an almost-self-contained exposition of the classic Hodge theory for compact
Riemannian and Kählerian manifolds with no boundaries. Thereafter, we study Hodge
decomposition over non-compact q-convex manifolds. In Chapter 1 we study the founda-
tions of complex geometry. In Chapter 2 we prove the Hodge decomposition and other
important theorems concerning the cohomology of kählerian manifolds. Finally, in the
last chapter we expose the notions of q-convex spaces and certain properties of them.
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Introduction

The goal of this work is to give an extensive almost self contained and detailed exposition
of the principal cohomology groups in Kähler manifolds. All the manifolds are supposed
to be compact in the first part of the thesis; and in the second part we ask for additional
properties in order to obtain similar results without the compactness assumption.

Consider a Riemannian manifold X and a Euclidean or Hermitian bundle E over X.
We assume that E is equipped with a connection D compatible with the metric. In
particular, recall that a connection is a differential operator analogous to the exterior dif-
ferentiation acting on forms of arbitrary degree and with values in E. The most important
point is that any connections satisfies and which satisfies the Leibniz rule for the exterior
product. The Laplace-Beltrami operator is then defined as the self-adjoint differential
operator of second order ∆E = DED

∗
E +D∗EDE, where D∗E is the Hilbert space adjoint of

DE. One easily shows that ∆E is an elliptic operator. The finiteness theorem for elliptic
operators then shows that the space H q(X,E) of harmonic q-forms with values in E is
finite dimensional, if X is compact (we say that a form u is harmonic if ∆u = 0). If we
assume in addition that the connection satisfies D2

E = 0, the operator DE acting on forms
of all degrees defines a complex called the de Rham complex with values in the local sys-
tem of coefficients defined by E. The corresponding cohomology groups will be denoted
by Hq

DR(X,E). The fundamental observation of Hodge theory is that any cohomology
class contains a unique harmonic representative element, because X is compact. It then
leads to an isomorphism, called the Hodge isomorphism

Hq
DR(X,E) ∼= H q

DR(X,E) (1)

When the manifold X and the bundle E are holomorphic, there exists a canonical co-
nnection DE called the Chern connection, which is compatible with the Hermitian metric
on E and has the following properties: DE splits into a sum DE = D′E + D′′E of a
connection D′E of type (1, 0) and a connection D′′E of type (0, 1), such that D′2E = D′′2E = 0
and D′ED

′′
E + D′′ED

′
E = Θ(E) (the Chern curvature tensor of the bundle). The operator

D′′E acting on the forms of bidegree (p, q) then defines for fixed p, a complex called the
Dolbeault complex. When X is compact, the Dolbeault cohomology groups Hp,q(X,E)

xiii



xiv INTRODUCCIÓN

satisfy a Hodge isomorphism analogous to (1), namely

Hp,q(X,E) ∼= H p,q(X,E), (2)

where H p,q(X,E) denotes the space of harmonic (p, q)-forms with values in E, relative
to the anti-holomorphic Laplacian ∆′′E = D′′ED

′′∗
E + D′′∗E D

′′
E. By using this latter result,

one easily proves the Serre duality theorem

Hp,q(X,E)∗ = Hn−p,n−q(X,E∗), n = dimCX, (3)

which is the complex version of the Poincaré duality theorem. The central theorem
of Hodge theory concerns compact Kähler manifolds: A Hermitian manifold (X,ω) is
called Kählerian if the Hermitian (1, 1)-form ω = i

∑
j,k ωjk dzj ∧ dzk satisfies dω = 0. A

fundamental example of a compact Kählerian manifold is given by the projective algebraic
manifolds. If X is compact Kählerian and if E is a local system of coefficients on X, the
Hodge decomposition theorem asserts that

Hk
DR(X,E) =

⊕
p+q=k

Hp,q(X,E) (Hodge decomposition) (4)

Hp,q(X,E) ∼= Hq,p(X,E∗) (Hodge symmetry) (5)

The intrinsic character of these decompositions will be shown in this work, via the the
Bott-Chern cohomology groups (also called ∂∂-cohomology groups). Different cohomo-
logical properties of compact Kähler manifolds are obtained by means of the primitive
decomposition and the Hard Lefschetz theorems (which is in turn the result of the exis-
tence of an sl(2) action on harmonic forms )

In the second part of the thesis, we give a brief exposition of plurisubharmonic func-
tions. We firstly present and study the harmonic and subharmonic functions and its
properties. We also introduce the concept of a domain of holomorphy and give a list of
equivalent characterizations. The main objective is to define the the domains of holomor-
phy D as those which has a plurisubharmonic exhausting function.

Then, we introduce the concepts of a ringed space and of a complex model space, in
order to define a complex space. We discuss certain properties of these spaces.

Next, we introduce the concept of a strongly q-complete subvariety of a complex an-
alytic space and we show that they have a fundamental system of strongly q-complete
neighborhoods. As a consequence, a Demailly’s proof of Ohsawa’s result is presented: ev-
ery non compact irreducible n-dimensional analytic space is strongly n-complete. Finally,
it is shown that L2-cohomology theory readily implies both, Ohsawa’s Hodge decomposi-
tion and the Lefschetz isomorphism theorems for absolutely q-convex manifolds.

Certain methods exposed here are widely used nowadays in research in the field of
complex geometry, such as the modifications of Kähler metrics and use of the geometry of

Hodge decomposition for absolutely q-convex manifolds xiv RODOLFO AGUILAR
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the manifolds to obtain properties in the cohomology. One is in particular interested in
deducing vanishing theorems. So we intent here to give a background to the use of these
techniques for further research in the area of complex geometry.

RODOLFO AGUILAR xv Hodge decomposition for absolutely q-convex manifolds
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Chapter 1

Preliminaries

In this chapter, we introduce and study the notion of a complex structure on a diffe-
rentiable manifold. A complex manifold X of (complex) dimension n is a differentiable
manifold locally equipped with a complex-valued coordinates (called holomorphic coordi-
nates) z1, . . . , zn, such that the diffeomorphisms from an open set of Cn to an open set of
Cn given by coordinate changes are biholomorphic.

1.1 Manifolds and vector bundles

A topological manifold is a topological space X equipped with a covering by open sets
Ui, which are homeomorphic, via maps φi called local charts, to open sets of Rn. One can
show [Mil65] that such an n is necessarily independent of the index i when X is connected;
n is then called the dimension of X.

Definition 1.1.1. A C k differentiable manifold is a topological manifold equipped with a
system of local charts φi : Ui → Rn such that the open sets Ui cover X,each φi is bijective
onto its image, and the change of chart morphisms

φj ◦ φ−1
i : φi(Ui ∩ Uj)→ φj(Ui ∩ Uj)

are all differentiable bijections of class C k.

Definition 1.1.2. A C k differentiable function on such a manifold, or on a open set, is
any function f such that for each Ui, the composition f ◦φ−1

i is differentiable of class C k.

A real, respectively complex, topological vector bundle of rank m over a topological space
X is a topological space E equipped with a map π : E → X such that there exists an
open cover {Ui} of X, where we have “local trivialisation” homeomorphisms

τi : π−1(Ui) ∼= Ui × Rm( resp. Ui × Cm)

1



2 CHAPTER 1. PRELIMINARIES

such that {π−1(Ui)} is an open cover of E and:

1. We have

pr1 ◦ τi = π

on π−1(Ui), where pr1(x, y) = x is the projection on the first coordinate.

2. The transition functions

τj ◦ τ−1
i : τi(π

−1(Ui ∩ Uj))→ τj(π
−1(Ui ∩ Uj))

are continuous on the first variable and R-linear (resp. C-linear) on the second
variable, i.e. on each fibre u× Rm, (res. u× Cm). Such a transformation

Ui ∩ Uj × Rm → Ui ∩ Uj × Rm

must respect the first projection, by condition 1 above, and thus the second entry
is described by a real matrix of type (m,m), whose coefficients, by continuity, are
continuous functions of the first variable u ∈ Ui∩Uj. (In the complex case, we must
consider complex matrices.) These matrices are called transition matrices.

Definition 1.1.3. Given a C k differentiable manifold X, a vector bundle E over X is
equipped with a C k differentiable structure if and only if we are can give local trivialisations
whose transition matrices are C k.

Remark 1.1.4. The bundle E is then equipped with the structure of a C k manifold for
which π is C k, as well as the local trivialisations τi.

A section of a vector bundle E
π→ X is a map σ : X → E such that π ◦ σ = Idx. This

section is said to be continuous, resp. differentiable, or C k differentiable, if σ is so. If
π : E → X is a vector bundle and x ∈ X, we write Ex := π−1(x) and it is called the fibre
over x. It is canonically a vector space with a structure given by any of the trivialisations
of E in the neighbourhood of x.

A vector bundle π : E → X is said to be trivial if it admits a global trivialisation
φ : E ∼= X × Rn. Equivalently, E must admit n global sections which provide a basis
of the fibre Ex at each point x ∈ X. These sections are given by σ = φ−1 ◦ êi, where
êi : X → X × Rn is given by êi(x) = (x, ei), where the ei form the standard basis of Rn.
Let U be an open subset of X. A frame for E over U is a set of n sections {s1, . . . , sn},
such that {s1(x), . . . , sr(x)} is a basis for Ex for any x ∈ U . Any vector bundle E admits
a frame in some neighbourhood of any given point in the base space, constructed just as
before for the global sections but in a given trivialisation.

Hodge decomposition for absolutely q-convex manifolds 2 RODOLFO AGUILAR



CHAPTER 1. PRELIMINARIES 3

Definition 1.1.5. Let E →M be a vector bundle. An Euclidean metric (resp. Hermitian)
of class C∞ over E is an inner product (resp. hermitian inner product) on each fiber Ex
of E, varying smoothly with x ∈ M . i.e. such that if e = (e1, . . . , ek) is a frame for E,
then the functions

hij(x) = (ei(x), ej(x))

are C∞. A frame e for E is called unitary if e1(x), . . . , ek(x) is an orthonormal basis for
Ex for each x; unitary frames always exist locally, since we can take any frame and apply
the Gram-Schmidt process.

Let πE : E → X and πF : F → X be vector bundles over X. A morphism φ : E → F
of vector bundles is a continuous map such that πF ◦φ = πE, and φ is linear on each fibre.
This means that in local trivialisations, φ becomes linear (C-linear in the case of complex
bundles) on the fibres u×Rm; this definition is independent of the choice of the open set
containing u ∈ X, since the transition functions are also linear on the fibres. We have an
analogous definition for differentiable bundles, but in this case φ is also C k.

Given a vector bundle E, we can define its dual E∗ and its exterior powers
∧k E,

which are differentiable of the same class as E. The points of E∗ are the linear forms
acting on the fibres of πE : E → X. The vector bundle E∗ admits a natural trivialisation
when E is trivialised, this is

τ ∗i : π−1
E∗(Ui)

∼= Ui × (Rm)∗ (resp. Ui × (Cm)∗)

with the same open cover {Ui}. The transition matrices of E∗ are the inverses of the
transposes of the transitions matrices of E. Similarly, the points of

∧k E can be identified
with the alternating k-linear forms acting on the fibres of πE∗ : E∗ → X.

1.2 The tangent bundle

If X is a C k differentiable manifold, the tangent bundle TX of X is a C k−1 differentiable
bundle of rank n = dimX which we can define as follows. If X is covered by open sets Ui
equipped with C k diffeomorphisms φi to open sets of Rn, then TX is covered by open sets
Ui×Rn, where the identifications (or transition morphisms) between Ui∩Uj×Rn ⊂ Ui×Rn

and Ui ∩ Uj × Rn ⊂ Uj × Rn are given by

(u, v) 7→ (u, φij∗(v)).

Here φij = φj ◦ φ−1
i is the transition diffeomorphism between the open sets φi(Ui ∩ Uj)

and φj(Ui ∩ Uj) of Rn, and φij∗ is its Jacobian matrix at the point u. A section of the
tangent bundle of a differentiable manifold is called a vector field.

RODOLFO AGUILAR 3 Hodge decomposition for absolutely q-convex manifolds



4 CHAPTER 1. PRELIMINARIES

There exist two intrinsic ways of describing the elements of the tangent bundle. The
points of the tangent bundle can be identified with equivalence classes of differentiable
maps γ : [−ε, ε]→ X (for an ε ∈ R, ε > 0 varying with γ) for the equivalence relation

γ1 ≡ γ2 ⇐⇒ γ1(0) = γ2(0),
d

dt
γ1|t=0 =

d

dt
γ2|t=0.

The second equality in this definitions makes sense in any local chart for the neighbour-
hood of γ(0). We call these equivalence classes “jets of order 1”. To check that the set
defined in this way has the structure of the vector bundle introduced earlier, it suffices
to note that the jets of order 1 of an open set U of Rn can be identified, via the map
γ 7→ (γ(0),

.
γ(0)), with U × Rn, and that a diffeomorphism ψ : U ∼= V between two open

sets of Rn induces the isomorphism (ψ, ψ∗) between the spaces of jets of order 1 of U and
V .

Another definition of the tangent vectors, i.e. of the elements of the tangent bundle,
consists in identifying them with the derivations of the algebra of the real differentiable
functions on X with values in R supported at a point x ∈ X. This means that we consider
the linear maps

ψ : C 1(X)→ R
satisfying Leibniz rule

ψ(fg) = f(x)ψ(g) + g(x)ψ(f)

for a point x ∈ X. The equivalence between the two definitions is realised by the map
which to a jet γ associates the derivation ψγ(f) = d(f◦γ)

dt
|t=0.

Definition 1.2.1. A differential form of degree k is a section of
∧k(TX)∗, the k-antisymmetric

linear functions defined on the cotangent bundle.

In general, we write
∧1 T ∗X,R for the bundle of real differential 1-forms, and

∧1 T ∗X,C =
Hom(TX ,C) for its complexification, this is its tensor product with C. Similarly, the
bundle of real (resp. complex) k-forms is written

∧k T ∗X,R (resp.
∧k T ∗X,C). We see

immediately that if f is a real C k differentiable function on X, then df is a C k−1 section
of
∧
T ∗X,R. We also see that if x1, . . . , xn are local coordinates defined on an open set

U ⊂ X, we have for any x ∈ U , the n derivations

∂

∂x1

∣∣
x
, . . . ,

∂

∂xn

∣∣
x

defined by
∂

∂xi

∣∣
x
f =

∂f

∂xi
(x)

these form a basis for the fibre TX at x, then the dxI = dxx1 ∧ . . . ∧ dxik , 1 ≤ i1 < . . . <
ik ≤ n provide a basis of the fibre of

∧1 T ∗X,R, at each point of the open set U . Indeed
by the definition of TX , the coordinates xi provide a local trivialisation of TX , where the
corresponding local basis is given at each point x ∈ U by the derivations ∂

∂xi
|x. The dxi

simply form the dual basis of
∧1 T ∗X,R at each point of U .

Hodge decomposition for absolutely q-convex manifolds 4 RODOLFO AGUILAR
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1.3 Complex manifolds

Definition 1.3.1. Let U ⊂ Cn be an open subset and let f : U → C be a continuously
differentiable function. Then f is said to be holomorphic if

∂f

∂z̄i
= 0 for i = 1, . . . , n.

Let X be a differentiable manifold of dimension 2n.

Definition 1.3.2. We say that X is equipped with a complex structure if X is covered by
open sets Ui which are diffeomorphic, via maps called φi, to open sets of Cn, in such a
way that the transition diffeomorphisms

φj ◦ φ−1
i : φi(Ui ∩ Uj)→ φj(Ui ◦ Uj)

are holomorphic functions.

The (complex) dimension of X is by definition equal to n. On a complex manifold, a
map f with values in C defined on an open set U is said to be holomorphic if f ◦ φ−1

i is
holomorphic on φi(U ∩ Ui). Once again, this definition does not depend on the choice of
chart, since the change of chart morphisms is holomorphic and compositions of holomor-
phic functions are also holomorphic.

We will give some examples

Example 1.3.3. The complex projective space Pn := PnC is the most important compact
complex manifold. By definition, Pn is the set of lines in Cn+1 or equivalently

Pn = (Cn+1 \ {0})/C∗,

where C∗ acts by multiplication on Cn+1. The points of Pn are written as (zo : z1 : . . . : zn).
Here, the notation intends to indicate that for a λ ∈ C∗ the two points (λz0 : λz1 : . . . : λzn)
and (z0 : z1 : . . . : zn) define the same point in Pn. Only the origin (0, . . . , 0) does not
define a point in Pn.

The standard open covering of Pn is given by the n+ 1 open subsets

Ui := {(z0 : . . . : zn)|zi 6= 0} ⊂ Pn.

If Pn is endowed with the quotient topology via

π : Cn+1 \ {0} −→ (Cn+1 \ {0})/C∗ = Pn,

then the Ui’s are indeed open.

RODOLFO AGUILAR 5 Hodge decomposition for absolutely q-convex manifolds



6 CHAPTER 1. PRELIMINARIES

Consider the bijective maps

φi : Ui −→ Cn, (z0 : . . . : zn) 7→ (
z0

zi
, . . . ,

zi−1

zi
,
zi+1

zi
, . . . ,

zn
zi

)

which is well defined. For the transition maps φij := φi ◦ φ−1
j : φj(UI ∩ Uj)→ φi(Ui ∩ Uj)

one has

φij(w1, . . . , wn) =

(
w1

wi
. . . ,

wi−1

wi
.
wi+1

wi
, . . . ,

wj−1

wi
,

1

wi
,
wj
wi
, . . . ,

wn
wi

)
.

Note that φj(Ui ∩ Uj) = Cn \ Z(wi), where Z(wi) is the set where wi equals zero. These
maps are obviously bijective and holomorphic.

There is a more elegant way to describe the transition functions. Namely, we may
identify φi(Ui) with the affine subspace {(z0, . . . , zn)|zi = 1} ⊂ Cn+1. Then φj(Ui ∩ Uj) =
{(z0, . . . , zn)|zj = 1, zi 6= 0} and φij(z0, . . . , zn) = z−1

i · (z0, . . . , zn).

Example 1.3.4 (Complex tori). Let X be the quotient Cn/Z2n, where Z2n ⊂ R2n = Cn

is the natural inclusion. Then X can be endowed with the quotient topology of π : Cn →
Cn/Z2n = X. If U ⊂ Cn is a small open subset such that (U+(a1+ib1, . . . , an+ibn))∩U =
∅ for all 0 6= (a1, b1, . . . , an, bn) ∈ Z2n, then U → π(U) is bijective. Covering X by those
provides a holomorphic atlas of X. The transition functions are just translations by vectors
in Z2n. Explicitly, if z ∈ Cn, then the polydis U = Bε(z) with ε = (1/2, . . . , 1/2) has the
above property.

We can also define the notion of a holomorphic vector bundle.

Definition 1.3.5. A differentiable complex vector bundle, this is that its fibres are C-vector
spaces, πE : E → X over a complex manifold X is said to be equipped with a holomorphic
structure if we have trivialisations

τi : π−1
i (Ui) ∼= Ui × Cn

such that the transition matrices τij = τj ◦ τ−1
i have holomorphic coefficients.

The above trivialisations will be called “holomorphic trivialisations”. If E is a holo-
morphic vector bundle, E is in particular a complex manifold such that the projection
πE is holomorphic. Indeed we can assume, in the definition above, that the sets Ui are
charts, i.e. identified via φi with open sets of Cn; then the (φi × IdCn) ◦ τi give charts for
E whose transition functions are clearly holomorphic.

A holomorphic section of a holomorphic vector bundle πE : E → X over an open
set U of X is a section s : X → E of πE which is a holomorphic map. For example,
a holomorphic local trivialisation τi of E as above is given by the choice of a family of
holomorphic sections of E, whose values at each point u of Ui form a basis of the fibre Eu
over C.

Hodge decomposition for absolutely q-convex manifolds 6 RODOLFO AGUILAR



CHAPTER 1. PRELIMINARIES 7

Example 1.3.6 (The holomorphic tangent bundle). This bundle is defined exactly like the
real tangent bundle of a differentiable manifold. Given a system of charts φ : Ui ∼= Vi ⊂
Cn, we define TX as the union of the Ui×Cn, glued by identifying Ui∩Uj×Cn ⊂ Ui×Cn

and Ui ∩ Uj × Cn ⊂ Uj × Cn via

(u, v) 7→ (u, φij∗(v)).

Here the holomorphic Jacobian matrix φij∗ is the matrix with holomorphic coefficients
∂φkij
∂zl

(u), where φij = φj ◦ φ−1
i , and the operator ∂

∂zl
is defined as

∂

∂zl
=

1

2
(
∂

∂xl
− i ∂

∂yl
).

We can also, as in section 1.2, define the holomorphic tangent bundle as the set of complex-
valued derivations of the C-algebra of holomorphic functions, or as the set of jets of order
1 of holomorphic maps from the complex disk to X.

1.4 Integrability of almost complex structures

In the following, V shall denote a finite-even-dimensional real vector space.

Definition 1.4.1. An endomorphism I : V → V with I2 = − Id is called an almost
complex structure on V .

Clearly, if I is an almost complex structure then I ∈ Gl(V ), the general linear group,
this is I is invertible. If V is the real vector space underlying a complex vector space then
v 7→ i · v defines an almost complex structure I on V in the following way, if zj = xj + iyj
then

i


x1

y1
...
xn
yn

 =


−y1

x1
...
−yn
xn


. The converse holds true as well:

Lemma 1.4.2. If I is an almost complex structure on a real vector space V , then V
admits in a natural way the structure of a complex vector space.

Proof. The C-module structure on V is defined by (a + ib) · v = a · v + b · I(v), where
a, b ∈ R. The R-linearity of I and the assumption I2 = − Id yield ((a+ ib)(c+ id)) · v =
(a+ ib)((c+ id) · v) and in particular i(i · v) = −v.

RODOLFO AGUILAR 7 Hodge decomposition for absolutely q-convex manifolds
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Thus, almost complex structures and complex structures are equivalent notions for
vector spaces. In particular, an almost complex structure can only exist on an even
dimensional real vector space.

Corollary 1.4.3. Any almost complex structure on V induces a natural orientation on
V .

Proof. Using the lemma, the assertion reduces to the statement that the real vector space
Cn admits a natural orientation. We may assume n = 1 and use the orientation given
by the basis (1, i). The orientation is well-defined, as it does not change under C-linear
automorphisms.

For a real vector space V the complex vector space V ⊗R C is denoted by VC and it is
called the complexification of V . Thus, the real vector space V is naturally contained in
the complex vector space VC via the map v 7→ v⊗ 1. V is then called the real part of the
complexification VC. Moreover, V ⊂ VC is the part that is left invariant under complex
conjugation on VC, which is defined by ( ¯v ⊗ λ) := v ⊗ λ for all v ∈ V and λ ∈ C.

Suppose that V is endowed with an almost complex structure I, then we will also
denote by I its C-linear extension to an endomorphism VC → VC. Clearly the only
eigenvalues of I on VC are ±i, because the identity I2 = − Id still holds in VC.

Definition 1.4.4. Let I be an almost complex structure on a real vector space V and let
I : VC → C be its C-linear extension. Then the ±i eigenspaces are denoted V 1,0 and V 0,1,
respectively; i.e.,

V 1,0 = {v ∈ VC|I(v) = i · v} and V 0,1 = {v ∈ VC |I(v) = −i · v}

Lemma 1.4.5. Let V be a real vector space endowed with an almost complex structure I.
Then

VC = V 1,0 ⊕ V 0,1

Complex conjugation on VC induces an R-linear isomorphism between V 1,0 and V 0,1.

Proof. Notice that V 1,0 ∩ V 0,1 = 0, because v = 0 is the only vector in VC which satisfies
iv = −iv. Hence, the canonical map

V 1,0 ⊕ V 0,1 → VC

(v, w) 7→ v + w

is injective. The first assertion follows from the existence of the inverse map

v 7→ 1

2
(v − iI(v))⊕ 1

2
(v + iI(v)).

Hodge decomposition for absolutely q-convex manifolds 8 RODOLFO AGUILAR
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Because of I(v ∓ iI(v)) = I(v)± iv = ±i(v ∓ iI(v)).

For the second assertion we write v ∈ VC as v = x + iy with x, y ∈ V . Then
(v − iI(v)) = (x − iy + iI(x) + I(y)) = (v + iI(v)). Hence, complex conjugation in-
terchanges the two factors.

One should be aware of the existence of two almost complex structures of VC. One
is given by I and the other one by i. They coincide on the subspace V 1,0 but differ by
a sign on V 0,1. In V 1,0, we have I(v − iI(v)) = i(v − iI(v)), as shown in the last proof.
This is, it is equivalent to multiply for i. But as in V 0,1, I has eigenvalue −i it will differ
for a sign.

Obviously, V 1,0 and V 0,1 are complex subspaces of VC with respect to both almost
complex structures. In the sequel, we will always regard VC as the complex vector space
with respect to i. The C-linear extension of I is the additional structure that gives rise
to the above decomposition.

Lemma 1.4.6. Let V be a real vector space endowed with an almost complex structure I.
Then the dual space V ∗ = HomR(V,R) has a natural almost complex structure given by
I(f)(v) = f(I(v)). The induced decomposition on (V ∗)C = HomR(V,C) = (VC)∗ is given
by

(V ∗)1,0 = {f ∈ HomR(V,C)|f(I(v)) = if(v)} = (V 1,0)∗

(V ∗)0,1 = {f ∈ HomR(V,C)|f(I(v)) = −if(v)} = (V 0,1)∗

Also note that (V ∗)1,0 = HomC((V, I),C)

The proof is natural. Now we endow this structure to the tangent bundle of a complex
manifold.

Lex X be a complex manifold, and let φi : Ui → Cn be holomorphic local charts.
Then the real tangent bundle TUi,R can be identified, via the differential φi∗, with Ui×Cn.
Moreover, the change of chart morphisms φj ◦ φ−1

i are holomorphic by hypothesis, i.e.
have C-linear differentials, for the natural identifications:

TCn,x ∼= Cn, ∀x ∈ Cn

It follows that the R-linear operators

Ii : TUi.R → TUi,R,

identified with Id×i acting on Ui×Cn, glue together on Ui∩Uj and define a global endo-
morphism, written I, of the bundle TX,R. Obviously I satisfies the identity I2 = Id×(− Id);
thus I defines an almost complex structure on each fibre TX,x, for every fixed point x ∈ X.
The differentiability of I even shows that TX,R is thus equipped with the structure of a
differentiable complex vector bundle. This leads us to introduce the following definition.

RODOLFO AGUILAR 9 Hodge decomposition for absolutely q-convex manifolds



10 CHAPTER 1. PRELIMINARIES

Definition 1.4.7. An almost complex structure on a differentiable manifold is an endo-
morphism I of TX,R such that I2 = − Id; I2 = Id×(− Id); i.e. I2(x.v) = (x,−v) equiva-
lently, it is the structure of a complex vector bundle on TX,R.

We saw that a complex structure on X naturally induces an almost complex structure.

Definition 1.4.8. An almost complex structure I on a manifold X is said to be integrable
if there exists a complex structure on X which induces I.

In the case of a complex manifold, the relation between TX,R, seen as a complex vector
bundle, and the holomorphic tangent bundle TX of X is as follows: the bundle TX is
generated, in the charts Ui, by the elements

∂

∂zj
=

1

2
(
∂

∂xj
− i ∂

∂yj
),

which are naturally elements of TUi ⊗C. Thus, in fact, we have and inclusion of complex
vector bundles

TX ⊂ TX,R ⊗ C.
Moreover, for an almost complex manifold (X, I), the complexified tangent bundle TX,R⊗
C contains a complex vector subbundle, denoted by T 1,0

X and defined as the bundle of
eigenvectors of the complex structure I associated to the eigenvalue i. As a real vector
bundle, T 1,0

X is naturally isomorphic to TX,R via the application < (real part), which to
a complex field u + iv associates its real part u. Moreover, this identification relates the
operators i on T 1,0

X and I on TX,R. Clearly T 1,0
X is generated by the u−iIu, for all u ∈ TX,R.

In conclusion, we have shown the following.

Proposition 1.4.9. If X is a complex manifold, then X admits an almost complex struc-
ture I, and the subbundle T 1,0

X ⊂ TX,R ⊗ C defined by I is equal, as a complex vector
subbundle of TX,R ⊗ C, to the holomorphic tangent bundle TX .

Complex conjugation acts naturally on the complexified tangent bundle TX,C of a
differentiable manifoldX. If I is an almost complex structure onX, we have the subbundle
T 0,1
X of TX,C, defined as the complex conjugate of T 1,0

X . We can also define it as the set
of the complexified tangent vectors which are the eigenvectors of I associated to the
eigenvalue −i. Thus, it is clear that we have a direct sum decomposition

X,C = T 1,0
X ⊕ T

0,1
X . (1.1)

Remark 1.4.10. When X is an almost complex manifold, the vector bundle T 1,0
X does not

have a priori the structure of a holomorphic bundle. In what follows, if X is a complex
manifold, a section of TX will be taken to mean a holomorphic section of TX , while a
section of T 1,0

X will be a differentiable section.

Hodge decomposition for absolutely q-convex manifolds 10 RODOLFO AGUILAR
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A C l vector field χ over a manifold X naturally defines a derivation

χ : C k(X)→ C k−1(X), k ≤ l + 1, χ(f) = df(χ),

i.e. a linear map satisfying Leibniz rule: χ(fg) = fχ(g) + gχ(f). As df ∈
∧1 T ∗X,R, it

acts naturally on χ. Conversely, as explained previously, such a derivation gives a tangent
vector at each point of X, and thus a vector field which is easily shown to be C k−1. This
enable us to define the Lie bracket of two C l fields, thanks to the following elementary
lemma.

Lemma 1.4.11. Let χ, ψ be two derivations

χ, ψ : C l+1(X)→ C l(X), l ≥ 1

Then the commutator
χ ◦ ψ − ψ ◦ χ : C 2(X)→ C 0(X)

is again a derivation.

Proof. For arbitrary f, g ∈ C 2, we compute

(χ ◦ ψ − ψ ◦ χ)(fg) =χ
(
ψ(fg)

)
− ψ

(
χ(fg)

)
=χ
(
fψ(g) + gψ(f)

)
− ψ

(
fψ(g) + gψ(f)

)
=χ(f)ψ(g) + fχψ(g) + χ(g)ψ(f) + gχψ(f)

− ψ(f)χ(g)− fψχ(g)− ψ(g)χ(f)− gψχ(f)

=fχψ(g) + gχψ(f)− fψχ(g)− gψχ(f)

=f
(
χ ◦ ψ − ψ ◦ χ

)
(g) + g

(
χ ◦ ψ − ψ ◦ χ

)
(f)

Thus we can give the following definition.

Definition 1.4.12. The bracket [χ, ψ] of the vector fields χ, ψ is the vector field corre-
sponding to the derivation χ ◦ ψ − ψ ◦ χ.

In local coordinates xi on X, the vector field χ can be written uniquely as χ =
∑

i χi
∂
∂xi

,

and we have a similar expression for the vector field ψ =
∑

i ψi
∂
∂xi

.

Lemma 1.4.13. We have the formula

[χ, ψ] =
∑
i

(
χ(ψi)− ψ(χi)

) ∂
∂xi

RODOLFO AGUILAR 11 Hodge decomposition for absolutely q-convex manifolds
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Proof. We must check that for a C 2 function f , we have

[χ, ψ](f) =
∑
i

(
χ(ψi)− ψ(χi)

) ∂f
∂xi

.

But,

ψ(f) = df(ψ) =
(∑

i

∂f

∂xi
dxi
)(∑

j

ψj
∂

∂xj

)
=
∑
i,j

ψj
∂f

∂xi
dxi
( ∂

∂xj

)
=
∑
i

ψi
∂f

∂xi

and

χ(f) =
∑
i

χi
∂f

∂xi

so we obtain

χ ◦ ψ(f) =
∑
j,i

χi
∂

∂xi

(
ψj
∂f

∂xj

)
=
∑
j,i

χi
(∂ψj
∂xi

∂f

∂xj
+ ψj

∂2f

∂xi∂xj

)
.

and a similar expression for ψ ◦ χ(f). The symmetry of the second derivatives then gives

[χ, ψ](f) =
∑
i,j

(
χi
∂ψj
∂xi
− ψi

∂χj
∂xi

) ∂f
∂xj

.

The following is an immediate consequence of lemma 1.4.13.

Corollary 1.4.14. If χ, ψ are two C 1 vector fields and f is a C 1 function, all of which
are differentiable, then

[χ, fψ] = f [χ, ψ] + χ(f)ψ.

Proof. By 1.4.13 we have

[χ, fψ] =
∑
i

(
χ(fψi)− fψ(χi)

) ∂
∂xi

=
∑
i

(
fχ(ψi)− fψ(χi) + ψiχ(f)

) ∂
∂xi

= f [χ, ψ] + χ(f)ψ

Hodge decomposition for absolutely q-convex manifolds 12 RODOLFO AGUILAR
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In the following we consider X as a differentiable manifold, unless additional informa-
tion is explicitly stated, therefore TX will refer to the tangent bundle of this manifold.

Definition 1.4.15. If X and Y are differentiable manifolds and φ : X → Y is a diffe-
rentiable map, for each x ∈ X we define a map

dφ : TX,xX → TY,φ(x)Y

called the differential of φ at x, as follows: given v ∈ TX,xX, we let dφx(v) be the derivation
at φ(x), in the sense of tangent vectors, that acts on f ∈ C k(Y ) by the rule

dφx(v)(f) = v(f ◦ φ)

Definition 1.4.16. If φ : X → Y is a differentiable map and v(y) =
∑
vJ(y)dyJ is a

differential p-form on Y , the pull-back φ∗v is the differential p-form on X obtained after
making the substitution y = φ(x) in v, i.e.

φ∗v(x) =
∑

vI(φ(x))dφi1 ∧ · · · ∧ dφip

If we have a second map ψ : Y → Y ′ and if w is a differentiable form on Y ′, then φ∗ (ψ∗w)
is obtained by means of the substitutions z = ψ(y), y = φ(x), thus

φ∗ (ψ∗w) = (φ ◦ ψ)∗w

Moreover, we always have d(φ∗v) = φ∗(dv)

Definition 1.4.17. Let X be an n-dimensional manifold, and let E ⊂ TX be a C 1 vector
subbundle of rank k, its rank as vector bundle. Such and E is called a distribution on X.
We say that the distribution E is integrable if X is covered by open sets U such that there
exists a C 1 map

φU : U → Rn−k

such that for every x ∈ U , the vector subspace Ex ⊂ TX,x is equal to Ker dφx

As the differential is linear, therefore the image of l.i vectores are l.i., hence φ is a sub-
mersion, and each fibre φ−1(v) is a closed submanifold of U having the property that its
tangent space at each point is equal to the fibre of E at that point. The following theorem
characterises the integrable distributions. As the proof would lead as astray, we omit it,
and refer to [Voi02].

Theorem 1.4.18 (Frobenius). A distribution E is integrable if and only if for all C 1

vector fields χ, ψ contained in E, the bracket [χ, ψ] is also contained in E.

RODOLFO AGUILAR 13 Hodge decomposition for absolutely q-convex manifolds
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Note firstly that the bracket of vector fields over a differentiable manifold X extends by
C- linearity to the complexified vector fields, i.e. to the differentiable seccions of TX,C.
Now, let (X, I) be an almost complex manifold. As mentioned before, the almost complex
structure operator I splits the bundle TX,C into elements of type (1, 0) and elements of
type (0, 1). The bundle T 1,0

X is the complex conjugate of the bundle T 0,1
X . The following

theorem gives an exact description of the integrable almost complex structures.

Theorem 1.4.19 (Newlander-Nirenberg). The almost complex structure I is integrable
if and only if we have

[T 0,1
X , T 0,1

X ] ⊂ T 0,1
X

Remark 1.4.20. By passing to the conjugate, this is equivalent to the condition that the
bracket of two vector fields of type (1, 0) is of type (1, 0).

This theorem is a difficult one to prove in analysis, for it implies, in particular, that the
manifold X whenever it is assumed to be only differentiable actually admits the structure
of a real analytic manifold. Following Weil (1957), we will show that when (X, I) are
assumed to be real analytic, The Newlander-Nirenberg Theorem follows easily from the
following analytic version of the Frobenius theorem 1.4.18.

Theorem 1.4.21. Let X be a complex manifold of dimension n, and let E be an holo-
morphic distribution of rank k over X, i.e. a holomorphic vector subbundle of rank k of
the holomorphic tangent bundle TX . Then E is integrable in the holomophic sense if and
only if we have the integrability condition

[E,E] ⊂ E

Here, the integrability in the holomorphic sense means that X is covered by open sets
U such that there exists a holomorphic submersive map

φU : U → Cn−k

satisfying
Eu = ker(φ∗ : TU,u → TCn−k,φ(u))

for every u ∈ U .

Proof. We first reduce the problem to use the real Frobenius theorem, by noting that
the conditions that E is holomorphic and that [E,E] ⊂ E automatically imply that the
real distribution <E ⊂ TX,R also satisfies the Frobenius integrability condition, so it is
integrable. X is then covered by open sets U such that there exists a submersion

φU : U → V

Hodge decomposition for absolutely q-convex manifolds 14 RODOLFO AGUILAR
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where V is open in R2(n−k), satisfying

(<E)u = Ker(φ∗,u : TU,u,R → TR2(n−k),φ(u)), ∀u ∈ U

Next, we show that there exists a complex structure on the image of φ, for which φ is
holomorphic. To do so, we first note that if v = φ(u), TV,v = TU,u/(<E)u, as quotient of
vector spaces as one result of linear algebra implies, and <E is stable under the endomor-
phism I corresponding to the almost complex structure on TU , there is then an induced
complex structure on TV,v via the differential of φU . As v can be the image of different ui,
this structure would depend of the ui chosen, but as E is of constant rank, all of (<E)ui
are isomorphic, this is we have the same complex structure on TV,v regardless the point
ui. Thus, there exists an almost complex structure on TV for which the differential of φ
is C-linear at every point, and if we show that we can give a V one complex structure φ
would be holomorphic.

Finally, to see that this almost complex structure is integrable, we take a complex
submanifold of U transverse to the fibres of φU , which exists up to restricting U . Via
φU , this submanifold becomes locally isomorphic to V , by the Theorem of the Inverse
Function and the fact that φU is a submersion, and this isomorphism is compatible with
the almost complex structures. Thus, the almost complex structure on TV is integrable,
and it makes φU into a holomorphic map.

Proof of the theorem 1.4.19 in the real analytic case. Theorem 1.4.21 implies the New-
lander-Nirenberg theorem in the real analytic case as follows. Since everything is local, we
may assume that X is an open set U of R2n and that I is a real analytic map with values
in EndR2n, satisfying I ◦ I = − Id. Up to restricting U , we may assume that I is given
by a convergent power series. If we consider R2n as a subspace of C2n this power series
extends to the whole complex domain and gives a holomorphic map I from an open set
UC of C2n (a neighbourhood of U) to EndC2n. This map of course satisfies the condition
I ◦ I = −1. Now, this map I gives a holomorphic distribution EC of rank n on UC, where
we define

EC,u ⊂ T 1,0
UC,u
∼= C2n

to be the eigenspace associated to the eigenvalue −i of I. Note that by definition, along
U , we have EC,u = T 0,1

U,u ⊂ TU,u ⊗ C = C2n

By definition, the sections of T 0,1
X on U are generated over C by the χ + iIχ, where

χ is a real vector field over U . Similarly, the sections of EC on UC are generated by the
χ+ iIχ, where χ is a real or complex vector field on UC. It follows immediately that if I
satisfies the integrability condition of theorem 1.4.19, then the holomorphic distribution
EC is thus integrable, which gives (at least locally) a holomorphic submersion

φ : UC → Cn
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whose fibres are integral holomorphic submanifolds of the distribution EC.

1.5 The operators ∂ and ∂

Let (X, I) be an almost complex manifold; the decomposition (1.1) TX,C = T 1,0
X ⊕ T 0,1

X

induces a dual decomposition

T ∗X = (T ∗X)1,0 ⊕ (T ∗X)0,1 (1.2)

When X is a complex manifold, the bundle (T ∗X)1,0 of complex differential forms of type
(1, 0), i.e. C-linear forms, is generated in holomorphic local coordinates z1, . . . , zn by the
dzi, i.e. a form α of type (1, 0) can be written locally as α =

∑
i αidzi, where the αi are

C k functions if α is C k. Since d(dzi) = 0, it follows that

dα =
∑
i

dαi ∧ dzi (1.3)

Furthermore, the decomposition (1.2) also induces the decomposition of the complex k-
forms into forms of type (p, q), for p+ q = k:

k∧
T ∗X,C =

⊕
p+q=k

p,q∧
T ∗X , (1.4)

where the bundle
∧p,q T ∗X is equal to

p∧
(T ∗X)1,0 ⊗

q∧
(T ∗X)0,1

More generally, the bundle
∧p,q T ∗X admits as generators in holomorphic local coordi-

nates z1, . . . , zn the differential forms

dzI ∧ dz = dzi1 ∧ . . . ∧ dzip ∧ dzj1 ∧ . . . ∧ dzjq ,

where I, J are sets of ordered indices 1 ≤ ii < . . . < ip ≤ n and 1 ≤ ji < . . . < jq ≤ n.
Note that these forms are closed, i.e. annihilated by the exterior differential operator
d, again because of d(dzi) = 0. A form α of type (p, q) can thus be written locally as
α =

∑
I,J αI,JdzI ∧ dzJ . It follows that

dα =
∑
I,J

dαI,J ∧ dzI ∧ dzJ

is the sum of a form of type (p, q + 1) and a form of type (p+ 1, q).

Hodge decomposition for absolutely q-convex manifolds 16 RODOLFO AGUILAR
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Definition 1.5.1. For a C 1 differential form α of type (p, q) on a complex manifold X,
we define ∂α to be the component of type (p, q + 1) of dα. Similarly, we define ∂α to be
the component of type (p+ 1, q) of dα.

For (p, q) = (0, 0), a form of type (p, q) is a function f . Therefore ∂f is then the
C-antilinear part of df , and this it vanishes if and only if f is holomorphic.

By definition, we have

df =
∑
i

∂f

∂zi
dzi +

∑
i

∂f

∂zi
dzi,

and thus

∂f =
∑
i

∂f

∂zi
dzi.

As mentioned above, a k-differential form α decomposes uniquely into components αp,q

of type (p, q), p+ q = k. We then set

∂α =
∑
p,q

∂αp,q, ∂α =
∑
p,q

∂αp,q.

The following lemmas describe the essential properties of the operators ∂, ∂.

Lemma 1.5.2. The operator ∂ satisfies Leibniz’ rule

∂(α ∧ β) = ∂α ∧ β + (−1)kα ∧ ∂β,

where k is the degree of the form α. Similarly, the operator ∂ satisfies Leibniz’ rule

∂(α ∧ β) = ∂α ∧+(−1)kα ∧ ∂β.

Proof. The second assertion follows from the first, since by definition of the operators ∂
and ∂, we have the relation

∂α = ∂α.

As for the first relations, it suffices to prove it for α of type (p, q) and β of type (p′, q′). We
then obtain it immediately in this case, by taking the component of type (p+p′, q+q′+1)
of d(α ∧ β).

Lemma 1.5.3. We have the following relations between the operators ∂ and ∂.

∂
2

= 0, ∂∂ + ∂∂ = 0, ∂2 = 0.
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Proof. This follows from the formulas

d ◦ d = 0, d = ∂ + ∂.

Indeed, these relations imply that

∂2 + ∂∂ + ∂∂ + ∂
2

= d2 = 0.

Now, if α is a form of type (p, q), then ∂2α is of type (p + 2.q), (∂∂ + ∂∂)α is of type

(p+1, q+1) and ∂
2
α is of type (p, q+2). Thus, d2α = 0 implies that ∂2α = (∂∂+∂∂)α =

∂
2
α = 0.

The Poincaré lemma shows the local exactness of the operator d:

Lemma 1.5.4 (See [Lee03]). Let α be a closed differential form of strictly positive degree
on a differentiable manifold. Then, locally there exists a differential form β such that
α = dβ.

We say that α is locally exact.

Now consider a complex manifold X. Let α = ∂β be a form of type (p, q) which is
∂-exact. Then we have ∂α = 0 by Lemma 1.5.3. With the following propositions we show
a partial converse, which is the analogue of the Poincaré lemma for the operator ∂.

Theorem 1.5.5. Let f be a C k function (for k ≥ 1) on an open set of C. Then, locally
on this open set, there exists a C k function g (for k ≥ 1), such that

∂g

∂z
= f. (1.5)

Remark 1.5.6. Such a function g is defined up to the addition of a holomorphic function.

Proof. We set

g(z) :=
1

2iπ

∫
Bε

f(w)

w − z
dw ∧ dw.

Note first, that for w = x+iy one has dw∧dw = (dx+idy)∧(dx−idy) = −2idx∧dy. The
existence of g as well as the assertion that ∂g = f will be shown by splitting g into two
parts. This splitting will depend on a chosen point zo ∈ Bε or rather on a neighbourhood
of such a point.

Let z0 ∈ B := Bε and let ψ : B → R be a differentiable function with compact
supp(ψ) ⊂ B and such that ψ|V ≡ 1 for some open neighbourhood of z0 ∈ V ⊂ B. If

Hodge decomposition for absolutely q-convex manifolds 18 RODOLFO AGUILAR



CHAPTER 1. PRELIMINARIES 19

f1 := ψ · f and f2 := (1−ψ) · f , then f = f1 + f2. In order to see that the above integral
is well-defined we consider first the following integrals

gi(z) :=
1

2πi

∫
B

fi(w)

w − z
dw ∧ dw, i = 1, 2.

Since f2|V ≡ 0, the second one is obviously well defined for z ∈ V . The first integral can
be rewritten as

g1(z) =
1

2πi

∫
B

f1(w)

w − z
dw ∧ dw

=
1

2πi

∫
C

f1(2)

w − z
, since supp(f1) ⊂ B is compact

=
1

2πi

∫
C

f1(u+ z)

u
du ∧ du, for u := w − z

=
1

π

∫
C
f1(z + reiϕ)e−iϕdϕ ∧ dr, for u = reiϕ and du ∧ du = 2irdϕ ∧ dr.

The last integral is clearly well-defined. Since the integral defining g splits into the two
integrals just considered, we see that the function g in the assertion is well-defined on V
and thus everywhere on B.

In order to compute ∂̄g, we use the same splitting of g = g1 + g2 as before. Let us first
consider ∂̄g2. Since (w − z)−1 is holomorphic as a function of z for w in the complement
of V , one finds

∂g2

∂z̄
(z) =

1

2πi

∫
B

f2(w)
∂(w − z)−1

∂z̄
dw ∧ dw̄ = 0

for all z ∈ V
Using the above expression for g1 we get

∂g1

∂z̄
(z) =

1

π

∫
C

∂f1(z + reiϕ)

∂z̄
e−iϕdϕ ∧ dr

=
1

π

∫
C

(
∂f1

∂w̄

∂(z̄ + re−iϕ)

∂z̄
+
∂f1

∂w

∂(z + reiϕ)

∂z̄

)
e−iϕdϕ ∧ dr

=
1

π

∫
C

∂f1

∂w̄
(z + reiϕ)e−iϕdϕ ∧ dr

=
1

2πi

∫
C

∂f1

∂w̄
(w)

dw ∧ dw̄
w − z

.

Thus, for z ∈ V one has

∂g

∂z̄
=
∂g1

∂z̄
+
∂g2

∂z̄
=
∂g1

∂z̄
=

1

2πi

∫
B

∂f1

∂w̄
(w)

dw ∧ dw̄
w − z

(∗)
= f1(z) = f(z).

RODOLFO AGUILAR 19 Hodge decomposition for absolutely q-convex manifolds



20 CHAPTER 1. PRELIMINARIES

Here, (∗) is a consequence of Stokes’ theorem:

1

2πi

∫
B

∂f1

∂w̄
(w)

dw ∧ dw̄
w − z

=
1

2πi
lim
δ→0

∫
B\Bδ(z)

∂f1

∂w̄
(w)

dw ∧ w̄
w − z

=
−1

2πi
lim
δ→0

∫
B\Bδ(z)

d

(
f1(w)

w − z
dw

)
,
since (w − z)−1 is
holomorphic on B \Bδ(z)

=
1

2πi
lim
δ→0

∫
∂Bδ(z)

f1(w)

w − z
dw. since supp(f1) ⊂ B

=
1

2π
lim
δ→0

∫ 2π

0

f1(z + deiϕ)dϕ = f1(z)

The following proposition is known as the Grothendieck-Poincaré lemma. The first
proof of it is due to Grothendieck and was presented by Serre in the Séminaire Cartan in
1958.

Proposition 1.5.7 (∂ -Poincaré lemma in several variables). Let α be a C 1 form of type
(p, q) with q > 0. If ∂α = 0, then there locally exists on X a C 1 form β of type (p, q − 1)
such that α = ∂β.

Proof. We first reduce to the case where p = 0 by the following argument. Locally, we
can write in holomorphic coordinates z1, . . . , zn:

α =
∑
I,J

αI,JdzI ∧ dz̄J ,

where the sets of indices I are of cardinal p and the sets of indices J are of cardinal q.
Then

∂α =
∑
I,J

∂αI,J ∧ dzI ∧ dz̄J

by lemma 1.5.2. It follows that if ∂α = 0, for every I of cardinal p the form αI of type
(0, q) defined by

αI =
∑
J

αI,Jdz̄J

is ∂-closed. If the proposition is proved for forms of type (0, q), then locally we have
αI = ∂βI , and

α = (−1)p∂
(∑

I

dzI ∧ βI
)
.
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It remains to show the proposition for forms of type (0, q). Such a form can be written
α =

∑
J αJdz̄J . Choose k minimal such that no dz̄i occurs in this sum for i > k.

Thus, we can write α = α1 ∧ dz̄k + α2, with α2 free of dz̄i for i ≥ k. By assumption,
0 = ∂α = (∂α1)∧ dz̄k + ∂α2. If we set ∂i := (∂/∂z̄i)dz̄i, then this implies ∂iα1 = ∂iα2 = 0
for i > k. Therefore, the functions αJ are holomorphic in zk+1, . . . , zn.

By the one-dimensional Poincaré lemma 1.5 the function

gJ(z) =
1

2πi

∫
Bεk

αJ(z1. . . . , zk−1, w, zk+1, . . . , zn)

w − zk
dw ∧ dw̄

satisfies ∂gJ
∂z̄k

= αJ on Bεk ⊂ C. Moreover, the function gJ is holomorphic in zk+1, . . . , zn
and differentiable in the other variables.

Set γ := (−1)q
∑

k∈J gJdz̄J\{k}, where the sum runs over all the indices J such that

k ∈ J . Then ∂iγ(z) = 0 for i > k and ∂γ(z) = −α1 ∧ dz̄k. Hence, α + ∂γ = α2 is
still ∂-closed, but it does not involve any dz̄i for i ≥ k anymore. Then one concludes by
induction.

In the following we will use results from sheaf theory, we refer to Chapter A, and B
in [GR77].

Let A p,q be the sheaf of germs of differential forms of bidegree (p, q) with complex
valued C∞ coefficients. The Grothendieck-Poincaré Lemma asserts that all ∂-closed forms
of type (p, q) with q > 0 are locally ∂-exact. In other words, the complex of sheaves
(A p,•, ∂) is exact in degree q > 0: and in degree q = 0, Ker ∂ is the sheaf Ωp

X of germs of
holomorphic forms of degree p on X.

More generally, if E is a holomorphic vector bundle of rank r over X, there exists
a natural operator ∂ acting on the space C∞(X,

∧p,q T ∗X ⊗ E) of C∞ (p, q)-forms with
values in E. In a holomorphic trivialisation of E, τU : E|U ∼= U × Ck, such a section can
be written (α1, . . . , αk), where the αi are C∞ forms of type (p, q) on U . We then set

∂Uα = (∂α1, . . . , ∂αk);

it is a section of
∧p,q T ∗X ⊗CE. We will show that this local definition in fact gives a form

∂α ∈ A p,q+1(E).

Lemma 1.5.8. Let V be and open subset of X and τV : E|V ∼= V × Ck a holomorphic
trivialisation of E over V . Then for α ∈ A 0,q(E), we have

∂Uα|U∩V = ∂V α|U∩V
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Proof. Let MUV be the transition matrix, with holomorphic coefficients, which enables us
to pass from the trivialisation τU to the trivialisation τV . Then, by definition, if αU is a
section of E over U , αU = (α1,U , . . . , αk,U) in the trivialisation τU , and αV is a section of
E over V , αV = (α1,V , . . . , αk,V ) in the trivialisation τV , the sections αU and αV coincide
on U ∩ V if and only if

(α1,V , . . . , αk,V )t = MUV (α1,U , . . . , αk,U).

We can of course replace the functions αi by differential forms. The form α can be written
(α1,U , . . . , αk,U) in the trivialisation τU and (α1,V , . . . , αk,V ) in the trivialisation τV , and
we have, as above,

(α1,V , . . . , αk,V )t = MUV (α1,U , . . . , αk,U).

To see that ∂Uα|U∩V = ∂V |U∩V , by the above and the definition of ∂U , ∂V , it suffices to
show that

(∂α1,V , . . . , ∂αk,V )t = MUV (∂α1,U , . . . , ∂αk,U).

But this follows immediately from the Leibniz formula lemma 1.5.2 and the fact that the
matrix MUV has holomorphic coefficients.

It then follows that the Grothendieck-Poincaré Lemma still holds for forms with values
in E. For every integer p = 0, 1, . . . , n, the Dolbeault cohomology groups Hp,q(X,E) are
defined as being the cohomology of the complex of global forms of type (p, q) (indexed by
q):

Hp,q(X,E) = Hq(C∞(X,

p,•∧
T ∗X ⊗ E)). (1.6)

There is the following fundamental result of sheaf theory (de Rham-Weil Isomorphism
Theorem): Let (L •, δ) be a resolution of a sheaf F by acyclic sheaves, i.e. a complex
(L •, δ) given by an exact sequence of sheaves

0→ F
j→ L 0 δ0

→ L 1 → . . .→ L q δq→ L q+1 → . . . ,

where Hs(X,L q) = 0 for all q ≥ 0 and s ≥ 1. (To arrive at this latter condition of
acyclicity, it is enough for example that the L q are flasque or soft, for example a sheaf
of modules over the sheaf of ring C∞).)Then there is a functorial isomorphism

Hq(Γ(X,L •))→ Hq(X,F ). (1.7)

We apply this in the following situation. Let A p,q(E) be the sheaf of germs of C∞ sections
of
∧p,q T ∗X⊗E. Then (A p,•(E), ∂) is a resolution of the locally free OX-module Ωp

X⊗O(E)
(Grothendieck-Poincaré Lemma), and the sheaves A p,q(E) are acyclic as C∞-modules.
According to (1.7), we obtain
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Theorem 1.5.9 (Dolbeault Isomorphism Theorem(1953)). For all holomorphic vector
bundles E on X, there exists a canonical isomorphism

Hp,q(X,E) ' Hp(X,Ωp
X ⊗ E).

If X is projective algebraic and if E is an algebraic vector bundle, the theorem of
Serre (GAGA) [Ser56], shows that the algebraic cohomology groups Hq(X,Ωp

X ⊗ O(E))
computed via the corresponding algebraic sheaf in the Zariski topology are isomorphic to
the corresponding analytic cohomology groups. Since our point of view here is exclusively
analytic, we will no longer need to refer to this comparison theorem.

1.6 Connections

Definition 1.6.1. Assume given a real or complex C∞ vector bundle E of rank r on
a differentiable manifold M of class C∞. A connection D on E is a linear differential
operator of order 1

D : C∞(M,

q∧
T ∗M ⊗ E)→ C∞(M,

q+1∧
T ∗M ⊗ E)

such that D satisfies Leibnitz rule:

D(f ∧ u) = df ∧ u+ (−1)deg ff ∧Du (1.8)

for all forms f ∈ C∞(M,
∧p T ∗M), u ∈ C∞(X,

∧q T ∗M ⊗ E).

On an open set Ω ⊂ M where E admits a trivialization τ : E|Ω
'→ Ω × Cr, if we let

θ be a frame over Ω, then we define the connection matrix Γ(D, θ) associated with the
connection D and the frame θ by setting first

Deσ =
r∑

ρ=1

Γρσ(D, θ) · eρ

and then

Γ(D, θ) = [Γρσ(D, θ)], Γρσ(D, θ) ∈
1∧
T ∗M .

We shall denote the matrix Γ(D, θ) simply by Γ.
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We can use the connection matrix to explicitly represent the action of D on a section
of E. Namely, if u is a section of E over Ω, then for a given frame θ,

Du = D
(∑

λ

uλ(θ)eλ
)

=
∑
σ

duσ(θ) · eσ +
∑
λ

uλ(θ)Deλ

=
∑
σ

[duσ(θ) +
∑
ρ

uρ(θ)Γσρ(θ)] · eσ

Du =
∑
σ

[du(θ) + Γu] · eσ. (1.9)

Where we have set du 'τ (duλ)1≤λ≤r and the wedge product inside the brackets in (1.9)
is ordinary matrix multiplication of matrices with differential form coefficients. Thus a
connection D can be written

Du 'τ du+ Γ ∧ u.
Suppose thatE →M is a vector bundle equipped with a connectionD. Let Hom(E,E)

be the vector bundle whose fibres are Hom(Ex, Ex). We want to show that the connection
D on E induces in a natural manner an element

ΘE(D) ∈ C∞(M,
2∧
T ∗M ⊗ Hom(E,E)).

to be called the curvature tensor.

First we want to give a local description of an arbitrary element χ ∈ C∞(M,
∧p T ∗M ⊗

Hom(E,E)) Let θ be a frame for E over U in M . Then θ = (e1, . . . , er) becomes a basis
for the free C∞(U,

∧p T ∗M)-module

C∞(U,

p∧
T ∗M ⊗ Hom(E,E)) ∼= C∞(U,

p∧
T ∗M)⊗C∞(U,

∧0 T ∗M ) C∞(U,
0∧
T ∗M ⊗ Hom(E,E)),

Since E|U ∼= U × Cr, by using θ to effect a trivialization, we see that

C∞(U,
0∧
T ∗M ⊗ Hom(E,E)) ∼= Mr(U) = Mr ⊗ C∞(U,

0∧
T ∗M)

where Mr is the vector space of r × r matrices and thus Mr(U) is the C∞(U,
∧0 T ∗M)-

module of r × r matrices with coefficients C∞(U,
∧0 T ∗M). Therefore there is associated

with χ under the above isomorphisms, an r × r matrix

χ(θ) = [χ(θ)ρσ], χ(θ)ρσ ∈ C∞(U,

p∧
T ∗M).
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Returning to the problem of defining the curvature, let E → M be a vector bundle
with a connection D and let Γ(θ) = Γ(D, θ) be the associated connection matrix. We
define

Θ(D, θ) := dΓ(θ) + Γ(θ) ∧ Γ(θ), (1.10)

which is an r × r matrix of 2-forms;i.e.,

Θρσ = dΓρσ +
∑

Γρκ ∧ Γκσ.

We call Θ(D, θ) the curvature matrix associated with the connection matrix Γ(θ). We
have the following two simple propositions, the first showing how Γ(θ) and Θ(θ) transform,
and the second relating Θ(θ) to the operator d+Γ(θ).

Lemma 1.6.2. Let η be a change of frame and define Γ(θ) and Θ(θ) as above. Then

(a) dη + Γ(θ)η = ηΓ(θη),

(b) Θ(θη) = η−1Θ(θ)η.

Proof. (a) As η is a change of frame we have that

θη =
(∑

ηρ1eρ, . . . ,
∑

ηρreρ
)

= (e′1, . . . , e
′
r).

then

D(e′σ) =
∑
υ

Γυσ(θη)e′υ

=
∑
υ,ρ

Γυσ(θη)ηρυeρ,

and, on the other hand,

D
(∑

ρ

ηρσeρ
)

=
∑
ρ

dηρσeρ +
∑
ρ,τ

ηρσΓτρeτ .

By comparing coefficients, we obtain

ηΓ(θη) = dη + Γ(θ)η. (1.11)

(b) Take the exterior derivative of the matrix equation (1.11), obtaining

dΓ(θ) · η − Γ(θ) · dη = dη · Γ(θη) + η · dΓ(θη). (1.12)
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Where the sign minus in the first side of the equations comes from the fact that Γ
is a matrix of 1-forms and as η are 0-forms, this is, complex numbers, no sign minus
appears.

Also from (1.11):
Γ(θη) = η−1 dη + η−1Γ(θ)η, (1.13)

and thus we obtain by substituting (1.13) into (1.12) an algebraic expression for
η dΓ(θη) in terms of the quantities dΓ(θ),Γ(θ), dη, η and η−1. Then we can write

η[dΓ(θη) + Γ(θη) ∧ Γ(θη)] (1.14)

in terms of these same quantities. Writing this out and simplifying, we find that
(1.14) is the same as

[dΓ(θ) + Γ(θ) ∧ Γ(θ)]η

which proves part (b).

Lemma 1.6.3. [d+Γ(θ)][d+Γ(θ)]ξ(θ) = Θ(θ)ξ(θ).

Proof. By straightforward computation we have (deleting the notational dependence on
θ)

(d+Γ)(d+Γ)ξ = d2ξ + Γ · dξ + d(Γ · ξ) + Γ ∧ Γ · ξ
= Γ · dξ + dΓ · ξ − Γ · dξ + Γ ∧ Γ · ξ
= dΓ · ξ + Γ ∧ Γ · ξ
= Θ · ξ.

Definition 1.6.4. Let D be a connection in a vector bundle E →M . Then the curvature
ΘE(D) is defined to be that element Θ ∈ C∞(M,

∧2 T ∗M ⊗ Hom(E,E)) such that the
C-linear mapping

Θ : C∞(M,

0∧
T ∗M ⊗ E) −→ C∞(M,

2∧
T ∗M ⊗ E)

has the representation with respect to a frame

Θ(θ) = Θ(D, θ) = dΓ(θ) + Γ(θ) ∧ Γ(θ).

We see by Lemma 1.6.2(b) that ΘE(D) is well defined, since Θ(D, θ) satisfies the transfor-
mation property which ensures that Θ(D, θ) determines a global element in C∞(M,

∧2 T ∗M⊗
Hom(E,E))
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Proposition 1.6.5. D2 = Θ, as an operator mapping

C∞(M,

p∧
T ∗M ⊗ E) −→ C∞(M,

p+2∧
T ∗M ⊗ E), where D2 = D ◦D.

The only unproved part is for p > 0, but we observe that Lemma 1.6.3 is still valid in
this case. Then the curvature is the obstruction to D2 = 0 and therefore the obstruction
that the sequence

C∞(M,

0∧
T ∗M ⊗ E)

D−→ C∞(M,
1∧
T ∗M ⊗ E)

D−→ C∞(M,
2∧
T ∗M ⊗ E) −→ · · · −→

be a complex.

In particular we can discuss the operator

D2 : C∞(M,
0∧
T ∗M ⊗ E) −→ C∞(M,

2∧
T ∗M ⊗ E).

and the fact that D2 is linear over
∧0 T ∗M , i.e., for u a section of E and f a C∞ function

D2(f · u) = D(df ⊗ u+ f ·Du)

= − df ∧Du+ df ∧Du+ f ·D2u

= f ·D2u.

Now suppose that E is equipped with a Euclidean metric (resp. Hermitian) of class
C∞ and that the isomorphism E|Ω ∼= Ω×Cn is given by a C∞ frame (eλ). We then have
a canonical bilinear pairing, (resp. sesquilinear)

C∞(M,

p∧
T ∗M ⊗ E)× C∞(M,

q∧
T ∗M ⊗ E)→ C∞(M,

p+q∧
T ∗M ⊗ C)

(u, v) 7→ {u, v} (1.15)

given by

{u, v} =
∑
λ,µ

uλ ∧ v̄µ〈eλ, eµ〉, u =
∑

uλ ⊗ eλ, v =
∑

vµ ⊗ eµ.

The connection D is called Hermitian if it satisfies the additional property

d{u, v} = {Du, v}+ (−1)deg u{u,Dv}.
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By assuming that (eλ) is orthonormal, we have that D is Hermitian if and only if Γ∗ = −Γ
where ∗ denotes the conjugate transpose of the matrix. This is because, if we suppose D
hermitian

0 = d{eλ, eµ} = {Deλ, eµ}+ {eλ, Deµ}

=
{ n∑
ρ=1

Γρλeρ, eµ
}

+
{
eλ,

n∑
ρ

Γρµeρ
}

= Γµλ + Γλµ,

which is also valid if Γ∗ = −Γ. This means that iΓ is a 1-form with values in the space
Herm

(
Cn,Cn

)
of hermitian matrices. The identity d2 = 0 implies

0 = d2{u, v} = d({Du, v}+ (−1)p{u,Dv})
= d{Du, v}+ (−1)pd{u,Dv}
= {D2u, v}+ (−1)p+1{Du,Dv}+ (−1)p{Du,Dv}+ {u,D2v}
= {D2u, v}+ {u,D2v},

i.e. {Θ(D) ∧ u, v} + {u,Θ(D) ∧ v} = 0. Therefore Θ(D)∗ = −Θ(D) and the curvature
Θ(D) is such that

iΘ(D) ∈ C∞(M,
2∧
T ∗M ⊗ Herm(E,E)).

Now we study those properties of connections governed by the existence of a complex
structure on the base manifold. Let M = X be a complex manifold, dimCX = n and E
a C∞ vector bundle of rank r over X, here, E is not assumed to be holomorphic. We
denote by C∞p,q(X,E) the space of C∞ sections of the bundle

∧p,q T ∗X ⊗ E. We have
therefore a direct sum decomposition

C∞l (X,E) =
⊕
p+q=l

C∞p,q(X,E).

Connections of type (1, 0) or (0, 1) are operators acting on vector valued forms, which
imitate de usual operators ∂, ∂ acting on C∞p,q(X,C). More precisely, a connection of type
(1, 0) on E is a differential operator D′ of order 1 acting on C∞•,•(X,E) and satisfying the
two following properties

D′ : C∞p,q(X,E) −→ C∞p+1,q(X,E), (1.16)

D′(f ∧ s) = ∂f ∧ s+ (−1)deg ff ∧D′s (1.17)
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for any f ∈ C∞p1,q1
(X,C), s ∈ C∞p2,q2

(X,E). The definition of a connection D′′ of type (0, 1)
is similar. If θ : E|Ω → Ω× Cr is a C∞ trivialisation of E|Ω and if σ = (σλ) = θ(s), then
all such connections D′ and D′′ can be written

D′s 'θ ∂σ + Γ′ ∧ σ. (1.18)

D′′s 'θ ∂σ + Γ′′ ∧ σ (1.19)

where Γ′ ∈ C∞1,0(Ω,Hom(Cr,Cr)),Γ′′ ∈ C∞0,1(Ω,Hom(Cr,Cr)) are forms with matrix coeffi-
cients.

We have then that D := D′ + D′′ is a connection in the sense of Definition 1.6.1;
conversely any connection D admits a unique decomposition D = D′ + D′′ in terms of a
(1, 0)-connection and a (0, 1)-connection.

Theorem 1.6.6. If H is a Hermitian metric on a holomorphic vector bundle E → X,
then H induces canonically a connection, D(H), on E which satisfies, for W and open
set in X,

1. For ξ, η ∈ C∞(W,
∧0 T ∗X ⊗ E)

d〈ξ, η〉 = 〈Dξ, η〉+ 〈ξ,Dη〉;

i.e., D is compatible with the metric H.

2. If ξ ∈ O(W,E), i.e., is a holomorphic section of E, then D′′ξ = 0.

Proof. First, we point out that 2 is equivalent to the fact that the connection matrix Γ(θ)
is of type (1, 0) for a holomorphic frame θ. This follows, since for ξ ∈ O(W,E) and θ a
holomorphic frame, we have

Dξ(θ) = (d+Γ(θ))ξ(θ)

= (∂ + Γ(1,0)(θ))ξ(θ) + (∂ + Γ(0,1)(θ))ξ(θ),

where Γ = Γ(1,0) + Γ(0,1) is the natural decomposition. Therefore

D′ξ(θ) = (∂ + Γ(1,0)(θ))ξ(θ)

and
D′′ξ(θ) = (∂ + Γ(0,1)(θ))ξ(θ).

But ∂ξ(θ) = 0 since ξ and θ are holomorphic. Thus

D′′ξ(θ) = Γ(0,1)(θ)ξ(θ).
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Suppose now that we have a connection D satisfying 1 and 2. Then let θ = (e1, . . . , er)
be a holomorphic frame over U ⊂ X and Γ the associated connection matrix. Since D is
compatible with the metric H, we have

dH = HΓ + Γ
t
H.

Since, in addition, D satisfies 2, we have seen that Γ is of type (1, 0). Thus, by examining
types we see that

∂H = HΓ

and

∂H = Γ
t
H,

from which it follows that

Γ = H−1∂H. (1.20)

We can define then Γ by (1.20). Such a connection matrix clearly satisfies 1 and 2.

This theorem gives a simple formula for the canonical connection, called the Chern
connection, in terms of the metric H, namely

Γ(θ) = H(θ)−1∂H(θ)

for a holomorphic frame θ. Moreover, D = D′+D′′ has the following representation with
respect to a holomorphic frame θ,

D′ = ∂ + Γ(θ),

D′′ = ∂. (1.21)

Proposition 1.6.7. Let D be the Chern connection of a Hermitian holomorphic vec-

tor bundle E → X, with Hermitian metric H. Let Γ(θ) := H
−1
∂H and Θ(E) be the

connection and curvature matrices defined by D with respect to a holomorphic frame θ.
Then

(a) Γ(θ) is of type (1, 0), and ∂Γ(θ) = −Γ(θ) ∧ Γ(θ).

(b) Θ(E) = ∂Γ(θ), and Θ(E) is of type (1, 1).

(c) ∂Θ(E) = 0.
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Proof. Let H = H(θ),Γ = Γ(θ), and Θ = Θ(E). Then we first note that Γ is of type
(1, 0) by Theorem 1.6.6. Then by using

∂(H
−1
H) = ∂(Id) = 0

∂H
−1

= −H−1 · ∂H ·H−1

∂2 = 0,

we see that

∂Γ = ∂(H
−1
∂H) = −H−1 · ∂H ·H−1 ∧ ∂H

= −(H
−1
∂H) ∧ (H

−1
∂H) = −Γ ∧ Γ,

just using that the wedge product is matrix multiplication with wedge product of 1-forms,
therefore associative, which gives us part (a). Part (b) is simple computation, namely

Θ = dΓ + Γ ∧ Γ = ∂Γ + Γ ∧ Γ + ∂Γ

= ∂Γ

by using part (a). Part (c) then follows from

∂Θ = ∂
2
Γ = 0.
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Chapter 2

Hodge Decomposition

2.1 Differential operators on vector bundles

We first describe some basic concepts concerning differential operators (symbol, compo-
sition, adjunction, ellipticity), in the general setting of vector bundles. Let M be a C∞

differentiable manifold, dimRM = m, and let E,F be K-vector bundles over M , with
K = R or K = C, rankF = r′.

Definition 2.1.1. A (linear) differential operator of degree δ from E to F is a K-linear
operator P : C∞(M,E)→ C∞(M,F ), u 7→ Pu of the form

Pu(x) =
∑
|α|≤δ

aα(x)Dαu(x),

where E|Ω ' Ω × Kr, F |Ω ' Ω × Kr′ are trivialized locally on some open chart Ω ⊂ M
equipped with local coordinates x1, . . . , xm, and where aα(x) = (aαλµ(x))1≤λ≤r′,1≤µ≤r are
r′ × r- matrices with C∞ coefficients on Ω. Here Dα = ( ∂

∂x1
)α1 · · · ( ∂

∂xm
)αm as usual, and

u = (uµ)1≤µ≤r, D
αu = (Dαuµ)1≤µ≤r are viewed as column matrices.

This expression for P changes quite a bit if we choose a different set of coordinates.
However it turns out we can make invariant the top order part of P : if t ∈ K is a parameter,
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we will consider the following for insight purposes u(x) = u(x1, x2) and α = (1, 1), then:

Dα(etu(x)) =
∂2

∂x1∂x2

(etu(x))

=
∂

∂x1

(
t
∂u

∂x2

(x)etu(x)
)

= t
∂2u

∂x1∂x2

(x)etu(x) + t2
∂u

∂x1

(x)
∂u

∂x2

(x)etu(x).

This is, by calculating in a similar fashion, we obtain that e−tu(x)P (etu(x)) is a polynomial
of degree δ in t. For each ξ ∈ T ∗M,x, choose a function u such that du(x) = ξ and then set

σP (x, ξ) = lim
t→∞

t−δ
(
e−tu(x)P (etu(x))

)
(x) ∈ Hom(Ex, Fx), (2.1)

and the top order term at x is of the form

tδ
∑
|α|=δ

(x)
(
∂α1
y1
u
)
(x) · · ·

(
∂αmym

)
(x) = tδ

∑
|α|=δ

aα(x)ξα1
1 . . . ξxmm ,

which shows that 2.1 is independent of the choice of u and hence well-defined. We say
that σP is the principal symbol of P . Notice that this is not just a smooth function on
T ∗M , but in fact a homogeneous polynomial of order δ on each fiber of T ∗M . Now, if E,F,G
are vector bundles and

P : C∞(M,E)→ C∞(M,F ), Q : C∞(M,F )→ (M,G)

are differential operators of respective degrees δP , δQ, we have that forQ◦P : C∞(M,E)→
C∞(M,G) is a differential operator of degree δP + δQ and that

σQ◦P (x, ξ) = σQ(x, ξ)σP (x, ξ). (2.2)

Here the product of symbols is computed as a product of matrices. This follows directly
from (2.1) as

σQ◦P = lim
t→∞

t−(δP+δQ)
(
e−tu ◦ P ◦Q ◦ etu

)
= lim

t→∞
t−δP

(
e−tu ◦ P (etu)

)
· lim
tl→∞

t−δQ
(
e−tu ◦Q(etu)

)
(x)

= σP · σQ.

Definition 2.1.2. Let M be a compact differentiable manifold of dimRM = n. A volume
form is a nowhere-vanishing top dimensional form, this is, a section in

∧n T ∗M . M is said
to be orientable if there exists a volume form over M .
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Assume that M is oriented and is equipped with a smooth volume form dV (x) =
γ(x) dx1 . . . ∧ dxm, where γ(x) > 0 is a smooth density. This is, the coefficients of γ(x)
transform by

γ dx = γ dx1 ∧ . . . ∧ dxm = γ̃(y(x))

∣∣∣∣det
∂y(x)

∂x

∣∣∣∣ dx
where γ̃(y)dy is the representation with respect to the coordinates y = (y1, . . . , yn), where
x→ y(x) and ∂y

∂x
is the corresponding Jacobian matrix of the change of coordinates.

If E is a euclidean or hermitian vector bundle, we have a Hilbert space L2(M,E) of
global sections u of E with measurable coefficients, satisfying the L2 estimate

‖u‖2 =

∫
M

|u(x)|2 dV (x) < +∞. (2.3)

We denote by

(u, v) =

∫
M

〈u(x), v(x)〉 dV, u, v ∈ L2(M,E) (2.4)

the corresponding L2 inner product.

Definition 2.1.3. Let M be a differentiable manifold and E,F vector bundles over M . Let
P : C∞(M,E)→ C∞(M,F ) be a C-linear map. Then a C-linear map P ∗ : C∞(M,F )→
C∞(M,E) is called a formal adjoint of P if

(Pu, v) = (u, P ∗v) whenever suppu ∩ supp v ⊂⊂M (2.5)

for all u ∈ C∞(M,E), v ∈ C∞(M,F ).

Theorem 2.1.4. If P : C∞(M,E)→ C∞(M,F ) is a differential operator and both E,F
are euclidean or hermitian, there exists a unique formal adjoint which extends to L2(M,E)
in a unique way.

Proof. To prove uniqueness suppose there exist P ∗, S : C∞(M,F ) → C∞(M,E) such
that

(Pf, g) = (f, P ∗g) = (f, Sg).

This is

0 = (f, (P ∗ − S)g) =

∫
M

〈f, (P ∗ − S)g〉dV,

and by using a partition of unity and sections with compact support we have that locally
P ∗ = S which extends to all M , and by using the density of the set of elements u ∈
C∞(M,E) with compact support in L2(M,E) it follows that P ∗ is unique as well as its
extension. Since uniqueness is clear, it is enough, by a partition of unity argument, to show
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the existence of P ∗ locally. Now, let Pu(x) =
∑
|α|≤δ aα(x)Dαu(x) be the expansion of P

with respect to trivializations of E,F given by orthonormal frames over some coordinate
open set Ω ⊂ M in order to avoid another terms in the sum for hij = 〈ei, ej〉. Assuming

suppu ∩ supp v ⊂⊂ Ω, an integration by parts, and using that Dα(ū(x)) = Dα(u(x))
yields

(Pu, v) =

∫
Ω

∑
λ,µ

|α|≤δ

aαλµD
αuµ(x)v̄λ(x)γ(x) dx

=

∫
Ω

∑
λ,µ

|α|≤δ

(−1)|α|uµ(x)Dα(γ(x)āαλµvλ(x)) dx

=

∫
Ω

〈u,
∑
|α|≤δ

(−1)|α|γ(x)−1Dα(γ(x)ātαv(x))〉 dV (x).

Hence we see that P ∗ exists and is uniquely defined by

P ∗v(x) =
∑
|α|≤δ

(−1)|α|γ(x)−1Dα(γ(x)ātαv(x)). (2.6)

It follows immediately from 2.6 that the principal symbol of P ∗ is

σP ∗(x, ξ) = (−1)δ
∑
|α|=δ

ātαξ
α = (−1)δσP (x, ξ)∗. (2.7)

Definition 2.1.5. A differential operator P is said to be elliptic if σP (x, ξ) ∈ Hom(Ex, Fx)
is injective for every x ∈M and ξ ∈ T ∗M \ {0}.

On the following we will assume that M is a compact oriented C∞ manifold of dimen-
sion m, with volume form dV . Let E → M be a C∞ hermitian vector bundle of rank r
on M .

Definition 2.1.6. For any real number s, we define the Sobolev space W s(Rm) to be the
Hilbert space of tempered distributions u ∈ S ′(Rm) such that the Fourier transform û is a
L2
loc function satisfying the estimate

‖u‖2
s =

∫
Rm

(1 + |ξ|2)s |û(ξ)|2 dλ(ξ) < +∞. (2.8)
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Note that ‖·‖s is defined for all s ∈ R, but we shall deal only with integral values in
our applications. Intuitively, ‖ξ‖s < +∞, for s a positive integer, means that ξ has all
derivatives Dαu of order |α| ≤ s in L2. This follows from the fact that in Rm the norm
‖·‖s is equivalent to the norm∑

|α|≤s

∫
Rm
|Dαu(x)|2 dλ(x)

 1
2

(2.9)

(see [H6̈3], Chap. 1). This follows essentially from the basic facts about Fourier transforms
that

D̂αu(y) = yαû(y),

where yα = yα1
1 . . . yαnn , Dα = (−i)|α|Dα1

1 . . . Dαn
n , Dj = ∂

∂xj
, and ‖u‖0 = ‖û‖0 .

More generally, we denote by W s(M,E) the Sobolev space of sections u : M → E
whose components are locally in W s(Rm) on all open charts. More precisely, choose a
finite subcovering (Ωj) of M by open coordinate charts Ω ' Rm on which E is trivial.
Consider an orthonormal frame (ej,λ)1≤λ≤r of E|Ωj and write u in terms of its components,
i.e. u =

∑
uj,λej,λ. We then set

‖u‖2
s =

∑
j,λ

‖ψjuj,λ‖2
s ,

where (ψj) is a partition of unity subordinate to (Ωj), such that
∑
ψ2
j = 1.

The norm ‖‖s defined on E depends on the choice of partition of unity and the local
trivialization. It is a fact, which we shall not verify here, that the topology on W s(M,E)
is independent of the choices made; i.e., any two such norms are equivalent.

We have a sequence of inclusions of the Hilbert spaces W s(X,E)

· · · ⊃ W s ⊃ W s+1 ⊃ · · · ⊃ W s+j ⊃ · · · .

We will need the following two important results concerning this sequence of Hilbert
spaces, see [H6̈3].

Lemma 2.1.7 (Sobolev Lemma). For an integer k ∈ N and any real numbers s ≥ k+ m
2

,
we have W s(M,E) ⊂ C k(M,E) and the inclusion is continuous.

It follows immediately from the Sobolev lemma that⋂
s≥0

W s(M,E) = C∞(M,E).
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Lemma 2.1.8 (Rellich Lemma). For all t > s, the inclusion

W t(M,E) ↪→ W s(M,E)

is a compact linear operator.

In Lemma 2.1.8 the compactness of X is strongly used, whereas it is inessential for
Lemma 2.1.7.

To give some appreciation of these propositions, we shall give proofs of them in special
cases to show what is involved. The general results for vector bundles and distributions
are essentially formalism and the piecing together of these special cases.

Lemma 2.1.9 (Sobolev). Let f be a measurable L2 function in Rn with ‖f‖s < ∞, for
s > [n/2] + k + 1, a nonnegative integer. Then f ∈ C k(Rn) (after a possible change on a
set of measure zero).

Proof. Our assumption ‖f‖s <∞ means that∫
Rn

∣∣∣f̂(ξ)
∣∣∣2 (1 + |ξ|2)s dξ <∞,

Let

f̃(x) =

∫
Rn
ei〈x,ξ〉f̂(ξ) dξ

be the inverse Fourier transform, if it exists. We know that if the inverse Fourier transform
exists, then f̃(x) agrees with f(x) almost everywhere, and we agree to say that f ∈ C 0(Rn)
if this integral exists, making the appropriate change on a set of measure zero. Similarly,
for some constant c

Dαf(x) = c

∫
ei〈x,ξ〉ξαf̂(ξ) dξ

will be continuous derivatives of f if the integral converges. Therefore we need to show
that for |α| ≤ k, the integrals ∫

ei〈x,ξ〉ξαf̂(ξ) dξ

converge, and it will follow that f ∈ C k(Rn). But, indeed, we have∫ ∣∣∣f̂(ξ)
∣∣∣ |ξ||α| dξ =

∫ ∣∣∣f̂(ξ)
∣∣∣ (1 + |ξ|2)

s
2
|ξ||α|

(1 + |ξ|2)
s
2

dξ

≤ ‖f‖s

(∫
|ξ|2|α|

(1 + |ξ|2)s
dξ

) 1
2

.
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by the inequality of Cauchy–Schwarz. Let

g =
|ξ|2|α|

(1 + |ξ|2)s

and Sn−1 be the surface of the n-dimensional unit ball with respect to Euclidean norm.
Defining g̃(r, ω) : R+ × Sn−1 → R by

g̃(r, ω) = g(rω)

we have ∫
Rn
g(ξ) dξ =

∫ ∞
0

(∫
Sn−1

g̃(r, ω) dω

)
rn−1 dr

=

∫ ∞
0

(∫
Sn−1

r2|α|

(1 + r2)s
dw

)
rn−1 dr

= c

∫ ∞
0

r2(|α|+n−1
2 )

(1 + |r|2)s
dr,

where c =
∫
Sn−1 dω. Now s has been chosen so that this last integral exists, and so we

have ∫ ∣∣∣f̂(ξ)
∣∣∣ |ξ||α| dξ <∞,

and the proposition is proved

Similarly, we can prove a simple version of Rellich’s lemma.

Lemma 2.1.10 (Rellich). Suppose that fν ∈ W s(Rn) and that all fν have compact support
in K ⊂⊂ Rn. Assume that ‖fν‖s ≤ 1. Then for any t < s there exists a subsequence fνι
which converges in ‖·‖t.

Proof. We observe first that for ξ, η ∈ Rn, s ∈ Z+,

(1 + |ξ|2)s/2 ≤ 2s/2(1 + |ξ − η|2)s/2(1 + |η|2)s/2. (2.10)

To see this we write, using the triangle inequality, the fact that (|ξ|−|η|)2 ≥ 0, and adding
positive terms

1 + |ζ + η|2 ≤ 1 + (|ζ|+ |η|)2 ≤ 1 + 2(|ζ|2 + |η|2)

≤ 2(1 + |ζ|2)(1 + |η|2).
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Now let ξ = ζ + η, and we obtain (2.10) easily.
Let φ : Rn → R a C∞ function with compact support be chosen so that φ ≡ 1 near K.

Then from a standard relation between the Fourier transform and convolution we have
that fν = φfν implies

f̂(ξ) =

∫
φ̂(ξ − η)f̂ν(η) dη (2.11)

Therefore we obtain from 2.10 and 2.11, and using again Cauchy–Schwartz that

(1 + |ξ|2)s/2
∣∣∣f̂ν(ξ)∣∣∣ ≤ 2s/2

∫
(1 + |ξ − η|2)s/2

∣∣∣φ̂(ξ − η)
∣∣∣ (1 + |η|2)s/2

∣∣∣f̂ν(η)
∣∣∣ dη

≤ Ks,φ ‖fν‖s ≤ Ks,φ,

where Ks,φ is a constant depending on s and φ. Therefore
∣∣∣f̂ν(ξ)∣∣∣ is uniformly bounded on

compact subsets of Rn. Similarly, by differentiating (2.11) we obtain that all derivatives
of f̂ν are uniformly bounded on compact subsets in the same manner. Therefore, there is,
by Arzelà–Ascoli’s theorem, a subsequence fνι such that f̂νι converges in the C∞ topology
to a C∞ function on Rn. Let us call {fν} this new sequence.

Let ε > 0 be given. Suppose that t < s. Then there is a ball Bε such that

1

(1 + |ξ|2)s−t
< ε

for ξ outside the ball Bε. Then consider

‖fν − fµ‖2
t =

∫
Rn

∣∣∣(f̂ν − f̂µ)(ξ)
∣∣∣2

(1 + |ξ|2)s−t
(1 + |ξ|2)s dξ

≤
∫
ε

∣∣∣(f̂ν − f̂µ)(ξ)
∣∣∣2 (1 + |ξ|2)t dξ

+ ε

∫
Rn\Bε

∣∣∣(f̂ν − f̂µ)(ξ)
∣∣∣2 (1 + |ξ|2)s dξ

=

∫
ε

∣∣∣(f̂ν − f̂µ)(ξ)
∣∣∣2 (1 + |ξ|2)t dξ + 2ε,

where we have used the fact that ‖fν‖s ≤ 1. Since we know that f̂ν converges on compact
sets, we can choose ν, µ large enough so that the first integral is < ε, and thus fν is a
Cauchy sequence in the ‖·‖t norm.

Definition 2.1.11. A section ξ ∈ C∞(M,E) has compact support on a (not necessarily
compact) manifold M if {x ∈ X; ξ(x) 6= 0} is relatively compact in M . We shall denote
the compactly supported sections by D(M,E) ⊂ C∞(M,E).
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If P =
∑
|α|≤δ aα(x)Dα is a differential operator on Rm, the Fourier inversion formula

gives

Pu(x) =

∫
Rm

∑
|α|≤δ

aα(x)ξαû(ξ)ei〈x,ξ〉 dλ(ξ), ∀u ∈ D(Rm),

where 〈x, ξ〉 =
∑n

j=1 xjξj is the usual Euclidean inner product, and

û(ξ) = (2π)−m
∫
u(x)e−i〈x,ξ〉 dx

is the Fourier transform of u.

A pseudodifferential operator is an operator Opσ defined by a formula of the type

Opσ(u)(x) =

∫
Rm

σ(x, ξ)û(ξ)ei〈x,ξ〉 dλ(ξ), u ∈ D(Rm), (2.12)

where σ belongs to a suitable class of functions on T ∗Rm . The standard class of symbols
Sδ(Rm) is defined as follows: Assume given δ ∈ R, Sδ(Rm) is the class of C∞ functions
σ(x, ξ) on T ∗Rm such that for any α, β ∈ Nm and any compact subset K ⊂ Rm one has an
estimate ∣∣∣Dα

xD
β
ξ σ(x, ξ)

∣∣∣ ≤ Cα,β(1 + |ξ|)δ−|β|, ∀(x, ξ) ∈ K × Rm, (2.13)

where δ ∈ R is regarded as the “degree” of σ. Then Opσ(u) is a well defined C∞ function
on Rm, since û belongs to the class S(Rm) of functions having rapid decay.

In the more general situation of operators acting on a bundle E and having values in
a bundle F over a compact manifold M , we introduce the analogous space of symbols
Sδ(M ;E,F ). The elements of Sδ(M ;E,F ) are the functions

T ∗M 3 (x, ξ) 7→ σ(x, ξ) ∈ Hom(Ex, Fx)

satisfying condition (2.13) in all coordinate systems. Finally, we take a finite trivializing
cover (Ωj) of M and a “partition of unity” (ψj) subordinate to Ωj such that

∑
ψ2 = 1,

and we define

Opσ(u) =
∑

ψj Opσ(ψju), u ∈ C∞(M,E),

in a way which reduces the calculations to the situation of Rm. The basic results pertaining
to the theory of pseudodifferential operators are summarized below.

If σ ∈ Sδ(M ;E,F ), then Opσ extends uniquely to a continuous linear

Opσ : W s(M,E)→ W s−δ(M,F ). (2.14)
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In particular if σ ∈ S−∞(M ;E,F ) := ∩Sδ(M ;E,F ), then Opσ is a continuous op-
erator sending an arbitrary distributional section of D ′(M,E) into C∞(M,F ). Such an
operator is called a regular operator . As we did before, we will prove a weaker version of
this.

Lemma 2.1.12. Let Opσ defined as in 2.12, then Opσ is a linear operator mapping
D(Rm) into C∞(Rm).

Proof. Since u ∈ D(Rm), we have, for any multiindex α,

ξαû(ξ) = (2π)−m
∫
Dαu(x)e−i〈x,ξ〉 dx,

and hence, since u has compact support, |ξα| |û(ξ)| is bounded for any α, which implies
that for any large N ,

|û(ξ)| ≤ C(1 + |ξ|−N),

i.e., û(ξ) goes to zero at ∞ faster than any polynomial. Then we have the estimate for
any derivatives of the integrand in (2.12),∣∣Dβ

xσ(x, ξ)û(ξ)
∣∣ ≤ C(1 + |ξ|)m(1 + |ξ|)−N ,

which implies that the integral in (2.12) converge nicely enough to differentiate under the
integral sign as much as we please, and hence Opσ(u) ∈ C∞(Rm). The same estimates
give that Opσ is indeed a continuous linear mapping from D(Rm)→ C∞(Rm).

It is a standard result in the theory of distributions that the class R of regular ope-
rators coincides with the class of operators defined by means of a C∞ kernel K(x, y) ∈
Hom(Ey, Fx). That is the operators of the form

R : D ′(M,E)→ C∞(M,F ), u 7→ Ru, Ru(x) =

∫
M

K(x, y) · u(y) dV (y).

Conversely, if dV (y) = γ(y) dy1 ∧ . . . dym on Ωj and if we write Ru =
∑
R(θju), where

(θj) is a partition of unity, the operator R(θ•) is the pseudodifferential operator associated
to the symbol σ defined by the partial Fourier transform

σ(x, ξ) = ̂(γ(y)θj(t)K(x, y))y(x, ξ), σ ∈ S
−∞(M ;E,F ).

When one works with pseudodifferential operators, it is customary to work modulo the
regular operators and to allow operators more generally of the form Opσ +R where R ∈ R
is an arbitrary regular operator.
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Composition 2.1.13. If σ ∈ Sδ(M ;E,F ) and σ′ ∈ Sδ′(M ;F,G). δ, δ′ ∈ R, there exists
a symbol γ′♦γ ∈ Sδ+δ′(M ;E,G) such that Opσ′ ◦Opσ = Opσ′♦σ mod R. Moreover

σ′♦σ − σ′ · σ ∈ Sδ+δ′−1(M ;E,G).

Definition 2.1.14. A pseudodifferential operator Opσ of degree δ is called elliptic if it
can be defined by a symbol σ ∈ Sδ(M ;E,F ) such that

|σ(x, ξ) · u| ≥ c |ξ|δ |u| , ∀(x, ξ) ∈ T ∗M , ∀u ∈ Ex

for |ξ| large enough, the estimate being uniform for x ∈M

If E and F have the same rank, the ellipticity condition implies that σ(x, ξ) is invertible
for large ξ. By taking a suitable truncating function θ(ξ) equal to 1 for large ξ, one sees
that the function σ′(x, ξ) = θ(ξ)σ(x, ξ)−1 defines a symbol in the space S−δ(M ;F,E), and
according to 2.1.14 we have Opσ′ ◦Opσ = Id + Opρ, ρ ∈ S−1(M ;E,E). Choose a symbol
τ asymptotically equivalent at infinity to the expansion Id−ρ+ρ♦2 + . . .+(−1)jρ♦j + . . . .
It is clear then that one obtains an inverse Opτ♦σ′ of Opσ moduloR. An easy consequence
of this observations is the following:

Proposition 2.1.15 (G̊arding Inequality). Assume given P : C∞(M,E) → C∞(M,F )
an elliptic differential operator of degree δ, where rankE = rankF = r, and let P̃ be an
extension of P with distributional coefficient sections. For all u ∈ W 0(M,E) such that
P̃ u ∈ W s(M,F ) one then has u ∈ W s+δ and

‖u‖s+δ ≤ Cs

(∥∥∥P̃ u∥∥∥
s

+ ‖u‖0

)
,

where Cs is a positive constant depending only on s.

Proof. Since P is elliptic, there exists a symbol σ ∈ S−δ(M ;F,E) such that

Opσ ◦P̃ = Id +R, R ∈ R.

Then ‖Opσ(v)‖s+δ ≤ C ‖v‖s by applying (2.14). Consequently, in setting v = P̃ u, we see

that u = Opσ(P̃ u)−Ru satisfies the desired estimate, using:

‖u‖s+δ − ‖Ru‖s+δ ≤ ‖u+Ru‖s+δ ≤ c
∥∥∥P̃ u∥∥∥

s

and finally

‖u‖s+δ ≤ c
∥∥∥P̃ u∥∥∥

s
+ ‖Ru‖s+δ

≤ c
∥∥∥P̃ u∥∥∥

s
+ c′ ‖u‖0 ≤ Cs

(∥∥∥P̃ u∥∥∥
s

+ ‖u‖0

)
.
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We conclude this section with the proof of the following fundamental finiteness theo-
rem, which is the starting point of L2 Hodge theory.

Theorem 2.1.16 (Finiteness Theorem). Assume given E,F hermitian vector bundles on
a compact manifold M , such that rankE = rankF = r; and given P : C∞(M,E) →
C∞(M,F ) an elliptic differential operator of degree δ. Then:

1. KerP is finite dimensional.

2. P (C∞(M,E)) is closed and of finite codimension in C∞(M,F ); moreover, if P ∗ is
the formal adjoint of P , there exists a decomposition:

C∞(M,F ) = P (C∞(M,E))⊕KerP ∗

as an orthogonal direct sum in W 0(M,F ) = L2(M,F ).

Proof. 1. Take u ∈ KerP then Pu = 0 and P̃ u = 0. The G̊arding inequality show
shows that u ∈ W s+δ for all s and that

‖u‖s+δ ≤ Cs ‖u‖0 . (2.15)

We will show that KerP is closed in W 0(M,E). Take u ∈ C∞(M,E) and (un)n a
sequence in KerP such that un → u in W 0(M,E). For every k there exists s > 0
such that s+ δ > k + m

2
, and by the Sobolev Lemma

W s+δ ↪→ C k(M,E)

in a continuous ways, therefore un → u in C∞(M,E), where P is continuous, hence
Pun → Pu and finally Pu = 0. Therefore KerP is closed in W 0(M,E).

By the Rellich Lemma we have that the inclusion i0 : W δ(M,E) ↪→ W 0(M,E) is
compact. By (2.15) we obtain

B‖·‖0(0, 1) ∩KerP ⊂ i0(B‖·‖δ(0, C0) ∩KerP ).

As B‖·‖δ(0, C0)∩KerP is bounded in W δ(M,E) we have i0(B‖·‖δ(0, C0)∩KerP ) is

relatively compact which implies that B‖·‖0(0, 1) ∩ KerP is a compact in KerP ⊂
W 0(M,E). By the Riesz’ Lemma we have that dim KerP <∞.

2. We first show that the extension

P̃ : W s+δ(M,E)→ W s(M,F )
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has closed image for all s. For any ε > 0, there exists a finite number of elements
v1. . . . , vN ∈ W s+δ(M,F ), N = N(ε), such that

‖u‖0 ≤ ε ‖u‖s+δ +
N∑
j=1

|〈u, vj〉0| . (2.16)

Indeed the set

K(vj) =

{
u ∈ W s+δ(M,F ); ε ‖u‖s+δ +

N∑
j=1

|〈u, vj〉0| ≤ 1

}
,

is relatively compact in W 0(M,F ) and ∩(vj)K(vj) = {0}. It follows that there are

elements (vj) such that K(vj) are contained in the unit ball of W 0(M,E), as required.
Substituting the main term ‖u‖0 given by (2.16) in the G̊arding inequality; we obtain

(1− Csε) ‖u‖s+δ ≤ Cs

(∥∥∥P̃ u∥∥∥
s

+
N∑
j=1

|〈u, vj〉0|

)
.

Define T = {u ∈ W s+δ(M,E);u ⊥ vj, 1,≤ j ≤ N} and put ε = 1/2Cs. It follows
that

‖u‖s+δ ≤ Cs

∥∥∥P̃ u∥∥∥
s
, ∀u ∈ T.

This implies that P̃ (T ) is closed. As a consequence

P̃ (W s+δ(M,E)) = P̃ (T ) + Vect
(
P̃ (v1), . . . , P̃ (vN)

)
is closed in W s(M,E). Consider now the case s = 0. Since C∞(M,E) is dense in
W δ(M,E), we see that in W 0(M,E) = L2(M,E), one has(

P̃ (W δ(M,E)
)⊥

= (P (C∞(M,E)))⊥ = Ker P̃ ∗.

We have thus proven that

W 0(M,E) = P̃ (W δ(M,E))⊕Ker P̃ ∗. (2.17)

Since P ∗ is also elliptic, it follows that Ker P̃ ∗ is finite dimensional and that Ker P̃ ∗ =
KerP ∗ is contained in C∞. By applying the G̊arding inequality, the decomposition
formula (2.17) gives

W s(M,E) = P̃ (W s+δ(M,E))⊕KerP ∗. (2.18)

C∞(M,E) = P (C∞(M,E))⊕KerP ∗. (2.19)
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2.2 Hodge theory of compact Riemannian manifolds

Definition 2.2.1. Let V and W be K finite dimensional vector spaces. A pairing of V
and W is a bilinear map ( , ) : V ×W → K. A pairing is called non-singular if whenever
w 6= 0 in W , there exists an element v ∈ V such that (v, w) 6= 0, and whenever v 6= 0 in
V , there exists an element w ∈ W such that (v, w) 6= 0.

Let V and W be non-singularly paired by ( , ), and define

φ : V → W ∗ by φ(v)(w) = (v, w) for v ∈ V,w ∈ W

We have that φ is injective. Suppose φ(v) = φ(v′) this is (v, w) = (v′, w) for all w ∈ W then
(v−v′, w) = 0 for all w ∈ W as the pairing is non-singular it follows that v = v′. Similarly
there is an injective map W → V ∗. Therefore V and W have the same dimension, and
hence φ is an isomorphism of V with W ∗. Thus a non-singular pairing of V and W in a
canonical way yields an isomorphism φ : V → W ∗ and similarly an isomorphism W → V ∗.

Definition 2.2.2. A Riemannian manifold (M, g) consists of a C∞-manifold M and an
Euclidean inner product gx on each of the tangent spaces TM,x of M , such that x 7→ gx
varies smoothly. This means that for any two smooth vector fields X, Y the inner product
gx(X|x, Y |x) is a smooth function of x.

Let (M, g) be an oriented Riemannian C∞ manifold of dimension m, and let E →M
be a hermitian vector bundle of rank r on M . We denote respectively by (ξ1, . . . , ξm)
and (e1, . . . , er) orthonormal frames of TM and of E on a coordinate chart Ω ⊂ M , and
let (ξ∗1 , . . . , ξ

∗
, ), (e∗1, . . . , e

∗
m) be the corresponding dual coframes of T ∗M , E

∗ respectively.
Further, let dV be the Riemannian volume element on M . The exterior algebra

∧• T ∗M is
endowed with a natural inner product 〈•, •〉, given by

〈u1 ∧ . . . ∧ up, v1 ∧ . . . ∧ vp〉 = det(〈uj, vk〉)1≤j,k≤p, uj, vk ∈ T ∗M (2.20)

for all p, with
∧• T ∗M =

⊕∧p T ∗M an orthogonal direct sum. Thus the family of covectors
ξ∗I = ξ∗i1∧ . . .∧ξ

∗
ip , i1 < i2 < . . . < ip, defines an orthonormal basis of

∧• T ∗M . One denotes

by 〈•, •〉 the corresponding inner product on
∧• T ∗M ⊗ E, this is if α, β ∈

∧
T ∗M ⊗ E,

α =
∑
αi ⊗ ei, β =

∑
βj ⊗ ej for the frame e = (ek), then 〈α, β〉 = 〈αi, βj〉 · 〈ei, ej〉 =

〈〈αi, βj〉ei, ej〉 .

Definition 2.2.3. The Hodge operator ? is the endomorphism of
∧• T ∗M defined by a

collection of linear maps such that

? :

p∧
T ∗M →

m−p∧
T ∗M , u ∧ ?v = 〈u, v〉 dV, ∀u, v ∈

p∧
T ∗M .
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The existence and uniqueness of this operator follows from the duality pairing

p∧
T ∗M ×

m−p∧
T ∗M → R

(u,w) 7→ u ∧ w/ dV :=
∑

ε(I, {I)uIw{I , (2.21)

where u =
∑
|I|=p uIξ

∗
I , w =

∑
|J |=m−pwJξ

∗
J , and where ε(I, {I) is the sign of the per-

mutation (1, 2, . . . ,m) 7→ (I, {I) defined by I followed by the complementary (ordered)
multi-indices {I. From this, we will deduce that

?v =
∑
|I|=p

ε(I, {I)vIξ
∗
{I =: v′. (2.22)

First, it is clear that u ∧ v′ = 〈u, v〉 dV . In order to get one expression for 〈u, v〉 consider

〈u, v〉 =
∑

|J |=|I|=p

uIvJ〈ξ∗I , ξ∗J〉

now, taking (ξ) = (ξ1. . . . , ξm) an orthonormal frame of TM on a coordinate chart Ω ⊂M
we have that 〈ξ∗I , ξ∗J〉 = 0 if and only if I 6= J . Suppose I 6= J then there exists i ∈ I such
that i 6∈ J , therefore 〈ξ∗i , ξ∗j 〉 = 0 for all j ∈ J , this is 〈ξ∗I , ξ∗J〉 = 0 as the determinant will
have a row of zeros, hence

〈u, v〉 =
∑
|I|=p

uIvI (2.23)

(2.22) follows from this.

More generally, the sesquilinear pairing {•, •} defined by (1.15) induces an operator ?
on the vector-valued forms, such that

? :

p∧
T ∗M ⊗ E →

m−p∧
T ∗M ⊗ E, {s, ?t} = 〈s, t〉 dV, (2.24)

?t =
∑
|I|=p,λ

ε(I, {I)tI,λξ
∗
{I ⊗ eλ, ∀s, t ∈

p∧
T ∗M ⊗ E, (2.25)

for t =
∑
tI,λξ

∗
I ⊗ eλ. Since ε(I, {I)ε({I, I) = (−1)p(m−p) = (−1)p(m−1), as p and p2 are

both even or odd, we immediately obtain

? ? t = (−1)p(m−1)t on

p∧
T ∗M ⊗ E. (2.26)
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We have that ? is an isometry of
∧• T ∗M ⊗E, this is for u, v ∈ T ∗M ⊗E we have 〈u, v〉 =

〈?u, ?v〉, because taking orthonormal frames (ξ) and (e) for TM and E respectively, and
using (2.23) we have

〈u, v〉 =
∑

ε(I, {I)ε(I, {I)uIvI = 〈?u, ?v〉.

We will need also a variant of the ? operator, namely the antilinear operator

# :

p∧
T ∗M ⊗ E →

m−p∧
T ∗M ⊗ E∗,

defined by s∧#t = 〈s, t〉 dV , where the exterior product ∧ is combined with the canonical
pairing E × E∗ → C. We have

#t =
∑
|I|=p.λ

ε(I, {I)t̄I,λξ
∗
{I ⊗ e

∗
λ. (2.27)

Definition 2.2.4. Assume given a tangent vector θ ∈ TM and a form u ∈
∧p T ∗M . The

contraction θyu ∈
∧p−1 T ∗M is defined by

θyu(η1, . . . , ηp−1) = u(θ, η1, . . . , ηp−1), ηj ∈ TM .

In terms of the basis (ξj), •y• is the bilinear operator characterized by

ξly(ξ
∗
i1
∧ . . . ∧ ξ∗ip) =

{
0 if l 6∈ {i1, . . . , ip},
(−1)k−1ξ∗i1 ∧ . . . ∧ ξ̂

∗
ik
∧ . . . ∧ ξ∗ip if l = ik.

This same formula is also valid when (ξj) is not orthonormal, as we are taking derivations.

Proposition 2.2.5. Let u, v be forms of degree k and l respectively and θ ∈ TM a tangent
vector. Then

θy(u ∧ v) = (θyu) ∧ v + (−1)ku ∧ (θyv),

this is θy• is a derivation of the exterior algebra.

Proof. By linearity it is sufficient to consider the case when θ, u, v are basic vector and
forms, i.e.

θ = ξj, u = ξ∗i1 ∧ . . . ∧ ξ
∗
ik
, v = ξ∗j1 ∧ . . . ∧ ξ

∗
jl

as seen before θyu 6= 0 iff j ∈ A := {i1, . . . , ik} analogously θyv 6= 0 iff j ∈ B :=
{j1, . . . , jk}. Now we proceed by cases:

If j ∈ A but j /∈ B

θy(u ∧ v) = (−1)m−1ξ∗i1 ∧ . . . ∧ ˆξ∗im ∧ . . . ∧ ξ
∗
ik
∧ . . . ∧ ξ∗jl = (θyu) ∧ v
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while u ∧ (θyv) = 0.

Similarly, of j ∈ B but j /∈ A then:

θ(u ∧ v) = (−1)k+n−1ξ∗i1 ∧ . . . ∧ ξ
∗
ik
∧ ξ∗j1 ∧ . . . ∧ ξ̂

∗
jn
∧ . . . ∧ ξ∗jl = (−1)ku ∧ (θyv)

while (θyu) ∧ v = 0. Hence in both cases the formula holds.

If ξj ∈ A ∩B then u ∧ v = 0, and hence θy(u ∧ v) = 0. On the other hand

(θyu) ∧ v + (−1)ku ∧ (θyv) =(−1)m−1ξ∗i1 ∧ . . . ∧ ˆξ∗im ∧ . . . ξ
∗
ik
∧ . . . ∧ ξ∗jl+

(−1)k+n−1ξ∗i1 ∧ . . . ∧ ξ
∗
ik
∧ . . . ∧ ξ̂∗jn ∧ . . . ∧ ξ

∗
jl

= 0

because ξ∗i1 ∧ . . .∧ ˆξ∗im ∧ . . . ξ
∗
ik
∧ . . .∧ ξ∗jl and ξ∗i1 ∧ . . .∧ ξ

∗
ik
∧ . . .∧ ξ̂∗jn ∧ . . .∧ ξ

∗
jl

differ only
in the position of ξ∗j . In the first product it is at the k + n position, and in the second

at the m position. Hence, the difference in sign is (−1)(n−1)+(k+1−m) which leads to the
required cancellation.

Moreover, if θ̃ = 〈•, θ〉 ∈ T ∗M , the operator θy• is the adjoint of θ̃ ∧ •, i.e.,

〈θyu, v〉 = 〈u, θ̃ ∧ v〉, ∀u, v ∈
•∧
T ∗M . (2.28)

Indeed, using a similar reasoning that in the previous proposition, by linearity, using
θ = ξl, u = ξ∗I , v = ξ∗J and using the fact that θ̃ acts as ξ∗l this property is immediate.

Let E be a Hermitian vector bundle on M , and let DE be a Hermitian connection on
E. We consider the Hilbert space L2(M,

∧p T ∗M ⊗ E) of p-forms on M with values in E,
with the given L2 scalar product

(s, t) =

∫
M

〈s, t〉 dV

already introduced in (2.4). Here 〈s, t〉 is the specific scalar product on
∧p T ∗M ⊗ E

associated to the Riemannian scalar product on
∧p T ∗M and the Hermitian pairing on E

Theorem 2.2.6. The formal adjoint of DE acting on C∞(M,
∧p T ∗M ⊗ E) is given by

D∗E = (−1)mp+1 ? DE ? .

Proof. If s ∈ C∞(M,
∧p T ∗M ⊗ E) and t ∈ C∞(M,

∧p+1 T ∗M ⊗ E) have compact support,
we have

(DEs, t) =

∫
M

〈DEs, t〉 dV =

∫
M

{DEs, ?t}

=

∫
M

d{s, ?t} − (−1)p{s,DE ? t} = (−1)p+1

∫
M

{s,DE ? t}
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by an application of Stokes’ theorem and the fact that we have been working with mani-
folds without boundary. As a consequence (2.24) and (2.26) imply

(DEs, t) = (−1)p+1(−1)p(m−1)

∫
M

{s, ? ? DE ? t} = (−1)mp+1(s, ?DE ? t).

The desired formula follows.

Remark 2.2.7. In the case of the trivial connection don E = M×C, the formula becomes
d∗ = (−1)mp+1 ? d?. If m is even, these formulas reduce to

d∗ = − ? d?, D∗E = − ? DE ? .

Definition 2.2.8. The Laplace–Beltrami operator is the second order differential operator
acting on the bundle

∧p T ∗M ⊗ E, such that

∆E = DED
∗
E +D∗EDE.

In particular, the Laplace-Beltrami operator acting on
∧p T ∗M is ∆ = dd∗ + d∗d.

Since D∗E is the adjoint of D, the Laplacian ∆ is formally self-adjoint i.e. (∆Es, t) =
(s,∆Et) whenever the forms s, t are C∞ and that one of them has compact support.

Example 2.2.9. Let M be an open subset of Rm and g =
∑m

i=1 dx2
i . In that case we get

u =
∑
|I|=p

uI dxI , du =
∑
|I|=p,j

∂uI
∂xj

dxj ∧ dxI ,

(u, v) =

∫
M

〈u, v〉 dV =

∫
M

∑
I

uIvI dV.

One can write dv =
∑

dxj ∧ (∂v/∂xj) where ∂v/∂xj denotes the form v in which
all coefficients vI are differentiated as ∂vI/∂xj. An integration by parts combined with
contraction and its adjoint gives

(d∗u, v) = (u, dv) =

∫
M

〈u,
∑
j

dxj ∧
∂v

∂xj
〉 dV

=

∫
M

∑
j

〈 ∂
∂xj
yu,

∂v

∂xj
〉 dV = −

∫
M

〈
∑
j

∂

∂xj
y
∂u

∂xj
, v〉 dV,

d∗u = −
∑
j

∂

∂xj
y
∂u

∂xj
= −

∑
I,j

∂uI
∂xj

∂

∂xj
y dxI .
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Using the same notation for the du as used for dv. We get therefore

dd∗u = −
∑
I,j,k

∂2uI
∂xj∂xk

dxk ∧
(

∂

∂xj
y dxI

)
,

d∗du = −
∑
I,j,k

∂2uI
∂xj∂xk

∂

∂xj
y(dxk ∧ dxI).

Since
∂

∂xj
y(dxk ∧ dxI) =

(
∂

∂xj
y dxk

)
dxI − dxk ∧

(
∂

∂xj
y dxI

)
,

using the property of derivation. We get that the second term will cancel with dd∗u, and
(∂/∂xj)y dxk = δjk. We obtain

∆u = −
∑
I

(∑
j

∂2uI
∂x2

j

)
dxI .

Consequently ∆ has the same expression as the elementary Laplacian operator, up to a
minus sign.

Now we proceed to calculate the symbol of the Laplacian.

For every C∞ function f , Leibnitz rule gives e−tfDE(etfs) = t df ∧ s + DEs. By
definition of the symbol, we therefore find

σDE(x, ξ) · s = ξ ∧ s, ∀ξ ∈ T ∗M,x, ∀s ∈
p∧
T ∗M ⊗ E.

From formula (2.7), we obtain σD∗E = −(σDE)∗, therefore

σD∗E(x, ξ) · s = −ξ̃ys,

where ξ̃ ∈ TM is the adjoint tangent vector of ξ. The equality σ∆E
= σDEσD∗E + σD∗EσDE ,

and ξ̃y(ξ ∧ s) = (ξ̃yξ)s− ξ ∧ (ξ̃ys) implies that

σ∆E
(x, ξ) · s = −ξ ∧ (ξ̃ys)− ξ̃y(ξ ∧ s) = −(ξ̃yξ)s,

σ∆E
(x, ξ) · s = − |ξ|2 s.

In particular, ∆E is always an elliptic operator.

Definition 2.2.10. Let E be a Hermitian vector bundle on a compact Riemannian man-
ifold. A Hermitian connection DE is said to be flat if Θ(DE) = D2

E = 0.

RODOLFO AGUILAR 51 Hodge decomposition for absolutely q-convex manifolds



52 CHAPTER 2. HODGE DECOMPOSITION

A standard example is the trivial bundle E = M × C with the connection DE = d
If we assume that DE is flat it implies that DE defines a generalized de Rham complex

C∞(M,E)
DE−→ C∞(M,

1∧
T ∗M ⊗ E)→ · · · → C∞(M,

p∧
T ∗M ⊗ E)

DE−→ · · · .

The cohomology groups of this complex are denoted by Hp
DR(M,E).

Definition 2.2.11. The space of harmonic forms of degree p relative to the Laplace–
Beltrami operator ∆E = DED

∗
E +D∗EDE is defined by

H p(M,E) = {s ∈ C∞(M,

p∧
T ∗M ⊗ E); ∆Es = 0}. (2.29)

Using the linearity and the adjoint we have that (∆Es, s) = ‖DEs‖2 + ‖D∗Es‖
2, we see

that s ∈H p(M,E) if and only if DEs = D∗Es = 0.

Theorem 2.2.12. For any p, there exists an orthogonal decomposition

C∞(M,

p∧
T ∗M ⊗ E) = H p(M,E)⊕ ImDE ⊕ ImD∗E,

ImDE = DE

(
C∞(M,

p−1∧
T ∗M ⊗ E)

)
,

ImD∗E = D∗E
(
C∞(M,

p+1∧
T ∗M ⊗ E)

)
.

Proof. By taking adjoint and using the remark before the Theorem, it is immediate that
H p(M,E) is orthogonal to both subspaces ImDE and ImD∗E. The orthogonality of these
two subspaces is also clear, thanks to the assumption D2

E = 0:

(DEs,D
∗
Et) = (D2

Es, t) = 0.

We apply now the Finiteness theorem 2.1.16 to the elliptic operator ∆E = ∆∗E acting on
p-forms, i.e. on the bundle F =

∧p T ∗M ⊗ E. We get

C∞(M,

p∧
T ∗M ⊗ E) = H p(M,E)⊕∆E

(
C∞(M,

p∧
T ∗M ⊗ E)

)
,

Im ∆E = Im(DED
∗
E +D∗EDE) ⊂ ImDE + ImD∗E,

where ImDE and ImD∗E are as defined in the statement of the Theorem. Further, since
ImDE and ImD∗E are orthogonal to H p(M,E), these spaces are contained in Im ∆E.
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Theorem 2.2.13 (Hodge Isomorphism Theorem). The de Rham cohomology groups
Hp
DR(M,E) are finite dimensional; moreover Hp

DR(M,E) 'H (M,E).

Proof. From the decomposition in Theorem 2.2.12, we obtain

Bp
DR(M,E) = DE(C∞(M,

p−1∧
T ∗M ⊗ E)) = ImDE,

Zp
DR(M,E) = KerDE = (ImD∗E)⊥ = H p(M,E)⊕ ImDE.

The first equation is by definition. For the second take u ∈ ImD∗E such that u ∈ Zp
DR, we

have that u = D∗Ev for certain v ∈ C∞(M,
∧p+1 T ∗M ⊗ E) but then

0 = (DED
∗
Ev, v) = (D∗Ev,D

∗
Ev),

which implies D∗Ev = u = 0. This shows that any de Rham cohomology class contains a
unique harmonic representative

Theorem 2.2.14 (Poincaré duality). The bilinear pairing

Hp
DR(M,E)×Hm−p

DR (M,E∗)→ C, (s, t) 7→
∫
M

s ∧ t

is a non-singular pairing.

Proof. We can write

s =
∑
|I|=p,λ

αI,λξ
∗
I ⊗ eλ, t =

∑
|J |=m−p,µ

βJ,βξ
∗
J ⊗ e∗µ

therefore as in 2.27

s ∧ t =
∑
λ,µ
|I|=p
|J |=m−p

e∗µ(eλ)αI,λβJ,µξ
∗
I ∧ ξ∗J

A dual connection DE∗ is defined in the following way

〈DE∗φ, s〉 = d〈φ, s〉 − 〈φ,DEs〉, ∀φ ∈ E∗, s ∈ E

where 〈−,−〉 : E∗×E → C∞(M) is the pairing. Obviously DE∗ is also a flat connection,
and for any s1 ∈ C∞• (M,E), s2 ∈ C∞• (M,E∗) we have

d(s ∧ t) = (DEs) ∧ t+ (−1)deg ss ∧DE∗t. (2.30)
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As we are working with forms s, t representing the cohomology classes, we have that
DE(s) = DE(t) = 0. We will prove that the pairing in cohomology is well defined. Given
s1 another representative of the de Rham class s, then s1 = s + DEu for some form u,
and by Stokes’ formula∫

M

s1 ∧ t =

∫
M

s ∧ t+

∫
M

DEs1 ∧ t

=

∫
M

s ∧ t+

∫
M

d(s1 ∧ t) =

∫
M

s ∧ t.

Observe also from its definition that the bilinear function depends on the orientation on
M . For s ∈ C∞(M,

∧p T ∗M ⊗ E), t ∈ C∞(M,
∧p+1 T ∗M ⊗ E), we will prove using (2.30)

that

DE∗ = (−1)p+1#D∗Es. (2.31)

We proceed in a similar way as in the proof of Theorem 2.2.6

(DEs, t) =

∫
M

〈DEs, t〉 dV =

∫
M

DEs ∧#t

=

∫
M

d(s ∧#t)− (−1)ps ∧DE∗#t

= (−1)p+1(−1)p(m+1)

∫
M

〈s,#DE∗#t〉 dV

= (−1)p+1(−1)p(m+1)(s,#DE∗#t)

by applying # to the left side we obtain (2.31.) Proceeding in a similar way we obtain

(DE∗)
∗(#s) = (−1)p+1#DEs (2.32)

and from (2.31) and (2.32) we obtain

∆E∗(#s) = #∆Es.

Consequently s ∈H m−p(M,E∗) if and only if s ∈H (M,E). Since∫
M

s ∧#s =

∫
M

|s|2 dV = ‖s‖2 .

It follows that the pairing is non-singular.
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2.3 Hermitian and Kähler Manifolds

Let V be a complex vector space, which we can also consider as a real vector space
equipped with an endomorphism I of complex structure. Let W : Hom(V,R). Then
VC := HomR(V,C) admits the decomposition

WC = W 1,0 ⊕W 0,1

into C- linear and C-antilinear forms. Let

W 1,1 = W 1,0 ⊗W 0,1 ⊂
2∧
WC

and W 1,1
R := W 1,1 ∩

∧2WR. We then have

Lemma 2.3.1. There is a natural identification between the Hermitian forms on V × V
and the elements of W 1,1

R given by

h 7→ ω = −=h.

Here, = is the function sending a complex number to its imaginary part, h is a complex-
valued bilinear form which is C-linear on the left and C- antilinear on the right, and
satisfies h(u, v) = h(v, u)

Proof. Firstly, we define a bilinear form ω on V by ω(u, v) = −=h(u, v), if h is Hermitian,
then

ω(v, u) = −=h(v, u) = −=h(u, v) = =h(u, v) = −ω(u, v)

and thus ω is alternating. Thus it is an element of
∧2WR, and we need to check that it is

also an element of W 1,1. But by definition, ω is in W 1,1 if and only if the natural extension
of ω (by C-bilinearity) to a 2-form on VC vanishes on the bivectors (u, v), u, v ∈ V 1,0, this
is, it has no element of W 1,0 ⊗W 1,0 besides 0, and on the bivectors (u, v), u, v ∈ V 0,1,
the second property follows from the first by using complex conjugation. Now, V 1,0 is
generated by the ṽ = v − iIv, v ∈ V . Let v, u ∈ V , we have:

ω(ũ, ṽ) = ω(u, v)− ω(Iu, Iv)− i(ω(u, Iv) + ω(Iu, v)).

As h is C-linear on the left and C-antilinear on the right, we have h(Iu, Iv) = h(u, v) and
thus ω(u, v) = ω(Iu, Iv). Similarly, the condition

h(u, Iv) = −h(Iu, v)

implies that ω(u, Iv) = −ω(Iu, v). Thus ω(ũ, ṽ) = 0.

RODOLFO AGUILAR 55 Hodge decomposition for absolutely q-convex manifolds



56 CHAPTER 2. HODGE DECOMPOSITION

Conversely, let us start from ω ∈ W 1,1
R , and set

g(u, v) = ω(u, Iv), h(u, v) = g(u, v)− iω(u, v).

We have

h(u, Iv) = g(u, Iv)− iω(u, Iv) = −ω(u, v)− ig(u, v) = −ih(u, v).

As ω is alternating, we have =h(u, v) = −=h(v, u). Moreover, as ω(u, Iv) = −ω(Iu, v),
we have g(u, v) = g(v, u) and thus h(u, v) = h(v, u). Thus h is Hermitian. For the
definition it is clear that these two constructions are inverses of each other.

Definition 2.3.2. We say that a real alternating form ω of type (1, 1) on V is positive if
the corresponding Hermitian form h is positive definite.

Take C-linear coordinates z1, . . . , zn on V . Then for z = (t1, . . . , tn), z′ = (t1, . . . , tn),
we have h(z, z′) =

∑
i,j hijtit̄

′
j, with hij = h̄ji = h(ei, ej), where the ei form the basis of V

dual (zi). Using the elementary =z = (z − z̄)/(2i), we have

w(z, z′) =
i

2

∑
i,j

hij
(
tit̄
′
j − t′it̄j

)
.

In other words, we have the equality of bilinear forms on V

ω =
i

2

∑
i,j

hijzi ∧ z̄j ∈ W 1,1

The proof of Lemma 2.3.1 show that we can also identify such Hermitian forms h with
the symmetric bilinear forms associated to them by the relation g(u, v) = <h(u, v). The
forms g obtained in this way are exactly those satisfying the condition g(Iu, Iv) = g(u, v).

Definition 2.3.3. 1. A Hermitian manifold is a pair (X,ω) where ω is a positive
definite C∞ (1, 1)-form on X.

2. The metric ω is said to be Kähler if dω = 0.

3. X is called a Kähler manifold if X has at least one Kähler metric.

Since ω is real, the condition dω = 0, ∂ω = 0, ∂ω = 0 are all equivalent. It is clear
that the first implies the others by degree reasons, the others imply the first by using
d= d. In local coordinates, we see that dω = 0 if and only if

∂hjk
∂zl

=
∂hlk
∂zj

, 1 ≤ j, k, l ≤ n.
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This follows immediately from the definition of ∂ω

∂ω =
∑
l,j,k

∂hjk
∂zl

dzl ∧ dzj ∧ z̄k.

For x0 ∈ X it is possible to choose coordinates z1. . . . , zn such that hjk = δjk. These are
called euclidean coordinates. We calculate the 2n-form in these coordinates at x0.

We have ω = i
2

∑
dzi ∧ dz̄i, and so

ωn =

(
i

2

n∑
j=1

(dxi + i dyi) ∧ (dxi − i dyi)

)n

=

(
i

2

n∑
j=1

(−2i) dxi ∧ dyi

)n

=

(
n∑
j=1

dxi ∧ dyj

)n

.

Using induction we have that(
n∑
j=1

dxi ∧ dyi

)k

= k!
∑

1≤j1<···<jk≤n

dxj1 ∧ dyj1 ∧ · · · ∧ dxjk ∧ dyjk .

It follows that

ωn = n! dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn.

In general coordinates one would get

ωn = n! det(hjk) dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn.

Consequently the (n, n) form

dV =
1

n!
ωn (2.33)

is positive and coincides with the Hermitian volume element of X. If X is compact then∫
X
ωn = n! Volω(X) > 0. This simple observation already implies that a compact Kähler

manifold must satisfy certain restrictive topological conditions:

Proposition 2.3.4. 1. If (X,ω) is compact Kähler and if {ω} denotes the cohomology
class of ω in H2(X,R), then {ω} 6= 0.
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2. If X is compact Kähler, then H2k(X,R) 6= 0 or 0 ≤ k ≤ n. Indeed, {ω} is a
non-zero class of H2k(X,R).

Proof. Using Leibnitz rule and induction we get that d(ωk) = 0. Suppose that there is
some (2k − 1)-form φ with dφ = ωk. Then d(φ ∧ ωn−k) = ωn, and by Stokes’ theorem∫

X

ωn =

∫
X

d(φ ∧ ωn−k) = 0.

Example 2.3.5. The Fubini-Study metric is a canonical Kähler metric on the projective
space Pn. Let Pn =

⋃n
i=0 Ui be the standard open covering and

φi : Ui ∼= Cn, (z0 : . . . : zn) 7→
(
z0

zi
, . . . ,

ẑi
zi
, . . . ,

zn
zi

)
.

Then one defines

ωi :=
i

2π
∂∂ log

(
n∑
l=0

∣∣∣∣zlzi
∣∣∣∣2
)
∈ A1,1(Ui),

which under φi corresponds to

i

2π
∂∂ log

(
n∑
k=1

|wk|2 + 1

)
.

Let us first show that ωi|Ui∩Uj = ωj|Ui∩Uj , i.e. that the ωi glue to a global form ωFS ∈
A1,1(Pn). Indeed

log

(
n∑
l=0

∣∣∣∣zlzi
∣∣∣∣2
)

= log

(∣∣∣∣zjzi
∣∣∣∣2 n∑

l=0

∣∣∣∣ zlzj
∣∣∣∣2
)

= log

(∣∣∣∣zjzi
∣∣∣∣2
)

+ log

(
n∑
l=0

∣∣∣∣ zlzj
∣∣∣∣2
)
.

Thus, it suffices to show that ∂∂ log

(∣∣∣ zjzi ∣∣∣2) = 0 on Ui∩Uj. Since
zj
zi

is the j-th coordinate

function on Ui, this follows from

∂∂ log |z|2 = ∂

(
1

zz̄
∂(zz̄)

)
= ∂

(
z dz̄

zz̄

)
= ∂

(
dz̄

z̄

)
= 0.

Next, we observe that ωFS is a real (1, 1)-form. Indeed, ∂∂ = ∂∂ = −∂∂, which came
from d2 = 0, yields ωi = ωi. Moreover, ωFS is closed, as ∂ωi = 1

2π
∂2∂ log() = 0.
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It remains to show that ωFS is positive definite, i.e. that ωFS really is the Kähler
form associated to a metric. This can be verified on each Ui separately. A straightforward
computation yields

∂∂ log

(
1 +

n∑
i=1

|wi|2
)

=

(
1 +

∑
|wi|2

)
(dwi ∧ dw :i)− (wi dwi) (

∑
wi dwi)(

1 +
∑
|wi|2

)2

=
1(

1 +
∑
|wi|2

)2

∑
hij dwi ∧ dwj,

with hij = (1 +
∑
|wi|2)δij − wiwj. The matrix (hij) is positive definite, since for u 6= 0

the Cauchy-Schwarz inequality for the standard hermitian product ( , ) on Cn yields

ut(hij)u = (u, u) + (w,w)(u, u)− utwwtu
= (u, u) + (w,w)(u, u)− (u,w)(w, u)

= (u, u) + (w,w)(u, u)− (w, u)(w, u)

= (u, u) + (w,w)(u, u)− |(w, u)|2 > 0.

As the Fubini-Study metric is a very prominent example of a Kähler metric, we will dwell
on it a bit longer.

Let us consider the natural projection π : Cn+1 \ {0} → Pn. Then

π∗ωFS =
i

2π
∂∂ log(‖z‖2).

Indeed, over π−1Ui = {(z0, . . . , zn)|zi 6= 0} one has

π∗ωFS =
i

2π
∂∂ log

(
n∑
l=0

∣∣∣∣zlzi
∣∣∣∣2
)

=
i

2π
∂∂(log(‖z‖2)− log(|zi|2)),

but ∂∂ log(|zi|2) = 0, as has been shown above.

We conclude this example by proving the equation∫
P1

ωFS = 1,

which serve as normalization in the definition of Chern classes. Moreover, since P1 ∼= S2

and thus H2(P1,Z) = H2(S2,Z) ∼= Z, it shows that {ωFS} ∈ H2(P1,Z) is a generator.
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The integral is explicitly computed as follows∫
P1

ωFS =

∫
C

i

2π

1

(1 + |w|2)2
dw ∧ dw

=
1

π

∫
R2

1

(1 + ‖(x, y)‖2)2
dx ∧ dy

= 2

∫ ∞
0

r

(1 + r2)2
dr = 1.

Example 2.3.6. Any positive definite Hermitian form ω = i
∑
hjk dzj∧dzk with constant

coefficients on Cn defines a Kähler metric on X.

Definition 2.3.7. A complex submanifold M of a complex manifold X is a differentiable
submanifold whose tangent space at each point is stable under the almost complex structure
operator I of X.

We note that the induced almost complex structure on M is integrable, since (M, I) also
satisfies the Newlander-Nirenberg integrability criterion.

Proposition 2.3.8. Let X be a Kähler manifold with Kähler metric h and let M be a
complex submanifold of X. Then h induces a Kähler metric on M , and with this metric
M becomes, therefore, a Kähler manifold.

Proof. Let j : M → X be the injection mapping. Then hM = j∗h defines a metric on M ,
and j∗ω = ωM is the associated fundamental form to hM on M . Since dωM = j∗ dω = 0,
we have that ωM is also a Kähler fundamental form.

Theorem 2.3.9. Let ω be a positive definite C∞ (1, 1)-form on X. For ω to be Kähler,
it is necessary and sufficient to show that at any point x0 ∈ X, there exists a holomorphic
coordinate system (z1. . . . , zn) centered at x0 such that

ω = i
∑

1≤l,m≤n

ωlm dzl ∧ dzm, ωlm = δlm +O
(
|z|2
)
. (2.34)

If ω is Kähler, the coordinates (zj)1≤j≤n can be chosen such that

ωlm =

〈
∂

∂zl
,
∂

∂zm

〉
= δlm −

∑
1≤j,k≤n

cjklmzjzk +O
(
|z|3
)
, (2.35)

where (cjklm) are the coefficients of the Chern curvature

Θ(TX)x0 =
∑
j,k,l,m

cjklm dzj ∧ dzk ⊗
(
∂

∂zl

)∗
⊗ ∂

∂zm
(2.36)

associated to (TX , ω) at x0. Such a system (zj) will be called a geodesic coordinate system
at x0.
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Proof. As 2.34 implies that terms of the form ajlmzk + ajlmzk do not occur, it implies
dx0ω = 0, so the condition is sufficient. Assume now that ω is Kähler. Then one can
choose local coordinates (x1, . . . , xn) such that (dx1, . . . , dxn) is an ω-orthonormal basis
of T ∗x0

X. Therefore

ω = i
∑

1≤l,m≤n

ω̃lm dxl ∧ dxm, where

ω̃lm = δlm +O (|x|) = δlm +
∑

1≤j≤n

(ajlmxj + a′jlmxj) +O
(
|x|2
)
. (2.37)

Since ω is real, ω̃lm = ω̃ml, and we have a′jlm = ajml. Furthermore, the Kähler condition
∂ωlm/∂xj = ∂ωjm/∂xl at x0 o, implies ajlm = aljm. Set now

zm = xm +
1

2

∑
j,l

ajlmxjxl, 1 ≤ m ≤ n.

Then (zm) is a coordinate system at x0, and

dzm = dxm +
1

2

∑
j,l

ajlm(dxj)xl +
1

2

∑
j,l

ajlmxj(dxl) = dxm +
∑
j,l

ajlmxj dxl

and similarly

dzm = dxm +
∑
j,l

a′jlmxj dxl.

Therefore

i
∑
m

dzm ∧ dzm = i
∑
m

dxm ∧ dxm + i
∑
j,l,m

ajlmxj dxl ∧ dxm

+ i
∑
j,l,m

a′jlmxj dxm ∧ dxl +O
(
|x|2
)

= i
∑
l,m

ω̃lm dxl ∧ dxm +O
(
|x|2
)

= ω +O
(
|z|2
)
.

Condition (2.34) is proved. Suppose the coordinates (xm) chosen from the beginning
so that (2.34) holds with respect to (xm). Then the Taylor expansion (2.37) can be refined
into

ω̃lm = δlm +O
(
|x|2
)

= δlm +
∑
j,k

(ajklmxjxk + a′jklmxjxk + a′′jklmxjxk). (2.38)
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These new coefficients satisfy the relations

a′jklm = akjlm, a′′jklm = a′jkml, ajklm = akjml.

The Kähler condition ∂ωlm/∂xj = ∂ωjm/∂xl at x = x0 gives the equality a′jklm = a′lkjm;
in particular a′jklm is invariant under all permutations of j, k, l. If we set

zm = xm +
1

3

∑
j,k,l

a′jklmxjxkxl, 1 ≤ m ≤ n,

then by (2.38) we find

dzm = dxm +
∑
j,k,l

a′jklmxjxk dxl, 1 ≤ m ≤ n,

ω = i
∑

1≤m≤n

dxm ∧ dzm + i
∑
j,k,l,m

ajklmxjxk dxl ∧ dxm +O
(
|x|3
)
,

ω = i
∑

1≤m≤n

dzm ∧ dzm + i
∑
j,k,l,m

ajklmzjzk dzl ∧ dzm +O
(
|z|3
)
. (2.39)

It is now easy to compute the Chern curvature Θ(TX)x0 in terms of the coefficients ajklm.
Indeed 〈

∂

∂zl
,
∂

∂zm

〉
= δlm +

∑
j,k

ajklmzjzk +O
(
|z|3
)
,

∂

〈
∂

∂zl
,
∂

∂zm

〉
=

{
D′

∂

∂zl
,
∂

∂zm

}
=
∑
j,k

ajklmzk dzj +O
(
|z|2
)
,

Θ (TX) · ∂
∂zl

= D′′D′
(
∂

∂zl

)
= −

∑
j,k,m

ajklm dzj ∧ dzk ⊗
∂

∂zm
+O (|z|) ,

therefore cjklm = −ajklm and the expansion (2.35) follows from (2.39)

Remark 2.3.10. As a by-product of our computations, we find that on a Kähler manifold
the coefficients of Θ(TX) satisfy the symmetry relations

cjklm = ckjml, cjklm = clkjm = cjmlk = clmjk.

Let (X,ω) be a hermitian manifold and let zj = xj + iyj, 1 ≤ j ≤ n, be analytic
coordinates at a point x ∈ X such that ω(x) = i

∑
dzj ∧ dzj is diagonalized at this

point. The associated hermitian form is the h(x) = 2
∑

dzj ⊗ dzj and its real part is
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the euclidean metric 2
∑

(dxj)
2 + (dyj)

2. It follows from this that |dxj| = |dyj| = 1/
√

2,
|dzj| = |dzj| = 1, and that (∂/∂z1, . . . , ∂/∂zn) is an orthonormal basis of (T ∗xX,ω).
Formula 2.20 with uj, vk in the orthogonal sum (C ⊗ TX)∗ = T ∗X ⊕ T ∗X defines a natural
inner product on the exterior algebra

∧•(C⊗ TX)∗. The norm of a form

u =
∑
I,J

uI,J dzI ∧ dzj ∈
∧

(C⊗ TX)∗

at the given point x is then equal to

|u(x)|2 =
∑
I,J

|uI,J(x)|2 . (2.40)

The Hodge ? operator 2.2.3 can be extended to C-valued forms by the formula

u ∧ ?v = 〈u, v〉 dV. (2.41)

It follows that ? is a C-linear isometry

? :

p,q∧
T ∗X −→

n−q,n−p∧
T ∗X .

this follows from the definition of ? and the fact that for γi ∈
∧pi,qi T ∗X with p1 + p2 + q1 +

q2 = 2n but (p1 + p2, q1 + q2) 6= (n, n) implies γ1 ∧ γ2 = 0.

The usual operators of hermitian geometry are the operators d, δ = −?d?,∆ = dδ+δ d
already defined, and their complex counterparts

d= ∂ + ∂

δ = ∂∗ + ∂
∗
, ∂∗ = (∂)∗ = − ? ∂?, ∂

∗
= (∂)∗ = − ? ∂?,

∆∂ = ∂∂∗ + ∂∗∂, ∆∂ = ∂∂
∗

+ ∂
∗
∂

Another important operator, the so called Lefschetz operator, is the operator L of type
(1, 1) defined by

Lu = ω ∧ u (2.42)

and its adjoint Λ:
〈u,Λv〉 = 〈Lu, v〉. (2.43)

by simple calculations we obtain

〈Lu, v〉 dV = Lu ∧ ?v = ω ∧ u ∧ ?v = u ∧ (ω ∧ ?u) = 〈u, ?−1(L(?v))〉 dV

therefore Λ = ?−1 ◦ L ◦ ?.
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Definition 2.3.11. Let H :
∧• T ∗X → ∧• T ∗X be the counting operator defined by H|∧k T ∗X =

(k − n) · Id, where dimR T
∗
X = 2n. Equivalently

H =
2n∑
k=0

(k − n) · Πk.

where Πk is the projection in the subspace of differential forms of degree k.

With H,L,Λ,Π, etc., we dispose of a large number of linear operator on
∧• T ∗X and

one might wonder whether they commute. In fact, they do not, but their commutators
can be computed. This is done in the next proposition.

Definition 2.3.12. If A,B are endomorphism (of pure degree) of the graded module
C∞(X,

∧•,• T ∗X), their graded commutator (or graded Lie bracket is defined by)

[A,B] = AB − (−1)abBA (2.44)

where a, b are the degrees of A and B respectively. If C is another endomorphism of degree
c, one has the following formal Jacobi identity

(−1)ca [A, [B,C]] + (−1)ab [B, [C,A]] + (−1)bc [C, [A,B]] = 0. (2.45)

Proposition 2.3.13. Let (X,ω) be a Hermitian manifold and consider the following lin-
ear operators on

∧• T ∗X : The associated Lefschetz operator L, its dual Λ, and the counting
operator H. They satisfy:

1. [H,L] = 2L

2. [H,Λ] = −2Λ

3. [L,Λ] = H.

Proof. Let α ∈
∧k T ∗X . Then [H,L](α) = (k + 2 − n)(ω ∧ α) − ω((k − n)α) = 2ω ∧ α.

Analogously, [H,Λ](α) = (k − 2− n)(Λα)− Λ((k − n)α) = −2Λα.

The third assertion is the most difficult one. We will prove it by induction on the
dimension of TX . Assume we have a decomposition TX = W1 ⊕W2 which is compati-
ble with the hermitian product and the almost complex structure, i.e. (TX , 〈 , 〉, I) =
(W1, 〈 , 〉1, I1) ⊕ (W2, 〈 , 〉2, I2). Then

∧• T ∗X =
∧•W ∗

1 ⊗
∧•W ∗

2 and in particular∧2 T ∗X =
∧2W ∗

1 ⊕
∧2W ∗

2 ⊕ W ∗
1 ⊗ W ∗

2 . Since W1 ⊕ W2 is orthogonal, the fundamen-
tal form ω on TX decomposes as ω1 ⊕ ω2, where ωi is the fundamental form on Wi (no
component in W ∗

1 ⊗W ∗
2 for the orthogonality). Hence the Lefschetz operator L on

∧• T ∗X
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is the direct sum of the Lefschetz operators L1 and L2 acting on
∧•W ∗

1 and
∧
W ∗

2 , re-
spectively, i.e. L = L1 + L2 with L1 and L2 acting as L1 ⊗ 1 respectively 1 ⊗ L2 on∧•W ∗

1 ⊗
∧•W ∗

2 .

Let α, β ∈
∧• T ∗X and suppose that both are split, i.e. α = α1⊗ α2, β = β1⊗ β2, with

αi, βi ∈
∧•W ∗

i . Then 〈α, β〉 = 〈α1, β2〉 · 〈α2, β2〉. Therefore,

〈α,Lβ〉 = 〈α,L1(β1)⊗ β2〉+ 〈α, β1 ⊗ L2(β2)〉
= 〈α1, L1β1〉〈α2, β2〉+ 〈α1, β1〉〈α2, L2β2〉
= 〈Λ1α1, β1〉〈α2, β2〉+ 〈α1, β1〉〈Λ2α2, β2〉
= 〈Λ1(α1)⊗ α2, β1 ⊗ β2〉+ 〈α1 ⊗ Λ2(α2), β2〉.

Hence Λ1 + Λ2, where Λi is the dual Lefschetz operator on
∧•W ∗

i . This yields

[L,Λ](α1 ⊗ α2) = (L1 + L2)(Λ1(α1)⊗ α2 + α1 ⊗ Λ2(α2))

− (Λ1 + Λ2)(L1(α1)⊗ α2 + α1 ⊗ L2(α2))

= [L1,Λ1](α1)⊗ α2 + α1 ⊗ [L2,Λ2](α2).

By induction hypothesis [Li,Λi] = Hi and therefore.

[L, α](α1 ⊗ α2) = H1(α1)⊗ α2 + α1 ⊗H2(α2)

= (k1 − n1)(α1 ⊗ α2) + (k2 − n2)(α1 ⊗ α2)

= (k1 + k2 − n1 − n2)(α1 ⊗ α2),

for αi ∈
∧kiW ∗

i and ni = dimC(Wi, Ii).

It remains to prove the case dimC(TX , I) = 1. With respect to a basis x1, y1 of TX one
has

•∧
T ∗X =

0∧
T ∗X ⊕

1∧
T ∗X ⊕

2∧
T ∗X

= R⊕ (x∗1R⊕ y∗1R)⊕ ωR

Moreover, L :
∧0 T ∗X →

∧2 T ∗X and Λ :
∧2 T ∗X →

∧0 T ∗X are given by 1 7→ ω and
ω 7→ 1, respectively. Hence. [L,Λ]|∧0 T ∗X

= −ΛL|∧0 T ∗X
= −1, [L,Λ]|∧1 T ∗X

= 0, and

[L,Λ]|∧2 T ∗X
= 1.

Corollary 2.3.14. [Lr,Λ](α) = r(k − n+ r − 1)Lr−1(α) for all α ∈
∧k T ∗X .
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Proof. This is easily seen by induction on r as follows:

[Lr,Λ](α) = LrΛα− ΛLrα

= L(Lr−1Λα− ΛLr−1α) + LΛLr−1α− ΛLLr−1α

= L[Lr−1,Λ](α) + [L,Λ](Lr−1α)

= (r − 1)(k − n+ (r − 1)− 1)Lr−1(α) + (2r − 2 + k − n)Lr−1(α)

= r(k − n+ r − 1)Lr−1(α).

A consequence of these identities is the Lefschetz decomposition of the cohomology of
a compact Kähler manifold. To put this in proper perspective, we must first digress for a
moment and discuss representations of sl(2).

We have that sl(2) is the Lie algebra of the group SL(2); it is realized as the vector
space of 2× 2 complex matrices with trace 0, and with the bracket

[A,B] = AB −BA.

We take as standard generators

X =

(
0 1
0 0

)
, H =

(
1 0
0 −1

)
, Y =

(
0 0
1 0

)
,

with the relations

[X, Y ] = H, [H,X] = 2X, [H,Y ] = −2Y.

Now, let V be a finite-dimensional complex vector space End(V ) its algebra of endomor-
phisms. We want to study Lie algebra maps

ρ : sl(2)→ End(V ),

i.e., linear maps ρ such that

ρ([A,B]) = ρ(A)ρ(B)− ρ(B)ρ(A).

Such a map is called a representation of sl(2) in V ; V is called an sl(2)-module. A
subspace of V fixed under ρ(sl(2)) is called a submodule , V (or ρ) is called irreducible if
V has no trivial submodules. By a fundamental result, which we won’t prove here, every
submodule W of an sl(2)-module V has a complementary submodule W⊥; thus every
sl(2)-module is the direct sum of irreducible sl(2) modules, and to study representations
of sl(2) we need only look at irreducibles ones.
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Suppose then that V is an irreducible sl(2)-module. The key to analyzing the structure
of V is to look at the eigenspaces for ρ(H) (from now on, we will omit the ρ’s). These
are called weight spaces. First of all, note that if v ∈ V is an eigen vector of H with
eigenvalue λ, then Xv and Y v are also eigenvectors of H, with eigenvalues λ + 2 and
λ− 2, respectively: this follows from

H(Xv) = XHv + [H,X]v

= Xλv + 2Xv

= (λ+ 2)Xv,

and similarly for Y v. Since H can have only a finite number of eigenvalues, we see from
this that X and Y are nilpotent. We say that v ∈ V is primitive if v is an eigenvector for
H and Xv = 0; primitive elements always exists, indeed, let v0 be an eigenvector of H,
and consider the sequence of eigenvectors or H

v0, Xv0, X
2v0, . . . , X

nv0, . . .

The nonzero terms in this sequence are linearly independent, since they are eigenvectors
with differing eigenvalues, so the sequence must terminate, and hence for some fixed k,
Xkv0 = 0, Xk−1v0 6= 0, and v = Xk−1v0 is a primitive vector.

Proposition 2.3.15. If v ∈ V is primitive, then V is generated as a vector space by

v, Y v, Y 2v, . . .

Proof. Since V is irreducible, we need only show that the linear span V ′ of {Y iv} is
fixed under sl(2). For the remarks before the proposition HV ′ ⊂ V ′ and Y V ′ ⊂ V ′ by
definition of linear span. We show XV ′ ⊂ V ′ by induction: Xv = 0 trivially lies in V ′,
and in general

XY nb = Y XY n−1v +HY n−1v;

so
XY n−1v ∈ V ′ ⇒ XY nv ∈ V ′.

As before, the elements {Y nv}n that are nonzero are linearly independent. Thus we
have the picture of V : V = ⊕Vλ, where Vλ is one-dimensional,

H(Vλ) = Vλ, X(Vλ) = Vλ+2, Y (Vλ) = Vλ−2.

Proposition 2.3.16. All eigenvalues for H are integers, and we can write

V = Vn ⊕ Vn−1 ⊕ . . .⊕ V−n+2 ⊕ V−n.
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Proof. Let v be primitive, and suppose Y nv 6= 0, Y n+1v = 0, and Hv = λv. Then

Xv = 0,

XY v = Y Xv +Hv = λv,

XY 2v = Y XY v +HY v

= Y λv + (λ− 2)Y v = (λ+ (λ− 2))Y v,

and in general XY mv = Y XY m−1v +HY m−1v so we have

XY mv = (λ+ (λ− 2) + (λ− 4) + · · ·+ (λ− 2(m− 1)))Y m−1v

= (mλ−m2 +m)Y m−1v,

and since Y n 6= 0, Y n+1v = 0,

(n+ 1)λ− (n+ 1)2 + n+ 1 = 0⇒ λ = n.

In summary, the irreducible sl(2) modules are indexed by nonnegative integers n; for
each such n the corresponding sl(2)-module V (n) has dimension n + 1. The eigenvalues
of H acting on V (n) are −n,−n+ 2, . . . , n− 2, n each appearing with multiplicity 1.

For any sl(2)-module V , not necessarily irreducible, we define the Lefschetz decompo-
sition of V as follows: Let PV = Ker ρ(X); then

V = PV ⊕ Y PV ⊕ Y 2PV ⊕ · · · ,

and this decomposition is compatible with the decomposition of V into eigenspaces Vm
for H. We also see that the maps

Vm
Ym

�
Xm

V−m

are isomorphism. Finally, in general,

(KerX) ∩ Vk = Ker(Y k+1 : Vk → V−k−2).

We return to our hermitian manifold (X,ω)

Corollary 2.3.17. There is a natural action of the Lie algebra sl(2) on the vector space∧•,• T ∗X , i.e. a morphism of Lie algebras ρ : sl(2) → End(
∧•,• T ∗X), given by ρ(X) = L,

ρ(Y ) = Λ, and ρ(H) = H.

Hodge decomposition for absolutely q-convex manifolds 68 RODOLFO AGUILAR



CHAPTER 2. HODGE DECOMPOSITION 69

Definition 2.3.18. Let (X,ω) and the induced operators L,Λ, and H be as before. An
element α ∈

∧k T ∗X is called primitive if Λα = 0. The linear subspace of all primitive
elements α ∈

∧k T ∗X is denoted by Primk ⊂
∧k T ∗X

Proposition 2.3.19. Let (X,ω) be an hermitian manifold, and let L and Λ be the asso-
ciated Lefschetz operators

1. There exists a direct sum decomposition of the form:

k∧
T ∗X =

⊕
i≥0

Li(Primk−2i). (2.46)

This is the Lefschetz decomposition. Moreover, (2.46) is orthogonal with respect to
〈 , 〉.

2. If k > n, then Primk = 0.

3. The map Ln−k : Primk →
∧2n−k T ∗X is injective for k ≤ n.

4. The map Ln−k :
∧k T ∗X →

∧2n−k T ∗X is bijective for k ≤ n.

5. If k ≤ n, then Primk = {α ∈
∧k T ∗X |Ln−k+1α = 0}

Proof. 1. Since
∧• T ∗X is a finite dimensional sl(2) representation, it is a direct sum of

irreducible ones. We have seen that any finite-dimensional sl(2) admits a primitive
vector v, i.e. Λv = 0. Using Corollary 2.3.14 one finds that for any primitive v
the subspace v, Lv, L2v, . . . defines a subrepresentation. Thus the irreducible sl(2)-
representations are of this form. Altogether this proof the existence of the direct
sum decomposition (2.46).

2. If α ∈ Primk, k > n and 0 < i minimal with Liα = 0, then by Corollary 2.3.14 one
has 0 = [Lr,Λ](α) = r(k − n+ r − 1)Lr−1α. This yields r = 0, i.e. α = 0.

3. Let 0 6= α ∈ Prim, k ≤ n and 0 < i minimal with Liα = 0. Then again by Corollary
2.3.14 one finds 0 = [Lr,Λ](α) = r(k−n+r−1)Lr−1 and, therefore K−n+r−1 = 0.
In particular Ln−k(α) 6= 0. Moreover, Ln−k+1α = 0, which will be used in the proof
of 5.

4. Follows from 1, 2 and 3.

5. We have seen already that Primk ⊂ Ker(Ln−k+1). Conversely, let α ∈
∧l T ∗X with

Ln−k+1α = 0. Then Ln−k+2Λα = Ln−k+2Λα−ΛLn−k+2α = (n− k+ 2)Ln−k+1α = 0.
But by 4 the map Ln−k+2 is injective on

∧k−2 T ∗X . Hence, Λα = 0.
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Let us consider a few special cases. Obviously,
∧0 T ∗X = Prim0 = C and

∧1 T ∗X =
Prim1. In degree two and four one has

∧2 T ∗X = ωC ⊕ Prim2 and
∧4 T ∗X = ω2C ⊕

L(Prim2)⊕ Prim4.

Now we proceed to calculate some famous identities.

Assume first that X = Ω ⊂ Cn is an open subset and that ω is the standard Kähler
metric

ω = i
∑

1≤j≤n

dzj ∧ dzj.

For any form u ∈ C∞(Ω,
∧p,q T ∗X) we have

∂u =
∑
I,J,k

∂uI,J
∂zk

dzk ∧ dzI ∧ dzJ , (2.47)

∂u =
∑
I,J,k

∂uI,J
∂zk

dzk ∧ dzI ∧ dzJ . (2.48)

Since the global L2 inner product is given by

(u, v) =

∫
Ω

∑
I,J

uI,JvI,J dV,

making similar computations as in Example 2.2.9 we show that

∂∗u = −
∑
I,J,k

∂uI,J
∂zk

∂

∂zk
y(dzI ∧ dzJ), (2.49)

∂
∗
u = −

∑
I,J,k

∂uI,J
∂zk

∂

∂zk
y(dzI ∧ dzJ). (2.50)

We first prove a lemma due to Akizuki and Nakano.

Lemma 2.3.20. In Cn, we have [∂
∗
, L] = i∂.

Proof. Using the same convention as in Example 2.2.9 for the notation, formula (2.50)
can be written more briefly as

∂
∗
u = −

∑
k

∂

∂zk
y

(
∂u

∂zk

)
.

Then we get

[∂∗, L]u = −
∑
k

∂

∂zk
y

(
∂

∂zk
(ω ∧ u)

)
+ ω ∧

∑
k

∂

∂zk
y

(
∂u

∂zk

)
.
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Since ω has constant coefficients ∂
∂zk

(ω ∧ u) = ω ∧ ∂u
∂zk

and therefore using Leibnitz’ rule

[∂
∗
, L]u = −

∑
k

(
∂

∂zk
y

(
ω ∧ ∂u

∂zk

)
− ω ∧

(
∂

∂zk
y
∂u

∂zk

))
= −

∑
k

(
∂

∂zk
yω

)
∂u

∂zk
.

By Leibnitz ∂
∂zk
yω = −i dzk, so

[∂∗, L]u = i
∑
k

dzk ∧
∂u

∂zk
= i∂u.

We are now ready to derive the basic commutation relations in the case of an arbitrary
Kähler manifold (X,ω).

Theorem 2.3.21. If (X,ω) is Kähler, then

[∂
∗
, L] = i∂, [∂∗, L] = − i∂[

Λ, ∂
]

= − i∂∗, [Λ, ∂] = i∂
∗
.

Proof. It is sufficient to verify the first relation, because the second one is the conjugate
of the first, and the relations of the second line are the adjoin of those of the first line. If
(zj) is a geodesic coordinate system at a point x0 ∈ X,we know ω = ω0 + O(|z|2) where

ω0 is the standard Kähler form on Cn. Since the quantity [∂
∗
, L] involves only the first

derivative, the calculations for Cn with the standard Kähler form holds also on X, proving
the identity.

Corollary 2.3.22. If (X,ω) is Kähler, the complex Laplace-Beltrami operators satisfy

∆∂ = ∆∂ =
1

2
∆.

Proof. It will be first shown that ∆∂ = ∆∂. We have

∆∂ = [∂, ∂
∗
] = −i

[
∂, [Λ, ∂]

]
Since [∂, ∂] = 0, in the graded commutator, Jacobi identity 2.45 implies that

−
[
∂, [Λ, ∂]

]
+
[
∂, [∂,Λ]

]
= 0

hence ∆∂ =
[
∂,−i[∂,Λ]

]
= [∂, ∂∗] = ∆∂. On the other hand

∆ = [∂ + ∂, ∂∗ + ∂
∗
] = ∆∂ + ∆∂ + [∂, ∂

∗
] + [∂, ∂∗].

Thus, it is enough to prove:
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Lemma 2.3.23. [∂, ∂
∗
] = [∂, ∂∗] = 0.

Proof. We have [∂, ∂
∗
] = −i [∂, [Λ, ∂]] and 2.45 implies

− [∂, [Λ, ∂]] + [Λ, [∂, ∂]] + [∂, [∂,Λ]] = 0,

hence −2 [∂, [Λ, ∂]] = 0 and [∂, ∂
∗
] = 0. The second relation [∂, ∂∗] = 0 is the adjoint of

the first.

Theorem 2.3.24. The operator ∆ commutes with all operators ?, ∂, ∂, ∂∗, ∂
∗
, L,Λ.

Proof. The identities [∂,∆∂] = [∂∗,∆∂] = 0, [∂,∆∂] = [∂
∗
,∆∂] = 0 and [∆, ?] = 0 are

immediate. Furthermore, the equality [∂, L] = ∂ω = 0 together with the Jacobi identity
implies

[L,∆∂] = [L, [∂, ∂∗]] = − [∂, [∂∗, L]] = i[∂, ∂] = 0.

By adjunction, we also get [∆∂,Λ] = 0.

Let (X,ω) be a Kähler manifold and E a holomorphic hermitian vector bundle of rank
r over X. We denote by DE the Chern connection of E, by D∗E = − ? DE? the formal
adjoint of DE, and by D′∗E , D′′∗E the components of D∗E of type (−1, 0) and (0,−1).

Corollary 2.3.22 implies that the principal symbol of the operator ∆′′E = D′′D′′∗E +
D′′∗E D

′′ is one half that of ∆E. The operator ∆′′E acting on each space C∞(X,
∧p,q T ∗X⊗E)

is thus a self-adjoint elliptic operator. Since D′′2 = 0, the following results can be obtained
in a way similar to those of 2.2.12.

Theorem 2.3.25. For every bidegree (p, q), there exists an orthogonal decomposition

C∞(X,

p,q∧
T ∗X ⊗ E) = H p,q ⊕ ImD′′E ⊕ ImD′′∗E

where H p,q(X,E) is the space of ∆′′E-harmonic forms in C∞(X,
∧p,q TX ⊗ E).

The above decomposition shows that the subspace of ∂-cocycles in C∞(X,
∧p,q T ∗X⊗E)

is H p,q(X,E)⊕ ImD′′E. From this, we infer

Theorem 2.3.26 (Hodge isomorphism theorem). The Dolbeault cohomology group Hp,q(X,E)
is finite dimensional, and there is an isomorphism

Hp,q 'H p,q(X,E).
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Theorem 2.3.27 (Serre duality theorem). The pairing

Hp,q ×Hn−p,n−q(X,E∗) −→ C, (s, t) 7−→
∫
X

s ∧ t

is non-singular.

Proof. Let s1 ∈ C∞(X,
∧p,q T ∗X ⊗E), s2 ∈ C∞(X,

∧n−p,n−1−1 T ∗X ⊗E). Since s1 ∧ s2 is of
bidegree (n, n− 1), we have

d(s1 ∧ s2) = ∂(s1 ∧ s2) = ∂s1 ∧ s2 + (−1)p+qs1 ∧ ∂s2. (2.51)

Stokes’ formula implies that the above bilinear pairing can be factorized through Dolbeault
cohomology groups. The # operator defined as in (2.27) satisfies

#C∞(X,

p,q∧
T ∗X ⊗ E) −→ C∞(X,

n−p,n−q∧
T ∗X ⊗ E∗).

Furthermore, 2.31 and 2.32 imply

∂(#s) = (−1)deg s#D′′∗E s, D′′∗E∗(#s) = (−1)deg s+1#D′′∗E s,

∆′′E∗(#s) = #∆′′Es,

where DE∗ is the Chern connection of E∗. Consequently, s ∈ H p,q(X,E) if and only
if #s ∈ H n−p,n−q(X,E∗). Theorem 2.3.27 is then a consequence of the fact that the
integral ‖s‖2 =

∫
X
s ∧#s does not vanish unless s = 0.

2.4 Cohomology of Compact Kähler Manifolds

Let X be for the moment an arbitrary complex manifold. The following “cohomology”
groups are helpful to describe Hodge theory on compact complex manifolds which are not
necessarily Kähler.

Definition 2.4.1. We define the Bott-Chern cohomology groups of X to be

Hp,q
BC(X,C) =

(
C∞(X,

p,q∧
T ∗X) ∩Ker d

)
/∂∂C∞(X,

p−1,q−1∧
T ∗X).

Then H•,•BC(X,C) has the structure of a bigraded algebra, which we call the Bott-Chern
cohomology algebra of X.
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As the group ∂∂C∞(X,
∧p−1,q−1 T ∗X) is contained in both coboundary groups ∂C∞(X,

∧p,q−1 T ∗X)
or dC∞(X,

∧p+q−1(C⊗ TX)∗), the are canonical morphisms

Hp,q
BC(X,C) −→ Hp,q(X,C), (2.52)

Hp,q
BC(X,C) −→ Hp+q

DR (X,C), (2.53)

of the Bott-Chern cohomology to the Dolbeault or De Rham cohomology. These mor-
phisms are homomorphisms of C-algebras. From the definition, conjugating and inter-
changing partial it follows that Hq,p

BC(X,C) = Hp,q
BC(X,C). It can be shown from the

Hodge-Frölicher spectral sequence that Hp,q
BC(X,C) is always finite dimensional if X is

compact.

We suppose from now on that (X,ω) is a compact Kähler manifold. The equality
∆ = 2∆∂ shows that ∆ is homogeneous with respect to bidegree and that there is an
orthogonal decomposition, this u is harmonic for ∆ if and only if u is harmonic for ∆∂.

H k(X,C) =
⊕
p+q=k

H p,q(X,C). (2.54)

As ∆∂ = ∆∂ = ∆∂, we also have H q,p(X,C) = H p,q(X,C). Using the Hodge isomor-
phism theorems for the De Rham and Dolbeault cohomology, we get:

Theorem 2.4.2 (Hodge decomposition theorem). On a compact Kähler manifold, there
are canonical isomorphisms

Hk(X,C) '
⊕
p+q=k

Hp,q(X,C), Hodge decomposition

Hq,p(X,C) ' Hp,q(X,C). Hodge symmetry.

The only point which is not a priori completely clear is that this decomposition is
independent of the Kähler metric. In order to show that this is the case, one can use
the following Lemma, which allows us to compare all three types of cohomology groups
considered in 2.4.1.

Lemma 2.4.3. Let u be a d-closed (p, q)-form. The following properties are equivalent:

1. u is d-exact;

2. u is ∂-exact;

3. u is ∂-exact;

4. u is ∂∂-exact, i.e. u can be written u = ∂∂v.
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5. u is orthogonal to H p,q(X,C).

Proof. It is obvious that 4 implies 1, 2, 3, just using ∂∂ = −∂∂ for 3 and ∂v as the
element from the u comes. It is clear as well that 1 or 2 or 3 implies 5 using the Hodge
decomposition for harmonic forms. It is thus sufficient to prove that 5 implies 4. As
du = 0, we have ∂u = ∂u = 0, and as u is supposed to be orthogonal to Hp,q(X,C),
Theorem 2.3.25 implies u = ∂s, s ∈ C∞(X,

∧p,q−1 T ∗X). By the analogue of Theorem
2.3.25 for ∂, we have s = h+ ∂v + ∂∗ω, with h ∈H p,q−1(X,C), v ∈ C∞(X,

∧p−1,q−1 T ∗X)
and ω ∈ C∞(X,

∧p+1,q−1 T ∗X). Therefore

u = ∂∂v + ∂∂∗ω = −∂∂v − ∂∗∂w

using lemma 2.3.23. As ∂u = 0, hence ∂∂∗∂w = 0. Since (∂∂∗∂w, ∂ω) =
∥∥∂∗∂w∥∥2

= 0 we

conclude u = −∂∂v.

Corollary 2.4.4. Let X be a compact Kähler manifold. Then the natural morphisms

Hp,q
BC(X,C) −→ Hp,(X.C),

⊕
p+q=k

Hp,q
BC(X,C) −→ Hk

DR(X,C)

are isomorphisms.

Proof. The surjectivity of Hp,q
BC(X,C) −→ Hp,q(X,C) comes from the fact that every

class in Hp,q(X,C) can be represented by a harmonic (p, q)-form, thus by a d-closed (p, q)-
form; the injectivity means nothing more than the equivalence 2.4.3 3 ⇔ 2.4.3 4. Hence
Hp,q
BC(X,C) ' Hp,q(X,C) ' H p,q(X,C), and the isomorphism

⊕
p+q=kH

p,q
BC(X,C) 7→

Hk
DR(X,C) follows from (2.54).

Let us quote now two simple applications of Hodge theory. The first of these is
a computation of the Dolbeault cohomology groups of Pn. As H2p

DR(Pn,C) = C and
Hp,p(Pn,C) 3 {ωp} 6= 0, the Hodge decomposition formula implies

Application 2.4.5. The Dolbeault cohomology groups of Pn are

Hp,p(Pn,C) = C for 0 ≤ p ≤ n, Hp,q(Pn,C) = 0 for p 6= q.

Proposition 2.4.6. Every holomorphic p-form on a compact Kähler manifold X is d-
closed

Proof. If u is a holomorphic form of type (p, 0) then ∂u = 0. Furthermore ∂
∗
u is of type

(p,−1), hence ∂
∗
u = 0. Therefore ∆u = 2∆∂u = 0, from where d∗du = 0 which implies

du = 0.
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Example 2.4.7. Consider the Heisenberg group G ⊂ Gl3 C, defined as the subgroup of
matrices

M =

 1 x z
0 1 y
0 0 1

 , (x, y, z) ∈ C3.

Let Γ be the discrete subgroup of matrices with entries x, y, z ∈ Z[i] (or more generally
in the ring of integers of an imaginary quadratic field). Then X = G/Γ is a compact
complex 3-fold, known as the Iwasawa manifold. The equality

M−1 dM =

 0 dx dz − x dy
0 0 dy
0 0 0


shows that dx, dy, dz − x dy are left invariant holomorphic 1-forms on G. These forms
induce holomorphic 1-form on the quotient X = G/Γ. Since dz− x dy is not d-closed, we
see that X cannot be Kähler.

Remark 2.4.8. For simplicity of notation we work here with constant coeficients, but
analogous results hold for cohomology with values in a local system of coefficients (flat
Hermitian bundle), as in 2.2.12. It is enough to replace everywhere in the proof the
operator d = ∂ + ∂ by DE = D′E + D′′E, and to observe that one still has ∆′E = ∆′′E =
1
2
∆E (proof identical to that of Corollary 2.3.22). One can then deduce the existence of

isomorphisms

Hp,q
BC(X,E)→ Hp,q(X,E),

⊕
p+q=k

Hp,q
BC(X,E)→ Hk

DR(X,E)

and a canonical decomposition

Hk
DR(X,E) =

⊕
p+q=k

Hp,q(X,E).

In this context, the symmetry property of Hodge becomes

Hp,q(X,E) ' Hq,p(X,E∗)

via the antilinear operator #. These observations are useful for the study of variations of
Hodge structures.

Definition 2.4.9. The Betti numbers and Hodge number of X are by definition

bk = dimCH
k(X,C), hp,q = dimCH

p,q(X,C). (2.55)

Thanks to Hodge decomposition, these numbers satisfy the relations

bk =
∑
p+q=k

hp,q, hq,p = hp,q. (2.56)
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As a consequence, the Betti numbers b2k+1 of a compact Kähler manifold are even.
Note that the Serre duality theorem gives the additional relation hp,q = hn−p.n−q, which
holds as soon as X is compact.

Lemma 2.4.10. If u =
∑

i≥0 L
iuk−2i is the primitive decomposition of a harmonic k-form

u, then all components uk−2i are harmonic.

Proof. Since [∆, L] = 0, we get 0 = ∆u =
∑

i L
i∆uk−2i, hence ∆uk−2i = 0 by uniqueness.

Definition 2.4.11. Let (X,ω) be a compact Kähler manifold, then the Primitive coho-
mology is defined by

Hk(X,C)p := Ker(Λ : Hk(X,C)→ Hk−2(X,C))

and
Hp,q(X)p := Ker(Λ : Hp,q(X)→ Hp−1,q−1(X)).

Another important result of Hodge theory (which is in fact a direct consequence of
2.3.19.

Proposition 2.4.12 (Hard Lefschetz Theorem). Let (X,ω) be a compact Kähler manifold
of dimension n. Then for k ≤ n

Ln−k : Hk(X,C) ' H2n−k(X,C)

and for any k

Hk(X,C) =
⊕
i≥0

LiHk−2i(X,C)p.
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Chapter 3

Hodge decomposition for absolutely
q-convex manifolds

3.1 Plurisubharmonic Functions

Recall that the elementary Laplace operator ∆ in C is defined by

∆ =
∂2

∂x2
+

∂2

∂y2
= 4

∂2

∂z∂z
,

where z = x+iy. A C 2-function u on a region D ⊂ C is called harmonic, as in the previous
chapter, if ∆u = 0 (as we have seen that the Laplacians only differ for a minus sign). We
state some of the well-known elementary properties of harmonic functions (see [Ahl79]).

Proposition 3.1.1. A real valued function u is harmonic on D ⊂ C if and only if u is
locally the real part of a holomorphic function. In particular, harmonic functions are C∞,
and even real analytic.

Proposition 3.1.2 (The Mean Value Property). If u is harmonic on D ⊂ C, then

u(a) =
1

2π

∫ 2π

0

u(a+ reiθ) dθ

whenever {z : |z − a| ≤ r} ⊂ D.

Proposition 3.1.3 (The Maximum Principle). If u is real valued and harmonic on D ⊂
C, then:
(Strong version) If u has a local maximum at the point a ∈ D, then u is constant in a
neighborhood of a (and hence on the connected component of D which contains a).
(Weak version) If D ⊂⊂ C and u extends continuously to D, then u(z) ≤ maxbD u for
z ∈ D.

79
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Notice that the strong version of the maximum principle implies the weak version.

Theorem 3.1.4 (The Dirichlet Problem). If Ω := {z| |z − a| < r} and g ∈ C (bΩ), then
there is a unique continuous function u on Ω, such that u(z) = g(z) for z ∈ bΩ. This
harmonic extension u is given explicitly by the Poisson integral of g, i.e.,

u(a+ ζ) =
1

2π

∫ 2π

0

r2 − |ζ|2

|reiθ − ζ|2
g(a+ reiθ) dθ for |ζ| < r.

The the solutions of the Laplace equation in one real variable are the linear functions
l(x) = ax + b. A function y = u(x) is said to be convex if on any interval [α, β] in its
domain u(x) is less than or equal to the unique linear function l with u(α) = l(α) and
u(β) = l(β). Substituting harmonic functions for linear functions in the definition above
leads to the idea of subharmonic functions: A continuous function u is subharmonic on
D ⊂ C if on every disc Ω ⊂⊂ D one has u ≤ h, where h ∈ C (Ω̄) is the unique function
harmonic on Ω with h = u on bΩ. (The function h exists by the solution of the Dirichlet
problem for discs.)

For technical reasons it is convenient to include upper semicontinuous functions and
to admit the value −∞ in the definition of subharmonic functions. Moreover, one usually
replaces discs by more general sets (although this does not really matter, as we will see
that it is a local property). As the Dirichlet problem cannot generally be solved in this
setting, one is led to the following formulation.

Definition 3.1.5. A function u : D → R ∪ {−∞} is called subharmonic if u is upper
semicontinuous and if for every compact set K ⊂ D and every function h ∈ C (K) which
is harmonic on the interior of K and satisfies u ≤ h on bK it follows that u ≤ h on K.

Recall that u is said to be upper semicontinuous on D in

lim sup
z→a

u(z) ≤ u(a) for a ∈ D, (3.1)

or, equivalently,
{z ∈ D|u(z) < c} is open in D for every c ∈ R. (3.2)

An upper semicontinuous function takes on a maximum on every compact set (though
not necessarily a minimum). A function u : D → R is continuous if and only if u and −u
are upper semicontinuous.

From the (weak) maximum principle one sees immediately that harmonic functions
are subharmonic. We will give another examples after we have discussed some character-
izations of subharmonic functions.
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Lemma 3.1.6. Let D ⊂ C be open.

1. If u is subharmonic on D, so is cu for c > 0.

2. If {uα|α ∈ A} is a family of subharmonic functions on D such that u = supuα is
finite and upper semicontinuous, then u is subharmonic.

3. If {uj, j = 1, 2, . . .} is a decreasing sequence of subharmonic functions on D, then
u = limj→∞ uj is subharmonic.

Proof. 1. It follows immediately from the definition.

2. We have that u is upper semicontinuous as hypothesis. Hence given K ⊂ D a
compact and h ∈ C (K) which is harmonic on the interior of K and satisfies u ≤ h
on bK, for definition of u, uα ≤ h also on bK, as they are subharmonic it follow
that uα ≤ h on K, and taking the supremum we obtain that u ≤ h on K.

3. Suppose K ⊂ D is compact and h ∈ C (K) is harmonic on int(K) with h ≥
u = limuj on bK. Given ε > 0, Ej = {z ∈ bK|uj(z) ≥ h(z) + ε} is a closed
subset of bK for j = 1, 2, . . ., for this take any Cauchy sequence (zl) ∈ Ej, as
lim supl→∞ uj(zl) ≤ uj(lim zl), our assertion follows easily. Moreover Ej+1 ⊂ Ej
and it is a decreasing sequence, so that ∩∞j=1Ej = ∅. By compactness of bK, more
specifically, by the finite intersection property, there is l ∈ N with El = ∅. Hence
ul ≤ h + ε on bK, and so on K as well, because ul is subharmonic. This implies
that u ≤ h+ ε on K for all ε > 0, i.e., u ≤ h on K.

As an application we present a curious property of arbitrary domains in C.

Given a domain D, δD(z) = sup{r|Br(z) ⊂ D} denotes the (Euclidean distance) from
the point z ∈ D to the boundary of D. If D 6= Cn, then 0 < δD(z) < ∞ for all z ∈ D,
and δD extends to a continuous function on D by setting δD(z) = 0 for z ∈ bD. One
has δD(z) = inf{|z − ζ| : ζ ∈ bD. The distance between two sets A and B is given by
dist(A,B) := inf{|a− b| : a ∈ A, b ∈ B}.

Corollary 3.1.7. For every open set D in C the function u(z) = − log δD(z) is subhar-
monic on D.

Proof. If D = C, then u ≡ −∞, and there is nothing to prove. If D 6= C, then u(z) is con-
tinuous, and for z ∈ D one has u(z) = sup{− log |z − ζ| : ζ ∈ bD}. Since − log |z − ζ|is
harmonic, and hence subharmonic on D (it is, locally, the real part of a holomorphic
branch of − log(z − ζ)), the conclusion follows by Lemma 3.1.6.
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We shall now discuss some other characterizations of subharmonic functions which are
useful in various situations. In particular, it will follow that subharmonicity is a local
property.

Recall from integration theory that for a Borel measure µ on a compact set K and
an upper semicontinuous function u : K → R∪ {−∞}, the integral

∫
u dµ is well defined

(possibly = −∞). Moreover∫
K

u dµ = inf

{∫
K

ϕ dµ | ϕ ∈ C (K) and ϕ ≥ u

}
, (3.3)

and u ∈ L1(K,µ) if and only if
∫
u dµ > −∞.

Theorem 3.1.8. Let D be open in C. The following statements are equivalent for an
upper semicontinuous function u : D → R ∪ {−∞}:

1. u is subharmonic.

2. For every disc Ω ⊂⊂ D and holomorphic polynomial f with u ≤ <f on bΩ, one has
u ≤ <f on Ω.

3. For every a ∈ D there exists a positive number ra < δD(a) such that

u(a) ≤ 1

2π

∫ 2π

0

u(a+ reiθ) dθ for all 0 < r ≤ ra.

Remark 3.1.9. The result presented in the point (3) above is called the submean value
property . It is clearly a local property and it clearly holds if we change u by the sum
u1 + u2. Therefore, we have:

Corollary 3.1.10. If u1 and u2 are subharmonic on D, so is u1 + u2.

Before proving the Theorem we single out an important ingredient of the proof.

Lemma 3.1.11. An upper semicontinuous function u which satisfies the submean value
property satisfies the strong maximun principle 3.1.3.

Proof. The argument is identical to the one which is often used to prove the maximum
principle for harmonic functions. Suppose u satisfies the submean value property and u
has a local maximum at a ∈ D, i.e., there is ρ > 0 such that u(z) ≤ u(a) for all z with
|z − a| ≤ ρ. We must assume that ρ ≤ ra. If there were a point z0 with r = |z0 − a| ≤ ρ
and u(z0) < u(a), then

{θ ∈ [0, 2π]|u(a+ reiθ < u(a))
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would have nonempty interior, by the upper semicontinuity of u; thus∫ 2π

0

u(a+ reiθ) dθ <

∫ 2π

0

u(a) dθ = 2πu(a),

in contradiction to the hypothesis. So u must be constant in a neighborhood of a.

Proof of Theorem 3.1.8. As f is a holomorphic polynomial, hence harmonic we have that
1 implies 2. In order to show 2 ⇒ 3,we suppose Ω = {z : |z − a| < r} ⊂⊂ D and let
ϕ ∈ C (bΩ) with ϕ ≥ u on bΩ. After replacing ϕ by its Poisson integral, we may assume
that ϕ is continuous on Ω and harmonic on Ω. For τ < 1, the function

ϕτ (z) = ϕ(a+ τ(z − a))

is harmonic in a neighborhood of Ω, and ϕτ → ϕ on Ω as τ → 1. Now ϕτ = <fτ , where
fτ is holomorphic on Ω, and by considering the partial sums of the Taylor series of fτ , it
follows that for ε > 0, there is a holomorphic polynomial f with u ≤ ϕ ≤ <f ≤ ϕ+ ε on
bΩ. By 2 and the mean value property for the harmonic function <f , one obtains

u(a) ≤ <f(a) =
1

2π

∫ 2π

0

<f(a+ reiθ dθ) ≤ 1

2π

∫ 2π

0

ϕ(a+ reiθ) dθ + ε.

Since ε is arbitrary, we have shown that

u(a) ≤ 1

2π

∫ 2π

0

ϕ(a+ reiθ) dθ

for every continuous function ϕ ≤ u on bΩ, and thus 3 follows from 3.3.

Finally, to show 3⇒ 1, we take K ⊂ D be compact and suppose h ∈ C (K) is harmonic
on intK and u ≤ h on bK; we must show u ≤ h on K. Notice that 3 and the mean
value property for h imply the submean value property for u− h on intK. Therefore, by
Lemma 3.1.11, (u− h)(z) ≤ maxbK(u− h) ≤ 0 for z ∈ K, i.e., u ≤ h on K.

Proposition 3.1.12. If f is holomorphic on D, then |f |α for α > 0 and log |f | are
subharmonic on D.

Proof. For the first assertion we take a ∈ D, as D is open, there exists a ball Ω of radius r
such that r < δD(a), using the Cauchy integral formula, and an inequality for the integral,

we obtain that |f(a)|α ≤ 1
2π

∫ 2π

0
|f(a+ reit)|α dt if f(a) 6= 0. If f(a) = 0, it is obvious

that |f(a)|α ≤ |f(z)|α, this implies that |f |α is harmonic.

For the second assertion we use the maximum principle and the fact that log is an
increasing function, this is, let c := max |f |Ω and we take as the holomorphic polynomial
the constant log c and by 2, log |f | is subharmonic.
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The following property of the mean values of subharmonic functions is very useful.

Lemma 3.1.13. If u is subharmonic on the disc {|z − a| < ρ}, then

A(u; r) =
1

2π

∫ 2π

0

u(a+ reiθ) dθ

is a nondecreasing function for 0 < r < ρ.

Proof. Let Ω(r) = {|z − a| < r} and suppose 0 < r1 < r2 < ρ. Let ϕ ∈ C (bΩ(r2)) satisfy
ϕ ≥ u on bΩ(r2). By taking the Poisson integral of ϕ, we may assume that ϕ ∈ C (Ω(r2))
and ϕ is harmonic on Ω(r2). By the mean value property, A(ϕ; r) = ϕ(a) for r ≤ r2,
and the subharmonicity of u implies u ≤ ϕ on Ω(r2). Hence A(u; r2) ≤ A(ϕ; r1) =
A(ϕ, r2) for all such ϕ, and it follows that A(u; r1) ≤ inf{A(ϕ; r2) | ϕ continuous and ϕ ≥
u on bΩ(r2)} = A(u; r2).

It is well known that a C 2 function u(x) on an interval I ⊂ R is convex if and only if
u′′(x) ≥ 0 on I. An analogous characterization holds for smooth subharmonic functions,
giving a simple computational test for subharmonicity.

Proposition 3.1.14. A real valued function u ∈ C 2(D) is subharmonic on D if and only
if ∆u ≥ 0 on D.

Proof. We first show that ∆u > 0 implies that u is subharmonic. Let K ⊂ D be compact,
h ∈ C (K) harmonic on intK, and suppose v = u − h ≤ 0 on bK. If v(z) > 0 for some
z ∈ K, then v would take on its maximum at a point a ∈ intK, and it would follow
that ∆v(a) ≤ 0. Since ∆h = 0, this contradicts ∆u(a) > 0, so we must have v ≤ 0, i.e.,
u ≤ h, on K. Next, if ∆u ≥ 0, the preceding argument applied to uj = u+ (1/j) |z|2 for
j = 1, 2, . . . shows that uj is subharmonic. As uj(z) decreases to u(z) as j →∞, Lemma
3.1.6 implies that u is subharmonic as well.

To prove the converse, let u be subharmonic and suppose there is a a ∈ D such that
∆u(a) < 0. By continuity, ∆u < 0 on a neighborhood U of a, and hence, by the first
part of the proof, −u is subharmonic on U . Thus u and −u are subharmonic on U , and
by the submean value property u is harmonic on U , but this would imply ∆u = 0 on U ,
contradicting ∆u(a) < 0. So we must have ∆u ≥ 0 on D.

Definition 3.1.15. Let D be open in Cn. A function u : D → R ∪ {−∞} is said to be
plurisubharmonic on D if u is upper semicontinuous, and if for every a ∈ D and w ∈ Cn

the function λ 7→ u(a + λw) is subharmonic on the region {λ ∈ C : a + λw ∈ D}. The
class of plurisubharmonic functions on D is denoted by PSH(D).
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Remark 3.1.16. Certain properties of subharmonic functions are inherited by plurisub-
harmonic functions. For example, Lemma 3.1.6 holds for plurisubharmonic functions,
PSH(D) is closed under addition, and u ∈ PSH(D) if and only if u is plurisubhar-
monic in some neighborhood of every point a ∈ D. If f ∈ O(D), then |f |α, α > 0, and
log |f | are plurisubharmonic on D. (This follows from Proposition 3.1.12— notice that
the restriction of f to a complex line is holomorphic where defined.)

On the other hand, Corollary 3.1.7 does not extend to higher dimensions. For example,
if D = C2 − {0}, let u = − log δD(z). For a = (1, 0) and w = (0, 1), u(a + λw) =

− log δD(1, λ) = − log
√

1 + |λ|2, and this function has a strict maximum at λ = 0, so it

cannot be subharmonic (Lemma 3.1.11). So u is not plurisubharmonic. We shall see that
the regions D ⊂ Cn for which − log δD is plurisubharmonic are precisely the pseudoconvex
ones.

For plurisubharmonic functions of class C 2 there is a differential characterization anal-
ogous to the one given in Proposition 3.1.14 for subharmonic functions.

Proposition 3.1.17. Let D ⊂ Cn and suppose u ∈ C 2(D) is real valued. Then u ∈
PSH(D) if and only if the complex Hessian of u,

Lz(u;w) =
n∑

j,k=1

∂2u

∂zj∂zk
(z)wjwk,

is positive semidefinite on Cn at every point z ∈ D.

Proof. A straightforward computation gives

∂2

∂λ∂λ
u(a+ λw) = La+λw(u,w) (3.4)

for w ∈ Cn and a+λw ∈ D. By Proposition 3.1.14, u(a+λw) is subharmonic in λ if and
only if the left side in (3.4) is nonnegative.

Corollary 3.1.18. Suppose Ω ⊂ Cn and D ⊂ Cm are open, and F : D → Ω is holomor-
phic. Then u ◦ F ∈ PSH(D) if u ∈ PSH(Ω) ∩ C 2(Ω).

Proof. A computation gives La(u ◦ F ;w) = LF (a)(u;F ′(a)w). Now use the Proposition
3.1.17.

In order to extend Corollary 3.1.18 to arbitrary u ∈ PSH(D), one needs to locally
approximate u by smooth plurisubharmonic functions. In order to get started we need
to know that plurisubharmonic functions are in L1, at least locally, with respect to 2n-
dimensional Lebesgue measure.
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Lemma 3.1.19. Let D ⊂ Cn be connected. If u ∈ PSH(D) and u 6≡ −∞ on D, then
u ∈ L1

loc(D). In particular, {z ∈ D|u(z) = −∞} has Lebesgue measure 0.

Proof. We first show that if u(a) > −∞ at some point a ∈ D, then u ∈ L1(P (a, r)) for
every polydisc, this is the product of n open discs in C, P (a, r) ⊂⊂ D. Since u is bounded
from above on such a polydisc, it is enough to show

∫
P (a,r)

u dV > −∞. By applying the

submean value property in each coordinate separately, one obtains

u(a) ≤ (2π)−n
∫ 2π

0

· · ·
∫ 2π

0

u(a+ ρeiθ) dθ1 . . . dθn

for all ρ = (ρ1, . . . , ρn) with 0 ≤ ρ ≤ r, where ρeiθ = (ρ1e
iθ1 , . . . , ρne

iθn). After multiplying
by ρ1 . . . ρn dρ1 . . . dρn and integrating in ρj from 0 to rj, 1 ≤ j ≤ n, it follows that

−∞ < u(a) ≤ [VolP (a, r)]−1

∫
P (a,r)

u dV.

The application of the Fubini-Tonelli theorem is legitimate as u is bounded from above.

Now consider the set E = {a ∈ D|u is integrable in a neighborhood of a}. E is clearly
open, and we just saw that E 6= ∅. The statement proved above also implies that if
a ∈ D \ E, then u(z) = −∞ for all z in some neighborhood of a, so D − E is open as
well. Since D is connected, E = D.

Theorem 3.1.20. Let D ⊂ Cn and set Dj = {z ∈ D| |z| < j and δD(z) > 1/j}. Suppose
u ∈ PSH(D) is not identically −∞ on any component of D. Then there is a sequence
{uj} ⊂ C∞(D) with the following properties

1. uj is strictly plurisubharmonic on Dj.

2. uj(z) ≥ uj+1(z) for z ∈ Dj, and limj→∞ uj(z) = u(z) for z ∈ D.

3. If u is also continuous, the convergence in 2 is compact on D.

Proof. Let ϕ ∈ C∞c (B(0, 1)), this is with compact support on B(0, 1) (the ball centered
in 0 with radius 1), such that ϕ ≥ 0, ϕ is radial (i.e., ϕ(z) = ϕ(z′)) if |z| = |z′|), and∫
ϕ dV = 1. Since Dj ⊂⊂ D, by Lemma 3.1.19 one has u ∈ L1(Dj) for each j = 1, 2, . . ..

The integral vj(z) =
∫
Dj
u(ζ)ϕ(j(z − ζ))j2n dV (ζ) is thus defined for each z ∈ Cn, and

standard results give vj ∈ C∞. We set uj(z) = vj(z) + (1/j) |z|2. For z ∈ Dj, a linear
change of variables gives

vj(z) =

∫
|ζ|<1

u(z − ζ/j)ϕ(ζ) dV (ζ). (3.5)
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In order to prove 1 it is enough to show that vj ∈ PSH(Dj), i.e., vj(a+ λw) satisfies the
submean value property at λ = 0 for a ∈ Dj and w ∈ Cn, since then

La(uj;w) = La(vj, w) + (1/j) |w|2 ≥ (1/j) |w|2 .

But this follows easily from the corresponding property of u, as follows: for sufficiently
small r one has

1

2π

∫ 2π

0

vj(a+ reiθw) dθ =

∫
|ζ|<1

[
1

2π

∫ 2π

0

u(a+ reiθw − ζ/j) dθ

]
ϕ(ζ) dV (ζ)

≥
∫
|ζ|<1

u(a− ζ/j)ϕ(ζ) dV (ζ)

= vj(a).

Next, observe that the integral (3.5) is invariant under substitution of ζ by eitζ, t ∈ R.
Thus

vj(z) =

∫
|ζ|<1

[
1

2π

∫ 2π

0

u(z − eitζ/j) dt

]
ϕ(ζ) dV (ζ). (3.6)

By Lemma 3.1.13 applied to the subharmonic function λ 7→ u(z + λ(−ζ)), the inner
integral in 3.6 is nondecreasing in r = 1/j; thus vj(z) ≥ vj+1(z). Also, 3.6 and the
submean value property show vj(z) ≥ u(z)

∫
ϕ dV = u(z). If ε > 0 is given, by the upper

semicontinuity of u there is a ball B(z, δ) ⊂ {ζ ∈ D|u(ζ) < u(z) + ε}; thus, for j > 1/δ,
one obtains from (3.5) and the above that u(z) ≤ vj(z) < u(z) + ε. This completes the
proof of 2 for {vj}; 3 follows by a similar argument. The corresponding statements for
{uj} are then obvious.

We can now show that plurisubharmonic functions are invariant under holomorphic
maps.

Theorem 3.1.21. If Ω ⊂ Cn, D ⊂ Cm and F : D → Ω is holomorphic, then u ◦ F ∈
PSH(D) for every u ∈ PSH(Ω).

Proof. Without loss of generality we may assume that Ω is connected and that u ∈
PSH(Ω) is 6≡ −∞. Choose a decreasing sequence {uj} with limuj = u as in Theorem
3.1.20. If D′ ⊂⊂ D, then uj ◦ F is plurisubharmonic on D′ for j sufficiently large, by
the plurisubharmonicty of uj and Corollary 3.1.18. Since {uj ◦ F} decreases to u ◦ F as
j →∞, the conclusion follows from Lemma 3.1.6.

In 1906 F. Hartogs discovered the first example exhibiting the remarkable extension
properties of holomorphic functions in more than one variable. It is this phenomenon,
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more that anything else, which distinguishes function theory in several variables from the
classical one-variable theory.

The phenomenon of simultaneous extension of all holomorphic functions from one
domain to a strictly larger one raises the question of characterizing those domains for
which this phenomenon does not occur: these are the so-called domains of holomorphy.

Definition 3.1.22. A holomorphic function f on D is completely singular at p ∈ bD if
for every connected neighborhood U of p there is no h ∈ O(U) which agrees with f on
some connected component of U ∩ D. D is called a weak domain of holomorphy if for
every p ∈ bD there is fp ∈ O(D) which is completely singular at p. D is called a domain
of holomorphy if there exists f ∈ O(D) which is completely singular at every boundary
point p ∈ bD.

The concept of weak domain of holomorphy is not standard; it is, in fact, equivalent
to the concept of domain of holomorphy, but we will not prove that here.

We will characterized these sets and give some equivalences. We set:

Γ = {z ∈ Cn|zj = 0 for j < n, |zn| ≤ 1}
∪ {z ∈ Cn|zj = 0 for j < n− 1, |zn−1| ≤ 1, |zn| = 1},

and

Γ̂ = {z ∈ Cn|zj = 0 for j < n− 1, |zn−1 ≤ 1, |zn| ≤ 1| ;

we call the pair (Γ, Γ̂) the (standard) Hartogs frame in Cn. Note that Γ = Γ̂ for n = 1. A

pair (Γ∗, Γ̂∗) of compact sets in Cn is called a Hartogs figure if there is a biholomorphic

map F : Γ̂→ Γ̂∗, such that F (Γ) = Γ∗.

We will state some results, for the proof we refer to [Ran86].

Lemma 3.1.23. Let (Γ∗, Γ̂∗) be a Hartogs figure. Then every f ∈ O(Γ∗) has a holomor-

phic extension f̂ ∈ O(Γ̂∗).

Definition 3.1.24. A domain D ⊂ Cn is called Hartogs pseudoconvex if foer every Har-
togs figure (Γ∗, Γ̂∗) with Γ∗ ⊂ D one has Γ̂∗ ⊂ D as well.

Theorem 3.1.25. A weak domain of holomorphy is Hartogs pseudoconvex.

A function ϕ : D → R on the open set D is said to be an exhaustion function for D if
for every c ∈ R the set Dc = {z ∈ D|ϕ(z) < c} is relatively compact in D. An exhaustion
function ϕ satisfies ϕ(z)→∞ as z → bD; this is also sufficient if D is bounded.
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Definition 3.1.26. An open set D in Cn is called pseudoconvex if there is u ∈ PSH(D)∩
C 2(D) such that u is an exhaustion function for D, which satisfies Lz(u,w) > 0 for every
z ∈ D and w ∈ Cn.

Definition 3.1.27. A region D ⊂ Cn is called plurisubharmonic convex if for every
compact set K ⊂ D, its plurisubharmonic convex hull

K̂PSH(D) = {z ∈ D : u(z) ≤ sup
K
u for all u ∈ PSH(D)}

is relatively compact in D.

Next we introduce a version of the classical “continuity principle” which describes a
geometrically very intuitive analogue of linear convexity. If Ω ⊂⊂ C is an open disc and
ϕ : Ω→ D is a continuous map which is holomorphic on Ω, we shall say that ϕ(Ω) is an
analytic disc S in Ω and call the set ϕ(bΩ) the “boundary” ∂S of S.

Definition 3.1.28. A region D in Cn is said to satisfy the continuity principle if for
every family {Sα|α ∈ I} of analytic discs in D with⋃

α∈I

∂Sα ⊂⊂ D,

it follows that ⋃
α∈I

Sα ⊂⊂ D.

The following Theorem gives the equivalence of all the definitions given before. See
[Ran86].

Theorem 3.1.29. The following properties are equivalent for an open set D in Cn

1. There is a C 2 strictly plurisubharmonic exhaustion function for D (i.e., D is pseu-
doconvex according to the definition in 3.1.26).

2. There is a plurisubharmonic exhaustion function for D.

3. D is plurisubharmonic convex

4. For every analytic disc S in D one has dist(S, bD) = dist(∂S, bD).

5. D satisfies the continuity principle.

6. D is Hartogs pseudoconvex.

7. − log δD is plurisubharmonic on D.

8. D is a domain of holomorphy.
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3.2 q-Convex Spaces

In this section we will assume the knowledge of sheaf theory, for which we refer to [Ten75]
for a clear and general exposition, and [GR77] for a more complex point of view. We will
follow mainly [GR84] and [Dem12].

Definition 3.2.1. A topological space X together with a sheaf of ring A on X is called
a ringed space.

We recall briefly that sheaf of rings here means the following: for each point x ∈ X
we have a commutative ring Ax of “germs at x” with a unit 1x, and the union A of all
rings Ax is provided with a topology in such a way that:

1. the map which assigns to every a ∈ A the unique x ∈ X with a ∈ Ax is locally a
homeomorphism.

2. for any open set U in X the set A (U) of “sections in A over U” is a ring with
unit (this means the map x 7→ 1x is continuous and addition and multiplication are
continuous operations). Then, for each U and x ∈ U , we have a natural homomor-
phism A (U) → Ax of rings attaching to every section s ∈ A (U) its germ sx at x.
The knowledge of the rings A (U) for all open sets U together with the “restriction”
homomorphisms A (U)→ A (V ) for V ⊂ U completely determines the sheaf A .

Ringed space are usually denoted (X,A ), the sheaf A is called the structure sheaf. Often
we simply write X instead of (X,A ) if it is clear from the context what the structure
sheaf is.

Any domain D in Cn gives rise, by restriction, to the open ringed subspace (D,OD)
of (Cn,O).

If f1, . . . , fk are finitely many continuous functions in a space X the set

N(f1, . . . , fk) := {x ∈ X|f1(x) = . . . = fk(x) = 0}

is called the set of common zeros of f1, . . . , fk in X. As we can see it as the finite
intersection of closed subsets, it is closed in X, for N(f1, . . . , fk) = N(f1)∩N(f2)∩ . . .∩
N(fk). We are only interested in zero sets of holomorphic functions.

We next introduce the notion of a complex model space. Let D be a domain in Cn

and let I be an ideal sheaf in OD, which is of “finite type” on D, i.e. to every point
z ∈ D there exists an open neighborhood U ⊂ D of z and functions f1, . . . , fk ∈ O(U)
such that the sheaf I is generated over U by f1, . . . , fk, i.e.

IU = OUf1 + . . .+ OUfk
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The quotient sheaf O/I is a sheaf of rings on D. We consider its support Y :=
Supp(OD/I ), that is the set of all points z ∈ D, where (OD/I )z 6= 0, i.e. where
Iz 6= Oz. Clearly in a neighborhood U of z as above we have Y ∩ U = N(f1, . . . , fk), so
locally Y is the zero set of finitely many holomorphic functions. The restriction

OY := (OD/I )|Y

of OD/I to Y is a sheaf of rings on Y . The ringed space (Y,OY ) is called a complex model
space (in D), more precisely: the complex model space defined by the ideal I ⊂ OD of
finite type. Clearly D itself and the empty space are complex model spaces (defined by
the zero ideal sheaf resp. by I := OD).

Any finite set f1, . . . , fk of holomorphic functions defines a complex model space
(Y,OY ) in D with Y = N(f1, . . . , fk), just perform the above construction for the ideal
I := ODf1 + . . .+ ODfk. We give four simple examples:

1. NEIL’s parabola. This is the complex model space defined in C2 with complex
coordinates w, z by the polynomial w2 − z3.

2. The space of coordinate lines in C2. This space is defined by the polynomial wz.
Its underlying topological space N(wz) consists of two complex lines in C2 meeting
in the origin.

3. The n-fold point. This is the complex model space defined in C with complex
coordinate z by the monomial zn , n ≥ 1. Here N(zn) is a single point p (origin)
and Op = (OC/OCz

n)|p is a local C -algebra with n generators 1, ε, . . . , εn−1 and
εn = 0(Artin-algebra). We see that in case n > 1 there live nilpotent germs 6= 0 on
the n-fold point-. If n = 1, we have (p,O0) = (p,C), if n = 2, the space (p,Op) is
called double point.

4. The cone in C 3. This space is given by the polynomial w2 − z1z2. The topological
space N(w2−z1z2)\{0} is a topological manifold of dimension 4, the origin 0 however
is a “singular” point of the cone: there is no neighborhood of 0 in N(w2 − z1z2)
which is homeomorphic to a ball in R4.

Let us denote by K := X×C the constant sheaf of field C over X with projection (x, c) 7→
x. A sheaf of ring A on X is called a sheaf of C-algebras, if A is a sheaf of modules
over K with Supp A = X such that c(fg) = (cf)g for all c ∈ Kx, f, g ∈ Ax, x ∈ X. In
particular the identity section 1 ∈ A is nowhere zero and ι : K → A , (x, c) 7→ c1x is a
sheaf monomorphism (of rings). We identify K with ι(K ) ⊂ A and C with C1x ⊂ Ax.

A sheaf of C-algebras A is called a sheaf of local C-algebras if every stalk Ax is a
local ring with (unique) maximal ideal m(Ax) so that the quotient epimorphism Ax →
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Ax/m(Ax) always induces an isomorphism C ∼→ Ax/m(Ax). One identifies Ax/m(Ax)
with C and thus has a canonical direct sum Ax = C⊕m(Ax) as C-vector space. A sheaf

mapping α : A → A ′ between sheaves of C-algebras is called a C-homomorphism if every
stalk map αx : Ax → A ′

x is a C-algebra homomorphism. If A ,A ′ are sheaves of local C-
algebras such homomorphism are automatically stalk-wise local, i.e. αx maps m(Ax) into
m(A ′

x).

A ringed space (X,A ) is called a C-ringed space if A is a sheaf of local C-algebras. A
morphism (X,AX)→ (Y,AY ) of C-ringed spaces consists of a continuous map f : X → Y
together with a C-algebra homomorphism f̃ : AY → f∗(AX). Note that the image sheaf
f∗(AX) always is, in a canonical way, a sheaf of ring (not necessarily of C-algebras) on Y
so that maps f̃ can be considered.

A morphism (f, f̃) : (X,AX)→ (Y,AY ) canonically determines stalk maps

f̃x : AY,f(x) → AX,x, x ∈ X,

by composing the map AY,f(x) → f∗(AX)f(x) induced by f with the natural germ map

f̂x : f∗(AX)f(x) → AX,x. These stalk maps determine f̃ and are automatically local
C-algebra homomorphism.

If U is open in X clearly (U,AU) with AU := AX |U is a C-ringed space. We call
(U,AU) an open C-ringed subspace of (X,AX), the injection ι : U → X canonically
induces a morphism (U,AU)→ (X,AX).

We are now in position to introduce the notion of a complex space.

Definition 3.2.2. Let (X,OX) be a C-ringed space such that X is a Hausdorff space: we
call (X,OX) a complex space if every point of X has an open neighborhood U such that
the open C-ringed subspace (U,OU) of (X,OX) is isomorphic to a complex model space.

In other words a complex space is a ringed Hausdorff space which can be locally
realized (as a C-ringed space) by the zero set of finitely many holomorphic functions in
some domain of a complex number space. All complex model spaces, especially all spaces
(D,OD) and the double point (p,Op), are complex spaces.

Morphisms between complex spaces are called holomorphic maps ; isomorphisms are
called biholomorphic maps. We now discruss several possibilities of how good resp. how
bad a given complex space X = (X,O) may behave at a point x ∈ X. The situation is
optimal if x is a smooth point of X, i.e. if there exists an open neighborhood of x which
is isomorphic to a domain (D,OD). If all points of X are smooth the complex space X
is called a complex manifold. ( [Ten75] prove the equivalence between the two definitions
that we have now.) Smooth points are also called simple or regular. A non-regular point
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of X is called a singular point, e.g. the origin is a singular point of NEIL’s parabola
w2 − z3 = 0 and of the cone w2 − z1z2 = 0. The space X is called irreducible at x if the
stalk Ox is an integral domain, otherwise X is called reducible atx. All smooth points
are irreducible points, since for such a point x the stalk Ox is isomorphic to the ring of
convergent power series at 0 ∈ Cn. The origin is an irreducible point of NEIL’s parabola
and of the cone in C3, however a reducible point of the space of coordinate lines wz = 0
in C2. The space X is called locally irreducible if all point of X are irreducible. Complex
manifolds are locally irreducible.

The complex space X is called reduced at x if the stalk Ox is a reduced ring, i.e. does
not contain nilpotent elements 6= 0. All irreducible point are reduced points of X, the
origin of wz = 0 also is a reduced point. We call X a reduced complex space if X is
reduce at all its points. The double point (p,Op) is the typical example of a non-reduced
complex space.

A reduced point x ∈ X is called a normal point of X, if the stalk Ox is integrally
closed in its quotient ring. Smooth points are normal, X is irreducible at every normal
point. The origin of the cone w2 − z1z2 = 0 is a normal point, while the origin of NEIL’s
parabola is not. A complex space with normal points only is called a normal space.

Now, we will introduce the concept of q-convexity. Let M be a complex manifold,
dimCM = n. A function v ∈ C 2(M,R) is said to be strongly (resp. weakly) q-convex at a
point x ∈M if i∂∂v(x) has at least (n−q+1) strictly positive (resp. non-negative) eigen-
values, or equivalently if there exists a (n−q+1)-dimensional subspace F ⊂ TxM on which
the complex Hessian Hxv is positive definite (resp. semi-positive). Weak 1-convexity is
thus equivalent to plurisubharmonicity. Some authors use different conventions for the
number of positive eigenvalues in q-convexity. The reason why we introduce the number
n− q + 1 instead of q is mainly due to the following result:

Proposition 3.2.3. If v ∈ C 2(M,R) is strongly (weakly) q-convex and if Y is a subma-
nifold of M , then v|Y is strongly (weakly) q-convex.

Proof. Let d = dimY . For every x ∈ Y , there exists F ⊂ TxM with dimF = n−q+1 such
that Hv is (semi-)positive on F . Then G = F∩TxY has dimension ≥ (n−q+1)−(n−d) =
d − q + 1, and H(v|Y ) is (semi)- positive on G ⊂ TxY . Hence v|Y is strongly (weakly)
q-convex at x.

Proposition 3.2.4. Let vj ∈ C 2(M,R) be a weakly (strongly) qj-convex function, 1 ≤
j ≤ s, and χ ∈ C 2(Rs,R) a convex function that is increasing (strictly increasing) in all
variables. Then v = χ(v1, . . . , vs) is weakly (strongly) q-convex with q − 1 =

∑
(qj − 1).

In particular v1 + · · ·+ vj is weakly (strongly) q-convex.
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Proof. Using that

(D2(J ◦ h)(x))(a, a) =
∑
i,j,k

∂iJ(h(x))∂j∂khi(x)ajak +
∑
i,j,k,l

∂ihj(x)∂j∂kJ(h(x))∂khl(x)aial.

for a composition of real functions we have that

Hv =
∑
j

∂χ

∂tj
(v1, . . . , vs)Hvj +

∑
j,k

∂2χ

∂tj∂tk
(v1, . . . , vs)∂vj ⊗ ∂vk, (3.7)

and the second sum defines a semi-positive hermitian form. In every tangent space TxM
there exists a subspace Fj of codimension qj − 1 on which Hvj is semi-positive (positive
definite). Then F = ∩Fj has codimension ≤ q − 1 and Hv is semi-positive (positve
definite) on F .

The above result cannot be improved, as shown by the trival example

v1(z) = −2 |z1|2 + |z2|2 + |z3|2 , v2(z) = |z1| − 2 |z2|2 + |z3|2 on C3,

in which case q1 = q2 = 2 as they have the 2-dimensional subspace where the complex
hessian Hxvi is positive definite, L (z2, z3),L (z1, z3) but v1 + v2 is only 3-convex, this is,
it is positive definite on L (z3). However, formula (3.7) implies the following result:

Proposition 3.2.5. Let vj ∈ C 2(M,R), 1 ≤ j ≤ s, be such that every convex linear
combination

∑
αjvj, αj ≥ 0,

∑
αj = 1, is weakly (strongly) q-convex. If χ ∈ C 2(Rs,R) is

a convex function that is increasing (strictly increasing) in all variables, then χ(v1, . . . , vs)
is weakly (strongly) q-convex.

The invariance property of Proposition 3.2.3 immediately suggests the definition of
q-convexity on complex spaces.

Definition 3.2.6. Let (X,OX) be a complex space. A function v on X is said to be

strongly (resp. weakly) q-convex of class C k on X if X can be covered by patches G : U
'→

A,A ⊂ Ω ⊂ Cn such that for each patch there exists a function ṽ on Ω with ṽ|A ◦G = v|U
which is strongly (resp. weakly) q-convex of class C k.

The notion of q-convexity on a patch U does not depend on the way U is embedded
in CN , as shown by the following lemma.

Lemma 3.2.7. Let G : U → A ⊂ Ω ⊂ CN and G′ : U ′ → A′ ⊂ Ω′ ⊂ CN ′ be two patches
of X. Let ṽ be a strongly (weakly) q-convex function on Ω and v = ṽ|A ◦ G. For every
x ∈ U∩U ′ there exists a strongly (weakly) q-convex function ṽ′ on a neighborhood W ′ ⊂ Ω′

of G′(x) such that ṽ′A′∩W ′ ◦G′ coincides with v on G′−1(W ′).
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Proof. The isomorphisms

G′ ◦G−1 : A ⊃ G(U ∩ U ′)→ G′(U ∩ U ′) ⊂ A′,

G ◦G′−1 : A′ ⊃ G′(U ∩ U ′)→ G(U ∩ U ′) ⊂ A

are restrictions of holomorphic maps H : W → Ω′, H ′ : W ′ → Ω defined on neighborhood
W 3 G(x),W ′ 3 G′(x); we can shrink W ′ so that H ′(W ′) ⊂ W . If we compose the
automorphism (z, z′) 7→ (z, z′ − H(z)) of W × CN ′ with the function v(z) + |z′|2 we see
that the function ϕ(z, z′) = ṽ(z) + |z′ −H(z)|2 is strongly (weakly) q-convex on W ×Ω′.
Now, W ′ can be embedded in W ×Ω′ via the map z′ 7→ (H ′(z′), z′), so that the composite
function

ṽ(z′) = ϕ(H ′(z′), z′) = ṽ(H ′(z′)) + |z′ −H ◦H ′(z′)|2

is strongly (weakly) q-convex onW ′ by Proposition 3.2.3. SinceH◦G = G′ andH ′◦G′ = G
on G′−1(W ′), we have ṽ′ ◦G′ = ṽ ◦G = v on G′−1(W ′) and the lemma follows.

A consequence of this lemma is that Proposition 3.2.4 is still valid for a complex space
X (all the extension ṽj near a given point x ∈ X can be obtained with respect to the
same local embedding).

Definition 3.2.8. A complex space (X,OX) is said to be strongly (resp. weakly) q-convex
if X has a C∞ exhaustion function ψ which is strongly (resp. weakly) q-convex outside
an exceptional compact set K ⊂ X. We say that X is strongly q-complete if ψ can be
chosen so that K = ∅. By convention, a compact complex space X is said to be strongly
0-complete, with exceptional compact set K = X.

We consider the sublevel sets

Xc = {x ∈ X|ψ(x) < c} c ∈ R. (3.8)

If K ⊂ Xc, we may select a convex increasing function χ such that χ = 0 on ]−∞, c] and
χ′ > 0 on ]c,+∞[. Then χ ◦ ψ = 0 on Xc, so that χ ◦ ψ is weakly q-convex everywhere in
virtue of 3.7. In the weakly q-convex case, we may therefore always assume K = ∅. The
following properties are almost immediate consequences of the definition:

Theorem 3.2.9. 1. If X is strongly (weakly) q-convex , every sublevel set Xc contain-
ing the exceptional compact set K is strongly (weakly) q-convex.

2. If Uj is a weakly qj-convex open subset of X, 1 ≤ j ≤ s, the intersection U =
U1∩ . . .∩Us is weakly q-convex with q−1 =

∑
(qj−1); U is strongly q-convex (resp.

q-complete) as soon as one of the sets Uj is strongly qj-convex (resp. qj-complete).
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Proof. 1. Let ψ be an exhaustion of the required type on X. Then 1/(c − ψ) is an
exhaustion on Xc . Moreover, this function is strongly (weakly) q-convex on Xc \K,
thanks to Proposition 3.2.3 and 3.2.4.

2. Note that a sum ψ = ψ1 + . . . + ψs of exhaustion functions on the sets Uj is an
exhaustion on U , choose the ψj’s weakly qj-convex everywhere and apply Proposition
3.2.4.

Corollary 3.2.10. Any finite intersection U = U1 ∩ . . . ∩ Us of weakly 1-convex open
subsets is weakly 1-convex. The set U is strongly 1-convex (resp. 1-complete) as soon as
one of the sets Uj is strongly 1-convex (resp. 1-complete).

We prove now a rather useful result asserting the existence of q-complete neighbor-
hoods for q-complete subvarieties. The first step is an approximation-extension theorem
for strongly q-convex functions.

Proposition 3.2.11. Let Y be an analytic set in a complex space X and ψ a strongly
q-convex C∞ function on Y . For every continuous function δ > 0 on Y , there exists a
strongly q-convex C∞ function ϕ on a neighborhood V of Y such that ψ ≤ ϕ|Y < ψ + δ.

Proof. Let Zk be a stratification of Y , i.e. Zk is an increasing sequence of analytic subsets
of Y such that Y = ∪Zk and Zk \ Zk−1 is a smooth k-dimensional manifold (possibly
empty for some k’s). We shall prove by induction on k the following statement:

There exists a C∞ function ϕk on X which is strongly q-convex along Y and on a
closed neighborhood V k of Zk in X, such that ψ ≤ ϕk|Y < ψ + δ.

We first observe that any smooth extension ϕ−1 of ψ to X satisfies the requirements
with Z−1 = V−1 = ∅. Assume that Vk−1 and ϕk−1 have been constructed. Then Zk \
Vk−1 ⊂ Zk \ Zk−1 is contained in Zk,reg. The closed set Zk \ Vk−1 has a locally finite
covering (Aλ) in X by open coordinate patches Aλ ⊂ Ωλ ⊂ CNλ in which Zk is given by
equation z′λ = (zλ,k+1, . . . , zλ,Nλ) = 0. Let θλ be C∞ functions with compact support in
Aλ such that 0 ≤ θ ≤ 1 and

∑
θλ = 1 on Zk \ Vk−1. We set

ϕk(x) = ϕk−1(x) +
∑

θλ(x)ε3
λ log(1 + ε−4

λ |z
′
λ|

2
) on X.

For ελ > 0 small enough, we will have ψ ≤ ϕk−1|Y ≤ ϕk|Y < ψ + δ. Now, we check
that ϕk is still strongly q-convex along Y and near any x0 ∈ V k−1, and that φk becomes
strongly q-convex near any x0 ∈ Zk \ Vk−1. We may assume that x0 ∈ Supp θµ for
some µ, otherwise ϕk coincides with ϕk−1 in a neighborhood of x0. Select µ and a small
neighborhood W ⊂⊂ Ωµ of x0 such that
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1. if x0 ∈ Zk \ Vk−1, then θµ(x0) > 0 and Aµ ∩W ⊂⊂ {x ∈ Aµ|θµ > 0};

2. if x0 ∈ Aλ for some λ (there is only a finite set I of such λ’s), then Aµ ∩W ⊂⊂ Aλ
and zλ|Aµ∩W has a holomorphic extension z̃λ to W ;

3. if x0 ∈ V k−1, then ϕk−1|Aµ∩W has a strongly q-convex extension ϕ̃k−1 to W .

4. if x0 ∈ Y \ V k−1, then ϕk−1|Y ∩W has a strongly q-convex extension ϕ̃k−1 to W .

Take an arbitrary smooth extension ϕ̃k−1 of ϕk−1|Aµ∩W to W and let θ̃λ be an extension

of θλ|Aµ∩W to W . Then

ϕ̃k = ϕ̃k−1 +
∑

θ̃λε
3
λ log(1 + ε−4

λ |z̃
′
λ|

2
)

is an extension of ϕk|Aµ∩W to W , resp. of ϕk|Y ∩W to W in case 4. As the function

log(1 + ε−4
λ |z̃′λ|

2) is plurisubharmonic and as its first derivative 〈z̃′λ, dz̃′λ〉(ε4
λ + |z̃′λ|

2)−1 is
bounded by O(ε−2

λ ), we see that

i∂∂ϕ̃k ≥ i∂∂ϕ̃k−1 −O
(∑

ελ

)
.

Therefore, for ελ small enough, ϕ̃k remains q-convex on W in cases 3 and 4. Since all
functions z̃′λ vanish along Zk ∩W , we have

i∂∂ϕ̃k ≥ i∂∂ϕ̃k−1 +
∑
λ∈I

θλε
−1
λ i∂∂ |z̃′λ|

2 ≥ i∂∂ϕ̃k−1 + θµε
−1
µ i∂∂

∣∣z′µ∣∣2
at every point of Zk ∩W . Moreover i∂∂ϕ̃k−1 has at most (q − 1)-negative eigenvalues on

TZk since Zk ⊂ Y , whereas i∂∂
∣∣z′µ∣∣2 is positive definite in the normal directions to Zk

in Ωµ. In case 1, we thus find that ϕ̃k is strongly q-convex on W for ϕµ small enough;
we also observe that only finitely many conditions are required on each ϕλ if we choose a
locally finite covering of

⋃
Supp θλ by neighborhoods W as above. Therefore, for ελ small

enough, ϕk is strongly q-convex on a neighborhood V
′
k of Zk \ Vk−1. The function ϕk and

the set Vk = V ′K ∪ Vk−1 satisfy the requirements at order k. It is clear that we can choose
the sequence ϕk stationary on every compact subset of X; the limit ϕ and the open set
V =

⋃
Vk fulfill the proposition.

The second step is the existence of almost plurisubharmonic functions having poles
along a prescribed analytic set. By an almost plurisubharmonic function on a manifold
we mean a function that is locally equal to the sum of a plurisubharmonic function and a
smooth function, or equivalently, a function whose complex Hessian has bounded negative
part. On a complex space, we require that our function can be locally extended as an
almost plurisubharmonic function in the ambient space of an embedding.
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Lemma 3.2.12. Let Y be an analytic subvariety in a complex space X. There is an
almost plurisubharmonic function v on X such that v = −∞ on Y with logarithmic poles
and v ∈ C∞(X \ Y ).

Proof. Since IY ⊂ OX is a coherent subsheaf, there is a locally finite covering of X by
patches Aλ isomorphic to analytic sets in balls B(0, rλ) ⊂ CNλ , such that IY admits a
system of generators gλ = (gλ,j) on a neighborhood of each set Aλ. We set

vλ(z) = log |gλ(z)|2 − 1

r2
λ − |z − zλ|

2 on Aλ,

v(z) = m(. . . , vλ(z), . . .) for λ such that Aλ 3 z,

where m is a regularized max function defined as follows: select a smooth function ρ on
R with support in [−1/2, 1/2], such that ρ ≥ 0,

∫
R ρ(u) du = 1,

∫
R uρ(u) du = 0, and set

m(t1, . . . , tp) =

∫
Rp

max{t1 + u1, . . . , tp + up}
∏

1≤j≤p

ρ(uj) duj.

It is clear that m is increasing in all variables and convex, thus m preserves plurisubhar-
monicity. Moreover, we have

m(t1, . . . , tj, . . . , tp) = m(t1, . . . , t̂j, . . . , tp)

as soon as tj < max{t1, . . . , tj−1, tj+1, . . . , tp}−1. As the generators (gλ,j) can be expressed
in terms of one another on a neighborhood of Aλ ∩Aµ, we see that the quotient |gλ| / |gµ|
remains bounded on this set. Therefore none of the values vλ(z) for Aλ 3 z and z near
∂Aλ contributes to the value of v(z), since 1/(r2 − |z − zλ|2) tends to +∞ on ∂Aλ. It
follows that v is smooth on X \ Y : as each vλ is almost plurisubharmonic on Aλ, we also
see that v is almost plurisubharmonic on X.

Theorem 3.2.13. Let X be a complex space and Y a strongly q-complete analytic subset.
Then Y has a fundamental family of strongly q-complete neighborhoods V in X.

Proof. By Proposition 3.2.11 applied to a strongly q-convex exhaustion of Y and δ = 1,
there exists a strongly q-convex function ϕ on a neighborhood W0 of Y such that ϕ|Y is
an exhaustion. Let W1 be a neighborhood of Y such that W 1 ⊂ W0 and such that ϕ|W 1

is an exhaustion. We are going to show that every neighborhood W ⊂ W1 of Y contains
a strongly q-complete neighborhood V . If v is the function given by Lemma 3.2.12, we
set

ṽ = v + χ ◦ ϕ on W,
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where χ : R→ R is a smooth convex increasing function. If χ grows fast enough, we get
ṽ > 0 on ∂W and the (q − 1)-codimensional subspace on which i∂∂ϕ is positive definite
(in some ambient space) is also positive definite for i∂∂ṽ provided that χ′ be large enough
to compensate the bounded negative part of i∂∂v. Then ṽ is strongly q-convex. Let θ
be a smooth convex increasing function on ] −∞, 0[ such that θ(t) = 0 for t < −3 and
θ(t) = −1/t on ]− 1, 0[. The open set V = {z ∈ W |ṽ(z) < 0} is a neighborhood of Y and
ψ̃ = ϕ+ θ ◦ ṽ is a strongly q-convex exhaustion of V .

It it obvious by definition that a n-dimensional complex manifold M is strongly q-
complete for q ≥ n + 1. If M is connected an non compact, this property also holds for
q = n, i.e. there is a smooth exhaustion ψ on M such that i∂∂ψ has at least one positive
eigenvalue everywhere. In fact, one can even show that M has strongly subharmonic
exhaustion functions. Let ω be an arbitrary hermitian metric on M . We consider the
Laplace operator ∆ω defined by

∆ωv = Traceω(i∂∂v) =
∑

i≤j,k≤n

ωjk(z)
∂2v

∂zj∂zk
,

where (ωjk) is the conjugate of the inverse matrix of (ωjk). Note that ∆ω may differ
from the usual Laplace-Beltrami operator if ω is not Kähler. We say that v is strongly
ω-subharmonic if ∆ωv > 0. Clearly, this property implies that i∂∂v has at least one
positive eigenvalue at each point, i.e. that v is strongly n-convex. Moreover, since

∆ωχ(v1, . . . , vs) =
∑
j

∂χ

∂tj
(v1, . . . , vs)∆ωvj +

∑
j,k

∂2χ

∂tj∂tk
(v1, . . . , vs)〈∂vj, ∂vk〉ω,

subharmonicity has the advantage of being preserved by all convex increasing combina-
tions, whereas a sum of strongly n-convex functions is not necessarily n-convex. We shall
need the following partial converse.

Lemma 3.2.14. If ψ is strongly n-convex on M , there is a hermitian metric ω such that
ψ is strongly subharmonic with respect to ω.

Proof. Let Uλ ⊂⊂ U ′λ, λ ∈ N, be locally finite coverings of M by open balls equipped

with coordinates such that ∂2ψ/∂z1∂z1 > 0 on U
′
λ. By induction on λ, we construct a

hermitian metric ωλ on M such that ψ is strongly ωλ-subharmonic on U0 ∪ . . . ∪ Uλ−1.
Starting from an arbitrary ω0, we obtain wλ from ωλ−1 by increasing the coefficient ω11

λ−1

in (ωjkλ−1) = (ωλ−1,kj)
−1 on a neighborhood of Uλ. Then ω = limωλ is the required

metric.
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Lemma 3.2.15. Let U,W ⊂ M be open sets such that for every connected component
Us of U there is a connected component Wt(s) of W such that Wt(s) ∩ U(s) 6= ∅ and
Wt(s) \ U s 6= ∅. Then there exists a function v ∈ C∞(M,R), v ≥ 0, with support
contained in U ∪W , such that v is strongly ω-subharmonic and > 0 on U .

Proof. We first prove that the result is true when U,W are small cylinders with the same
radius and axis. Let a0 ∈ M be a given point and z1, . . . , zn holomorphic coordinates
centered at a0. We set <zj = x2j−1, =zj = x2j, x

′ = (x2, . . . , x2n) and ω =
∑
ω̃jk(x) dxj⊗

dxk. Let U be the cylinder |x1| < r, |x′| < r, andW the cylinder r−ε < x1 < r+ε, |x′| < r.
There are constants c, C > 0 such that∑

ω̃jk(x)ξjξk ≥ c |ξ|2 and
∑∣∣ω̃jk(x)

∣∣ ≤ C on U.

Let χ ∈ C∞(R,R) be a non-negative function equal to 0 on ]−∞,−r]∪ [r+ ε,+∞[ and
strictly convex on ]−r, r]. We take explicitly χ(x1) = (x1 +r) exp(−1/(x1 +r)2) on [−r, r]
and

v(x) = χ(x1) exp(1/(|x′|2 − r2)) on U ∪W, v = 0 on M \ (U ∪W ).

We have v ∈ C∞(M,R), v > 0 on U , and a simple computation gives

∆ωv(x)

v(x)
= ω11(x)(4(x1 + r)−5 − 2(x1 + r)−3)

+
∑
j>1

ω̃1j(x)(1 + 2(x1 + r)−2)(−2xj)(r
2 − |x′|2)−2

+
∑
j,k>1

ω̃jk(x)
(
xjxk(4− 8(r2 − |x′|2))− 2(r2 − |x′|2 δjk)

)
(r2 − |x′|2)−4,

for r small, we get

∆ωv(x)

v(x)
≥ 2c(x1 + r)−5 − C1(x1 + r)−2 |x′| (r2 − |x′|2)−2

+ (2c |x′|2 − C2r
4)(r2 − |x′|2)−4

with constants C1, C2 independent of r. The negative term is bounded by C3(x1 + r)−4 +
c |x′|2 (r2 − |x′|2)−4, hence

∆ωv/v(x) ≥ c(x1 + r)−5 + (c |x′|2 − C2r
4)(r2 − |x′|2)−4.

The last term is negative only when |x′| < C4r
2, in which case it is bounded by C5r

−4 <
c(x1 + r)−5. Hence v is strongly ω-subharmonic on U .
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Next, assume that U and W are connected. Then U ∪W is connected. Fix a point
a ∈ W \ U . If z0 ∈ U is given, we choose a path Γ ⊂ U ∪ W from z0 to a a which
is piecewise linear with respect to holomorphic coordinate patches. Then we can find a
finite sequence of cylinders (Uj,Wj) of the type described above, 1 ≤ j ≤ N , whose axes
are segments contained in Γ, such that

Uj ∪Wj ⊂ U ∪W, W j ⊂ Uj+1 and z0 ∈ U0, a ∈ WN ⊂ W \ U.

For each such pair, we have a function vj ∈ C∞(M) with support in U j ∪W j, vj ≥ 0,
strongly ω-subharmonic and > 0 on Uj. By induction, we can find constants Cj > 0 such
that v0 + C1v1 + . . .+ Cjvj is strongly ω-subharmonic on U0 ∪ . . . Uj and ω-subharmonic
on M \W j. Then

wz0 = v0 + C1v1 + . . .+ CNvn ≥ 0

is ω-subharmonic on U and strongly ω-subharmonic > 0 on a neighborhood Ω0 of the
given point z0. Select a countable covering of U by such neighborhoods Ωp and set v(z) =∑
εpwzp(z) where εp is a sequence converging sufficiently fast to 0 so that v ∈ C∞(M,R).

Then v has the required properties.

In the general case, we find for each pair (Us,Wt(s)) a function vs with support in
U s ∪W t(s), strongly ω-subharmonic and > 0 on Us. Any convergent series v =

∑
εsvs

yields a function with the desired properties.

Lemma 3.2.16. Let X be a connected, locally connected and locally compact topological
space. If U is a relatively compact open subset of X, we let Ũ be the union of U with all
compact connected components of X \ U . Then Ũ is open and relatively compact in X,
and X \ Ũ has only finitely many connected components, all non compact.

Theorem 3.2.17 (Greene-Wu). Every n-dimensional connected non compact complex
manifold M has a strongly subharmonic exhaustion function with respect to any hermitian
metric ω. In particular, M is strongly n-complete.

Proof. Let ϕ ∈ C∞(M,R) be an arbitrary exhaustion function. There exists a sequence

of connected smoothly bounded open sets Ω′ν ⊂⊂M such that Ω
′
ν ⊂ Ω′ν+1 and M =

⋃
Ω′ν .

Let Ων = Ω̃′ν be the relatively compact open set given by Lemma 3.2.16. Then Ων ⊂ Ων+1,
M =

⋃
Ων and M \ Ων has no compact connected component. We set

U1 = Ω2, Uν = Ων+1 \ Ων−2 for ν ≥ 2.

Then ∂Uν = ∂Ων+1 ∪ ∂Ων−2; any connected component Uν,s of Uν has its boundary
∂Uν,s 6⊂ ∂Ων−2, otherwise Uν,s would be open and closed in M \Ων−2, hence Uν,s would be
a compact component of M \Ων−2. Therefore ∂Uν,s intersects ∂Ων+1 ⊂ Uν+1. If ∂Uν+1,t(s)
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is a connected component of Uv+1 containing a point of ∂Uν,s, then Uν+1,t(s) ∩ Uν,s 6= ∅
and Uν+1,t(s) \ Uν,s 6= ∅. Lemma 3.2.15 implies that there is a non-negative function
vν ∈ C∞(M,R) with support in Uν ∪ Uν+1, which is strongly ω-subharmonic on Uν . An
induction yields constants Cν such that

ψν = ϕ+ C1v1 + . . .+ Cνvν

is strongly ω-subharmonic on Ων ⊂ U0 ∪ . . . ∪ Uν , thus ψ = ϕ +
∑
Cνvν is a strongly

ω-subharmonic exhaustion function on M .

By an induction on the dimension, the above result can be generalized to an arbitrary
complex space, as was first shown by T. Ohsawa.

Theorem 3.2.18 (Ohsawa). Let X be a complex space such that all irreducible compo-
nents have dimension ≤ n.

1. X is always strongly (n+ 1)-complete.

2. If X has no compact irreducible component of dimension n, then X is strongly
n-complete

3. If X has only finitely many irreducible components of dimension n, then X is
strongly n-convex.

Proof. We prove 1 and 2 by induction on n = dimX. For n = 0, property 2 is void
and 1 is obvious (any function can then be considered as strongly 1-convex). Assume
that 1 has been proved in dimension ≤ n− 1. Let X ′ be the union of Xsing, the singular
points of X, and of the irreducible components of X of dimension at most n − 1, and
M = X \X ′ the n-dimensional part of Xreg, the regular points of X. As dimX ′ ≤ n− 1,
the induction hypothesis shows that X ′ is strongly n-complete. By Theorem 3.2.13, there
exists a strongly n-convex exhaustion function ϕ′ on a neighborhood V ′ of X ′. Take a
closed neighborhood V ⊂ V ′ and an arbitrary exhaustion ϕ on X that extends ϕ′|V . Since
every function on a n-dimensional manifold is strongly (n + 1)-convex, we conclude that
X is at worst (n+ 1)-complete, as stated in 1

In case 2, the hypothesis means that the connected components Mj of M = X \ X ′
have non compact closure M j in X. On the other hand, Lemma 3.2.14 shows that there
exists a hermitian metric ω on M such that ϕ|M∩V is strongly ω-subharmonic. Consider
the open sets Uj,ν provided by Lemma 3.2.19 below. By the arguments already used in
Theorem 3.2.17, we can find a strongly ω-subharmonic exhaustion ϕ = φ +

∑
j,ν Cj,νvj,ν

on X, with vj,ν strongly ω-subharmonic on Uj,v, Supp vj,v ⊂ Uj,ν ∪ Uj,ν+1 and Cj,ν large.
Then ψ is strongly n-convex on X.
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Lemma 3.2.19. For each j, there exists a sequence of open sets Uj,ν ⊂⊂ Mj, ν ∈ N ,
such that

1. Mj \ V ′ ⊂
⋃
ν Uj,ν and (Uj,ν) is locally finite in M j;

2. For every connected component Uj,ν,s of Uj,ν there is a connected component Uj,ν+1,t(s)

of Uj,ν+1 such that Uj,ν+1,t(s) ∩ Uj,v,s 6= ∅ and Uj,ν+1,t(s) \ U j,ν,s 6= ∅.

Proof. By Lemma 3.2.16 applied to the space M j, there exists a sequence of relatively
compact connected open sets Ωj,ν in M j such that M j \ Ωj,ν has no compact connected
component, Ωj,ν ⊂ Ωj,ν+1 and M j =

⋃
Ωj,ν . We define a compact set Kj,ν ⊂ Mj and an

open set Wj,ν ⊂M j containing Kj,ν by

Kj,ν = (Ωj,ν \ Ωj,ν−1) \ V ′, Wj,ν = Ωj,ν+1 \ Ωj,ν−2.

By induction on ν, we construct an open set Uj,ν ⊂⊂ Wj,ν \ X ′ ⊂ Mj and a finite
set Fj,k ⊂ ∂Uj,ν \ Ωj,ν . We let Fj,−1 = ∅. If these sets are already constructed for
ν − 1, the compact set Kjν ∪ Fj,ν−1 is contained in the open set Wj,ν , thus contained
in a finite union of connected components Wj,ν,s. We can write Kj,ν ∪ Fj,ν−1 =

⋃
Lj,ν,s

where Lj,ν,s is contained in Wj,ν,s \ X ′ ⊂ Mj. The open set Wj,ν,s \ X ′ is connected
and non contained in Ωj,ν ∪ Lj,ν,s, otherwise its closure W j,ν,s would have no boundary
point in ∂Ωj,ν+1, thus would be open and compact M j \ Ωj,ν−2, contradiction. We select
a point as ∈ (Wj,ν,s \ X ′) \ (Ωj,ν ∪ Lj,ν,s) and a smoothly bounded connected open set
Uj,ν,s ⊂⊂ Wj,ν,s \ X ′ containing Lj,ν,s with as ∈ ∂Uj,ν,s. Finally, we set Uj,ν =

⋃
s Uj,ν,s

and let Fj,ν be the set of all points as. By construction, we have Uj,ν ⊃ Kj,ν ∪ Fj,ν−1,
thus

⋃
Uj,ν ⊃

⋃
Kj,ν = Mj \ V ′, and ∂Uj,ν,s 3 as with as ∈ Fj,ν ⊂ Uj,ν+1. Property 2

follows.

We now prove 3. Let Y ⊂ X be the union of Xsing with all irreducible components of
X that are non compact of dimension < n. Then dimY ≤ n − 1, so Y is n-convex and
Theorem 3.2.13 implies that there is an exhaustion function ψ ∈ C∞(X,R) such that ψ
is strongly n-convex on a neighborhood V of Y . Then the complement K = X \ V is
compact and ψ is strongly n-convex on X \K.

We now follow [Dem90] to give a simple proof of Ohsawa’s Hodge decomposition
theorem.

Let M be a complex n-dimensional manifold admitting a Kähler metric ω and a
strongly q-convex plurisubharmonic exhaustion function ψ. For any convex increasing
function χ ∈ C∞(R,R), we consider the new Kähler metric

ωχ = ω + i∂∂(χ ◦ ψ) = ω + χ′(ψ)i∂∂ψ + χ′′(ψ)i∂ψ ∧ ∂ψ

RODOLFO AGUILAR 103 Hodge decomposition for absolutely q-convex manifolds



104 CHAPTER 3. HODGE DECOMPOSITION FOR ABSOLUTELY Q-CONVEX MANIFOLDS

and the associated geodesic distance δχ. Then the norm of χ′′(ψ)1/2 dψ with respect to
ωχ is less that 1, thus if ρ is a primitive of (χ′′)1/2 we have

|ρ(ψ(x))− ρ(ψ(y))| ≤ δχ(x, y).

Hence ωχ is complete as soon as limt→∞ ρ(t) = +∞, that is
∫∞

0
χ′′(t)1/2 dt = +∞. In the

sequel, we always assume that χ grows sufficiently fast at infinity so that this condition
is fulfilled. We denote by L

2,(k)
χ (M) = ⊕r+s=kL2,(r,s)

χ (M) the space of L2 forms of degree k
with respect to the metric ωχ, by H k

χ (M) the subspace of L2 harmonic forms of degree k
with respect to the associated Laplace-Beltrami operator ∆χ = dd∗χ+d∗χd and by H r,s

χ (M)

the space of L2-harmonic forms of bidegree (r, s) with respect to ∆∂χ
= ∂∂

∗
χ + ∂

∗
χ∂. As

ωχ is Kähler, we have ∆∂χ = ∆∂χ
= 1

2
∆χ, hence

H k
χ (M) =

⊕
r+s=k

H r,s
χ (M), H s,r

χ (M) = H r,s
χ (M), (3.9)

for each k = 0, 1, . . . , 2n. Since ωχ is complete, we have orthogonal decompositions

L2,(r,s)
χ (M) = H r,s

χ (M)⊕ Imr,s ∂χ ⊕ Imr,s ∂
∗
χ

Kerr,s ∂χ = H r,s
χ (M)⊕ Imr,s ∂χ, (3.10)

where ∂χ is the unbounded ∂ operator acting on L2 forms with respect to ωχ and where
Imr,s means closure of the range (in the specified bidegree). In particular H r,s

χ (M) is

isomorphic to the quotient Kerr,s ∂χ/Im
r,s ∂χ. Of course, similar results also hold for

∆χ-harmonic forms.

Lemma 3.2.20. Let u be a form of type (r, s) with L2
loc coefficients on M . If r+s ≥ n+q,

then u ∈ L2,(r,s)
χ (M) as soon as χ grows sufficiently fast at infinity.

Proof. At each point x ∈ M , there is an orthogonal basis (∂/∂z1, . . . , ∂/∂zn) of TxX in
which

ω = i
∑

1≤j≤n

dzj ∧ dzj, ωχ = i
∑

1≤j≤n

λj dzj ∧ dzj,

where λ1 ≤ . . . ≤ λn are the eigenvalues of ωχ with respect to ω. Then the volume
elements dV = ωn/2nn! are related by

dVχ = λ1 . . . λn dV

and for a (r, s)-form u =
∑

I,J uI,J dzI ∧ dzJ we find

|u|2χ =
∑

|I|=r,|J |=s

(∏
k∈I

λk
∏
k∈J

λk

)−1

|uI,J |2 .
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In particular

|u|2χ dVχ ≤
λ1 . . . λn

λ1 . . . λrλ1 . . . λs
|u|2 dV =

λr+1 . . . λn
λ1 . . . λs

|u|2 dV.

On the other hand, we have upper bounds

λj ≤ 1 + C1χ
′(ψ), 1 ≤ j ≤ n− 1, λn ≤ 1 + C1χ

′(ψ) + C2χ
′′(ψ),

where C1(x) is the largest eigenvalue of i∂∂ψ(x) and C2(x) = |∂ψ|2; to find the n− 1 first
inequalities, we need only apply the minimax principle on the kernel of ∂ψ. As i∂∂ψ has
at most q − 1 zero eigenvalues on X \K, the minimax principle also gives lower bound

λj ≥ 1, 1 ≤ j ≤ q − 1, λj ≥ 1 + cχ′(ψ), q ≤ j ≤ n,

where c(x) ≥ 0 is the q-th eigenvalue of i∂∂ψ(x) and c(x) > 0 on X \ K. Assuming
χ′ ≥ 1, we infer easily

|u|2χ dVχ

|u|2 dV
≤ (1 + C1χ

′(ψ))n−r−1(1 + C1χ(ψ) + C2χ
′′(ψ))

(1 + cχ′(ψ))s−q+1

≤ C3(χ′(ψ)n+q−r−s−1 + χ′′(ψ)χ′(ψ)n+q−r−s−2) on X \K,

for r + s ≥ n+ q, this is less than

C3

(
χ′(ψ)−1 + χ′′(ψ)χ′(ψ)−2

)
,

and it is easy to show that this quantity can be made arbitrarily small when χ grows
sufficiently fast at infinity on M .

It is a well-known result of Andreotti-Grauert [AG62] that the natural topology on the
cohomology groups Hk(M,F ) of a coherent sheaf F over a strongly q-convex manifold
is Hausdorff for k ≥ q. If F = O(E) is the sheaf of sections of a holomorphic vector
bundle, this topology is given by the Fréchet topology on the Dolbeault complex of L2

loc

forms with L2
loc ∂-differential. In particular, the morphism

Kerr,s ∂χ → Hs(M,Ωr)

is continuous and has a closed kernel, and therefore this kernel contains Imr,s ∂χ. We thus
obtain a factorization

H r,s
χ (M) ' Kerr,s ∂χ/Im

r,s ∂χ → Hs(M,Ωr).
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Consider the direct limit

lim−→
χ

H r,s
χ (M)→ Hs(M,Ωr) (3.11)

over the set of smooth convex increasing functions χ with the ordering

χ1 ≺ χ2 ⇐⇒ χ1 ≤ χ2 and L2,(k)
χ1

(M) ⊂ L2,(k)
χ2

(M) for k = r + s;

this ordering is filtering by the proof of Lemma 3.2.22. It is well known that the De Rham
cohomology groups are always Hausdorff, hence there is a similar morphism

lim−→
χ

H k
χ (M)→ Hk(M,C). (3.12)

Theorem 3.2.21 (Ohsawa). Let (M,ω) be a Kähler n-dimensional manifold. Suppose
that M is absolutely q-convex, i.e. admits a smooth plurisubharmonic exhaustion function
that is strongly q-convex on M \ K for some compact set K. Set Ωr = O(

∧r T ∗M).
Then the De Rham Cohomology groups with arbitrary (resp. compact) supports have
decompositions

Hk(M,C) '
⊕
r+s=k

Hs(M,Ωr), Hr(M,Ωs) ' Hs(M,Ωr), k ≥ n+ q,

Hk
c (M,C) '

⊕
r+s=k

Hs
c (M,Ωr), Hr

c (M,Ωs) ' Hs
c (M,Ωr), k ≤ n− q,

and these groups are finite dimensional. Moreover, there is a Lefschetz isomorphism

ωn−r−s ∧ • : Hs
c (M,Ωr)→ Hn−r(M,Ωn−s), r + s ≤ n− q.

The first decomposition in Theorem 3.2.21 follows now from (3.9) and the following
simple lemma

Lemma 3.2.22. The morphisms (3.11),(3.12) are one-to-one for k = r + s ≥ n+ q.

Proof. Let us treat for example the case of 3.11, Let u be a smooth ∂-closed form of
bidegree (r, s), r + s ≥ n + q. Then there is a choice of χ for which u ∈ L2,(r,s)

χ (M), so
u ∈ Kerr,s ∂χ and (3.11) is surjective. If a class {u} ∈ H r,s

χ0
(M) is mapped to zero in

Hs(M,Ωr), we can write u = ∂v for some smooth form v of bidegree (r, s − 1). In the

case r+ s > n+ q, we have v ∈ L2,(r,s−1)
χ (M) for some χ � χ0. Hence the class of u = ∂χv

in H r,s
χ (M) is zero and (3.11) is injective. When r+ s = n+ q, the form v need not lie in

any space L
2,(r,s−1)
χ (M), but it suffices to show that u = ∂v is in the closure of Imr,s ∂χ for
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some χ. Let θ ∈ C∞(R,R) be a cut-off function such that θ(t) = 1 for t ≤ 1/2, θ(t) = 0
for t ≥ 1 and |θ′| ≤ 3. Then

∂ (θ(εψ)v) = θ(εψ)∂v + εθ′(εψ)∂ψ ∧ v.

By the proof of lemma 3.2.20, there is a continuous function C(x) > 0 such that |v|2χ dVχ ≤
C(1 + χ′′(ψ)/χ′(ψ)) |v|2 dV , whereas

∣∣∂ψ∣∣2
χ
≤ 1/χ′′(ψ) by the definition of ωχ. Hence we

see that ∫
M

∣∣θ′(εψ)∂ψ ∧ v
∣∣2
χ

dVχ ≤ 9

∫
M

C(1/χ′′(ψ) + 1/χ′(ψ)) |v|2 dV

is finite for χ large enough, and ∂(θ(εψ)v) converges to ∂v = u in L
2,(r,s)
χ (M).

By Poincaré-Serre duality, the groups Hk
c (M,C) and Hs

c (M,Ωr) with compact sup-
ports are dual to H2n−k(M,C) and Hn−s(M,Ωn−r) as soon as the latter groups are Haus-
dorff and finite dimensional. This is certainly true for k = r + s ≤ n− q, thus we obtain
a Hodge decomposition

Hk
c (M,C) '

⊕
r+s=k

Hs
c (M,Ωr), Hr

c (M,Ωs) ' Hs
c (M,Ωr), k ≤ n− q (3.13)

As in Ohsawa [Ohs81], it is easy to prove that the Lefschetz isomorphism

ωn−r−s ∧ • : H r,s
χ (M)→H n−s,n−r

χ (M) (3.14)

yields in the limit an isomorphism from the cohomology with compact support onto the
cohomology without supports. Indeed, the natural morphism

Hs
c (M,Ωr)→ Kerr,s ∂χ/Im

r,s ∂χ 'H r,s
χ (M), r + s ≤ n− q (3.15)

is dual to H n−r,n−s
χ (M) → Hn−s(M,Ωn−r), which is surjective for χ large by Lemma

3.2.20 and the finite dimensionality of the target space. Hence 3.15 is injective for χ large
and after a composition with (3.14) we get an injection

Hs
c (M,Ωr)→H n−s,n−r

χ (M).

If we take the direct limit over all χ, combine with the isomorphism (3.11) and observe
that ωχ has the same cohomology class as ω, we obtain an injective map

ωn−r−s ∧ • : Hs
c (M,Ωr)→ Hn−r(M,Ωn−s), r + s ≤ n− q. (3.16)
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As both sides have the same dimension by Serre duality and Hodge symmetry, this map
must be an isomorphism. Since 3.16 can be factorized through Hs(M,Ωr) or through
Hn−r
c (M,Ωn−s), we infer that the natural morphism

Hs
c (M,Ωr)→ Hs(M,Ωr) (3.17)

is injective for r+ s ≤ n− q and surjective for r+ s ≥ n+ q. Of course, similar properties
hold for the De Rham cohomology groups.
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pseudodifferential operator, 41
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Glossary of Symbols and Notations

(Γ, Γ̂) Hartogs frame, 86

(Γ∗.Γ̂∗) Hartogs figure, 86
Hp,q
BC Bott-Chern cohomology, 73

Lz complex Hessian, 83
L1
loc Locally L1 functions, 84

N(f1, . . . , fk) set of common zeros of f1, . . . , fk,
88

P (a, r) polydisc centered in a of polyra-
dious r, 84

PS(D) plurisubharmonic functions on D,
82

P ∗ formal adjoint , 35
[A,B] commutator of A,B, 63
# antilinear operator, 47
Cc(D) Continuous function with compact

support on D, 84
H p(M,E) harmonic forms of degree p,

51
Opσ pseudodifferential operator, 41
4 Laplace–Beltrami operator, 49
y contraction by a tangent vector, 47
sl(2) 2× 2 matrices with trace 0, 65
∂S bundary of an analytic disc, 87
σP Principal symbol, 34
? Hodge Operator, 46
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