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#### Abstract

In the first part we introduce the fundamental tools of commutative algebra and algebraic geometry needed for the study of the coding theory. Combining these tools with combinatorics we obtain formulas for the most important parameter of a code, the minimum distance.

Next we study monomial ideals, Gröbner bases and the footprint of an ideal, projective closures, vanishing ideals, and Hilbert functions. The role of Hilbert functions and vanishing ideals in affine and projective varieties is discussed here. The number of zeros that a homogeneous polynomial has in any given finite set of points in an affine or projective space is expressed in terms of vanishing ideals and the notion of degree. Also we study the families of projective and affine Reed-Muller-type codes and their connection to vanishing ideals and Hilbert functions.

In the chapter 4, we explore the $r$-th generalized minimum distance function (gmd function for short) and the corresponding generalized footprint function of a graded ideal in a polynomial ring over a field. If $\mathbb{X}$ is a set of projective points over a finite field and $I(\mathbb{X})$ is its vanishing ideal, we show that the gmd function and the Vasconcelos function of $I(\mathbb{X})$ are equal to the $r$-th generalized Hamming weight of the corresponding Reed-Muller-type code $C_{\mathbb{X}}(d)$. We show that the $r$-th generalized footprint function of $I(\mathbb{X})$ is a lower bound for the $r$-th generalized Hamming weight of $C_{\mathbb{X}}(d)$. As an application to coding theory we show an explicit formula and a combinatorial formula for the second generalized Hamming weight of an affine cartesian code.

In the chapter 5, we give an effective characterization of the Cohen-Macaulay vertexweighted oriented trees and forests. For transitive weighted oriented graphs we show that Alexander duality holds. It is shown that edge ideals of weighted acyclic tournaments are Cohen-Macaulay and satisfy Alexander duality. For a monomial ideal with no embedded primes we classify the normality of its symbolic Rees algebra in terms of the normality of its primary components.

Finally in Chapter 6, we use polarization to study the behavior of the depth and regularity of a monomial ideal $I$, locally at a variable $x_{i}$, when we lower the degree of all the


highest powers of the variable $x_{i}$ occurring in the minimal generating set of $I$, and examine the depth and regularity of powers of edge ideals of clutters using combinatorial optimization techniques. If $I$ is the edge ideal of an unmixed clutter with the max-flow mincut property, we show that the powers of $I$ have non-increasing depth and non-decreasing regularity. As a consequence edge ideals of unmixed bipartite graphs have non-increasing depth. We are able to show that the symbolic powers of the ideal of covers of the clique clutter of a strongly perfect graph have non-increasing depth. A similar result holds for the ideal of covers of a uniform ideal clutter.

## Resumen

En la primera parte introducimos las herramientas fundamentales del álgebra conmutativa y geometría algebraica necesarias para el estudio de la teoría de Códigos. Combinando estas herramientas con combinatoria obtenemos fórmulas para el parámetro más importante de un código, la mínima la distancia. A continuación estudiamos los ideales monomiales, las bases de Gröbner y la huella de un ideal, la clausura proyectiva, ideales de anulación, y funciones de Hilbert. El número de ceros que un polinomio homogéneo tiene en cualquier conjunto finito de puntos en un espacio afín o proyectivo se expresa en términos de ideales de anulación y la noción de grado. También estudiamos las familias de códigos proyectivos y afines de tipo Reed-Muller y su conexión. con los ideales de anulación y las funciones de Hilbert. En el capítulo 4, exploramos la $r$-ésima función de mínima distancia generalizada (función gmd para abreviar) y la correspondiente función de huella generalizada de un ideal graduado en un anillo polinomial sobre un campo. Si $\mathbb{X}$ es un conjunto puntos proyectivos sobre un campo finito, $I(\mathbb{X})$ su ideal de anulación, demostramos que la función gmd y la función de Vasconcelos de $I(\mathbb{X})$ son iguales al $r$ ésimo peso de Hamming generalizado del correspondiente código de tipo Reed-Muller $C_{\mathbb{X}}(d)$. Mostramos que la $r$-ésima función huella generalizada de $I(\mathbb{X})$ es un límite inferior para el $r$-ésimo peso de Hamming generalizado de $C_{\mathbb{X}}(d)$. Como una aplicación para la teoría de códigos mostramos una fórmula explícita y una fórmula combinatoria para el segundo peso generalizado de Hamming de un código cartesiano afín. En el capítulo 5, damos una caracterización efectiva de los árboles y bosques orientados con peso CohenMacaulay. Para los gráficos orientados con peso mostramos que la dualidad de Alexander se tiene. Finalmente en el Capítulo 6, usamos la polarización para estudiar el comportamiento de la profundidad y la regularidad de un ideal monomial $I$, localmente en una variable $x_{i}$, cuando bajamos el grado de todas las potencias más altas de la variable $x_{i}$ que está en el conjunto mínimo generador de $I$, y examinamos la profundidad y la regularidad de las potencias ideales de aristas de hipergráficas utilizando técnicas combinatoria. Si un ideal de aristas de una hipergráfica no mezclada con la propiedad min-cut max-flow,
demostramos que las potencias de I tienen profundidad no creciente y regularidad no decreciente. Como consecuencia, los ideales de aristas de gráficas bipartitas no mezcladas tienen profundidad no decreciente.

## Introduction

This thesis studies certain numerical functions coming from graded ideals (e.g., generalized minimum distance functions, regularity and depth) and certain algebraic properties of graded ideals and their symbolic and ordinary powers (e.g., Complete intersection, Cohen-Macaulay, normality, unmixed, non-increasing depth, non-decreasing regularity). We also study the irreducible decomposition of a monomial ideal and the algebraic properties of edge ideals of oriented graphs.

This work begins the study of the generalized minimum distance function-a general numerical function of a graded ideals-of which the $r$-th generalized Hamming weight of a Reed-Muller type code is the simplest, but also the typical case. This is naturally connected to coding theory and to algebraic geometry over finite fields, i.e., to projective varieties and vanishing ideals over finite fields.

The connection of the $r$-th generalized minimum distance function to coding theory comes from the observation that for vanishing ideals over finite fields and $r=1$, this function is the minimum distance of the corresponding Reed-Muller type code. Coding theory is the study of error-correcting codes and their associated mathematics. An errorcorrecting code is used to encode information that will be transmitted through a noisy communication channel, in such a way that the original message can be recovered even though errors have occurred during the process. In a few words, the information to be sent turns into a binary string, then it is transmitted through a telephone, radio, satellite, etc., and when it reaches its destination the binary string may not have the same digits, because of human errors, electronic failures, weather, etc. An algorithm should be able to detect the errors and thus recover the original message. The determination of the minimum distance is essential to find good error-correcting codes [HVLP98, BHHW98, MS77, TV13, Wal00].

The motivation to study edge ideals of oriented graphs comes from the fact that initial ideals of vanishing ideals of projective spaces over finite fields are of this type [Sor91]. This can be then used to study the basic parameters of the corresponding evaluation code not only for projective space but also for nested carteasian codes [CNL17].

In what follows we introduce our main results and introduce some terminology and notation. In Chapter 1 we introduce primary decompositions of modules and ideals,

Hilbert series of graded modules, Cohen-Macaulay rings, and Artinian rings. The Hilbert theorem for graded modules is introduced here along with the algebraic invariants and properties of graded modules and ideals. In Chapter 2 we study monomial ideals, Gröbner bases and the footprint of an ideal, projective closures, vanishing ideals, and Hilbert functions. The role of Hilbert funtions and vanishing ideals in affine an projective varieties is discussed here. The number of zeros that a homogeneous polynomial has in any given finite set of points in an affine or projective space is expressed in terms of vanishing ideals and the notion of degree. The contents of Chapter 3 are as follows. We study the families of projective and affine Reed-Muller-type codes and their connection to vanishing ideals and Hilbert functions. Also, we show a finite version of Hilbert Nullstellensatz.

The contents of chapter 4 are as follows. Let $S=K\left[t_{1}, \ldots, t_{s}\right]=\oplus_{d=0}^{\infty} S_{d}$ be a polynomial ring over a field $K$ with the standard grading and let $I \neq(0)$ be a graded ideal of $S$. In this thesis we extend the scope of [MBPV17] by considering generalized footprint and minimum distance functions. Let $\mathcal{F}_{d, r}$ be the set:

$$
\mathcal{F}_{d, r}:=\left\{\left\{f_{1}, \ldots, f_{r}\right\} \subset S_{d} \mid \bar{f}_{1}, \ldots, \bar{f}_{r} \text { are linearly independent over } K,\left(I:\left(f_{1}, \ldots, f_{r}\right)\right) \neq I\right\},
$$

where $\bar{f}=f+I$ is the class of $f$ modulo $I$, and $(I: J)=\{h \in S \mid h J \subset I\}$ is referred as a quotient ideal or a colon ideal.

We denote the degree of $S / I$ by $\operatorname{deg}(S / I)$. The function $\delta_{I}: \mathbb{N}_{+} \times \mathbb{N}_{+} \rightarrow \mathbb{Z}$ given by

$$
\delta_{I}(d, r):= \begin{cases}\operatorname{deg}(S / I)-\max \left\{\operatorname{deg}(S /(I, F)) \mid F \in \mathcal{F}_{d, r}\right\} & \text { if } \mathcal{F}_{d, r} \neq \varnothing \\ \operatorname{deg}(S / I) & \text { if } \mathcal{F}_{d, r}=\varnothing\end{cases}
$$

is called the $r$-th generalized minimum distance function of $I$ of degree $d$, or simply the $r$-th $g m d$ function of $I$ of degree $d$. To compute $\delta_{I}(d, r)$ is a difficult problem. For a certain family of ideals we will give lower bounds for $\delta_{I}(d, r)$ which are easier to compute.

Fix a monomial order $\prec$ on $S$. Let $\mathrm{in}_{\prec}(I)$ be the initial ideal of $I$ and let $\Delta_{\prec}(I)$ be the footprint of $S / I$ consisting of all the standard monomials of $S / I$ with respect to $\prec$. Given $d, r \geq 1$, let $\mathcal{M}_{\prec, d, r}$ be the set of all subsets $M$ of $\Delta_{\prec}(I)_{d}=\Delta_{\prec}(I) \cap S_{d}$ with $r$ distinct elements such that $\left(\mathrm{in}_{\prec}(I):(M)\right) \neq \mathrm{in}_{\prec}(I)$. The generalized footprint function of $I$, denoted $\mathrm{fp}_{I}$, is the function $\mathrm{fp}_{I}: \mathbb{N}_{+} \times \mathbb{N}_{+} \rightarrow \mathbb{Z}$ given by

$$
\operatorname{fp}_{I}(d, r):= \begin{cases}\operatorname{deg}(S / I)-\max \left\{\operatorname{deg}\left(S /\left(\operatorname{in}_{\prec}(I), M\right)\right) \mid M \in \mathcal{M}_{\prec, d, r}\right\} & \text { if } \mathcal{M}_{\prec, d, r} \neq \varnothing \\ \operatorname{deg}(S / I) & \text { if } \mathcal{M}_{\prec, d, r}=\varnothing\end{cases}
$$

The definition of $\delta_{I}(d, r)$ was motivated by the notion of generalized Hamming weight of a linear code [HKM77, Wei91]. For convenience we recall this notion. Let $K=\mathbb{F}_{q}$ be a finite field and let $C$ be a $[m, k]$ linear code of length $m$ and dimension $k$, that is, $C$ is a linear subspace of $K^{m}$ with $k=\operatorname{dim}_{K}(C)$. Given a subcode $D$ of $C$ (that is, $D$ is a linear subspace of $C$ ), the support of $D$, denoted $\chi(D)$, is the set of non-zero positions of $D$, that is,

$$
\chi(D):=\left\{i \mid \exists\left(a_{1}, \ldots, a_{m}\right) \in D, a_{i} \neq 0\right\}
$$

The $r$-th generalized Hamming weight of $C$, denoted $\delta_{r}(C)$, is the size of the smallest support of an $r$-dimensional subcode. Generalized Hamming weights have received a lot of attention; see [Car13, DG17, Gei08, SW03, Wei91, WY93] and the references therein. The study of these weights is related to trellis coding, $t$-resilient functions, and was motivated by some applications from cryptography [Wei91].

The minimum distance of projective Reed-Muller-type codes has been studied using Gröbner bases techniques; see [Car13, Gei08, GT13, MBPV17] and the references therein. In this work we extend these techniques to study the $r$-th generalized Hamming weights of projective Reed-Muller-type codes, a special type of linear codes that generalizes affine Reed-Muller-type codes [LSPV12]. These projective codes are constructed as follows.

Let $K=\mathbb{F}_{q}$ be a finite field with $q$ elements, let $\mathbb{P}^{s-1}$ be a projective space over $K$, and let $\mathbb{X}$ be a subset of $\mathbb{P}^{s-1}$. The vanishing ideal of $\mathbb{X}$, denoted $I(\mathbb{X})$, is the ideal of $S$ generated by the homogeneous polynomials that vanish at all points of $\mathbb{X}$. The Hilbert function of $S / I(\mathbb{X})$ is denoted by $H_{\mathbb{X}}(d)$. We can write $\mathbb{X}=\left\{\left[P_{1}\right], \ldots,\left[P_{m}\right]\right\} \subset \mathbb{P}^{s-1}$ with $m=|\mathbb{X}|$. Here we assume that the first non-zero entry of each $\left[P_{i}\right]$ is 1 . In the special case that $\mathbb{X}$ has the form $[X \times\{1\}]$ for some $X \subset \mathbb{F}_{q}^{s-1}$, we assume that the $s$-th entry of each $\left[P_{i}\right]$ is 1 .

Fix a degree $d \geq 1$. There is a $K$-linear map given by

$$
\mathrm{ev}_{d}: S_{d} \rightarrow K^{m}, \quad f \mapsto\left(f\left(P_{1}\right), \ldots, f\left(P_{m}\right)\right)
$$

The image of $S_{d}$ under $\mathrm{ev}_{d}$, denoted by $C_{\mathbb{X}}(d)$, is called a projective Reed-Muller-type code of degree $d$ on $\mathbb{X}$ [DRTR01, GSRTR02]. The parameters of the linear code $C_{\mathbb{X}}(d)$ are:
(a) length: $|\mathbb{X}|$,
(b) dimension: $\operatorname{dim}_{K} C_{\mathbb{X}}(d)$,
(c) $r$-th generalized Hamming weight: $\delta_{\mathbb{X}}(d, r):=\delta_{r}\left(C_{\mathbb{X}}(d)\right)$.

If $\mathbb{X}$ is a finite set of projective points over a finite field and $I(\mathbb{X})$ is its vanishing ideal, we show that $\delta_{I(\mathbb{X})}(d, r)$ is the $r$-th generalized Hamming weight $\delta_{\mathbb{X}}(d, r)$ of the corresponding Reed-Muller-type code $C_{\mathbb{X}}(d)$ (Theorem 4.18). We introduce the Vasconcelos function $\vartheta_{I}(d, r)$ of a graded ideal $I$ (Definition 4.17) and show that this function is also equal to $\delta_{\mathbb{X}}(d, r)$ (Theorem 4.18). These abstract algebraic formulations gives us a new tool
to study generalized Hamming weights in a systematic manner. One of our results shows that the $r$-th generalized footprint function of $I(\mathbb{X})$ is a lower bound for $\delta_{\mathbb{X}}(d, r)$ (Theorem 4.23). As is seen in this Chapter, in certain cases the generalized footprint function gives the exact value of $\delta_{\mathbb{X}}(d, r)$.

We give two applications to coding theory. The first is the following explicit formula for the second generalized Hamming weight of an affine cartesian code.

Theorem 4.32 Let $A_{i}, i=1, \ldots, s-1$, be subsets of $\mathbb{F}_{q}$ and let $\mathbb{X} \subset \mathbb{P}^{s-1}$ be the projective set $\mathbb{X}=\left[A_{1} \times \cdots \times A_{s-1} \times\{1\}\right]$. If $d_{i}=\left|A_{i}\right|$ for $i=1, \ldots, s-1$ and $2 \leq d_{1} \leq \cdots \leq d_{s-1}$, then

$$
\delta_{\mathbb{X}}(d, 2)=\left\{\begin{array}{cl}
\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{s-1}-d_{k+3} \cdots d_{s-1} & \text { if } k<s-3 \\
\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{s-1}-1 & \text { if } k=s-3 \\
d_{s-1}-\ell+1 & \text { if } k=s-2
\end{array}\right.
$$

where $0 \leq k \leq s-2$ and $\ell$ are integers, $d=\sum_{i=1}^{k}\left(d_{i}-1\right)+\ell$, and $1 \leq \ell \leq d_{k+1}-1$.
Using this result one can recover the case when $\mathbb{X}$ is a projective torus in $\mathbb{P}^{s-1}$ [SCSV18, Theorem 17]. The second application of this Chapter gives a combinatorial formula for the second generalized Hamming weight of an affine cartesian code, which is quite different from the corresponding formula of [BD17, Theorem 5.4].

Theorem 4.33 Let $\mathcal{P}_{d}$ be the set of all pairs $(a, b), a, b$ in $\mathbb{N}^{s}, a=\left(a_{i}\right), b=\left(b_{i}\right)$, such that $a \neq b, d=\sum_{i} a_{i}=\sum_{i} b_{i}, 1 \leq a_{i}, b_{i} \leq d_{i}-1$ for $i=1, \ldots, n, n:=s-1, a_{i} \neq 0$ and $b_{j} \neq 0$ for some $1 \leq i, j \leq n$. If $\mathbb{X}=\left[A_{1} \times \cdots \times A_{n} \times\{1\}\right]$, with $A_{i} \subset \mathbb{F}_{q}, d_{i}=\left|A_{i}\right|$, and $2 \leq d_{1} \leq \cdots \leq d_{n}$, then

$$
\operatorname{fp}_{I(\mathbb{X})}(d, 2)=\delta_{\mathbb{X}}(d, 2)=\min \left\{P(a, b) \mid(a, b) \in \mathcal{P}_{d}\right\} \quad \text { for } d \leq \sum_{i=1}^{n}\left(d_{i}-1\right)
$$

where $P(a, b)=\prod_{i=1}^{n}\left(d_{i}-a_{i}\right)+\prod_{i=1}^{n}\left(d_{i}-b_{i}\right)-\prod_{i=1}^{n} \min \left\{d_{i}-a_{i}, d_{i}-b_{i}\right\}$.
Let $\psi(d)$ be the formula for $\delta_{\mathbb{X}}(d, 2)$ given in Theorem 4.32. Then

$$
\psi(d)=\min \left\{P(a, b) \mid(a, b) \in \mathcal{P}_{d}\right\}
$$

for $d \leq \sum_{i=1}^{n}\left(d_{i}-1\right)$. This equality is interesting in its own right.
We also prove a related inequality which is of independent interest:
Proposition 4.28 Let $d \geq 1$ and $1 \leq e_{1} \leq \cdots \leq e_{m}$ be integers. Suppose $1 \leq a_{i} \leq e_{i}$ and $1 \leq b_{i} \leq e_{i}$, for $i=1, \ldots, m$, are integers such that $d=\sum_{i} a_{i}=\sum_{i} b_{i}$ and $a \neq b$. Then

$$
\pi(a, b) \geq\left(\sum_{i=1}^{m} a_{i}-\sum_{i=k+1}^{m} e_{i}-(k-2)\right) e_{k+1} \cdots e_{m}-e_{k+2} \cdots e_{m}
$$

for $k=1, \ldots, m-1$, where $\pi(a, b)=\prod_{i} a_{i}+\prod_{i} b_{i}-\prod_{i} \min \left(a_{i}, b_{i}\right)$.

There is a nice combinatorial expression for the $r$-th generalized Hamming weight of an affine cartesian code [BD17, Theorem 5.4]. Using this result we give an explicit formula to compute the $r$-th generalized Hamming weight for a family of cartesian codes (Theorem 4.34).

For additional information we refer to [BH98, CLO07, Eis13] (for the theory of Gröbner bases, commutative algebra, and Hilbert functions), and [MS77, TV13] (for the theory of error-correcting codes and linear codes).

Let us describe the contents of Chapter 5. Consider a polynomial ring over a field $K$, $R=K\left[x_{1}, \ldots, x_{n}\right]$. Let $I \subset R$ be a monomial ideal. The Rees algebra of $I$ is

$$
R[I t]:=R \oplus I t \oplus \cdots \oplus I^{k} t^{k} \oplus \cdots \subset R[t]
$$

where $t$ is a new variable, and the symbolic Rees algebra of $I$ is

$$
R_{s}(I):=R \oplus I^{(1)} t \oplus \cdots \oplus I^{(k)} t^{k} \oplus \cdots \subset R[t],
$$

where $I^{(k)}$ is the $k$-th symbolic power of $I$ (see Definitions 1.62 and 6.27).
One of the early works on symbolic powers of monomial ideal is [MBRV11]. Symbolic powers of ideals and edge ideals of graphs where studied in [Bah04]. A method to compute symbolic powers of radical ideals in characteristic zero is given in [Sim96].

In Section 5.1 we recall the notion of irreducible decomposition of a monomial ideal and prove that the exponents of the variables that occur in the minimal generating set of a monomial ideal $I$ are exactly the exponents of the variables that occur in the minimal generators of the irreducible components of $I$ (Lemma 5.3). This result indicates that the well known Alexander duality for squarefree monomial ideals could also hold for other families of monomial ideals.

We give algorithms to compute the symbolic powers of monomial ideals using Macaulay2 [GSa] (Lemma 5.5, Remarks 5.6 and 5.14). For a monomial ideal with no embedded primes we classify the normality of its symbolic Rees algebra in terms of the normality of its primary components (Proposition 5.19).

The normality of a monomial ideal is well understood from the computational point of view. If $I$ is minimally generated by $x^{v_{1}}, \ldots, x^{v_{r}}$ and $A$ is the matrix with column vectors $v_{1}^{\mathrm{t}}, \ldots, v_{r}^{\mathrm{t}}$, then $I$ is normal if and only if the system $x A \geq \mathbf{1} ; x \geq 0$ has the integer rounding property [DV10, Corollary 2.5]. The normality of $I$ can be determined using the program Normaliz [ $\mathbf{B I R}^{+}$]. For the normality of monomial ideals of dimension 2 see [CQ10, GSVV13] and the references therein.

To compute the generators of the symbolic Rees algebra of a monomial ideal one can use the algorithm in the proof of [HHT07, Theorem 1.1]. If the primary components of a monomial ideal are normal, we present a procedure that computes the generators of its symbolic Rees algebra using Hilbert bases and Normaliz [BIR ${ }^{+}$] (Proposition 5.21, Example 5.23), and give necessary and sufficient conditions for the equality between its ordinary and symbolic powers (Corollary 5.30).

In Section 5.2 we study edge ideals of weighted oriented graphs. A directed graph or digraph $\mathcal{D}$ consists of a finite set $V(\mathcal{D})$ of vertices, together with a prescribed collection $E(\mathcal{D})$ of ordered pairs of distinct points called edges or arrows. An oriented graph is a digraph having no oriented cycles of length two. In other words an oriented graph $\mathcal{D}$ is a simple graph $G$ together with an orientation of its edges. We call $G$ the underlying graph of $\mathcal{D}$. If a digraph $\mathcal{D}$ is endowed with a function $d: V(\mathcal{D}) \rightarrow \mathbb{N}_{+}$, where $\mathbb{N}_{+}:=\{1,2, \ldots\}$, we call $\mathcal{D}$ a vertex-weighted digraph.

Edge ideals of edge-weighted graphs were introduced and studied by Paulsen and Sather-Wagstaff [PSW13]. In this work we consider edge ideals of graphs which are oriented and have weights on the vertices. In what follows by a weighted oriented graph we shall always mean a vertex-weighted oriented graph.

Let $\mathcal{D}$ be a vertex-weighted digraph with vertex set $V(\mathcal{D})=\left\{x_{1}, \ldots, x_{n}\right\}$. The weight $d\left(x_{i}\right)$ of $x_{i}$ is denoted simply by $d_{i}$. The edge ideal of $\mathcal{D}$, denoted $I(\mathcal{D})$, is the ideal of $R$ given by

$$
I(\mathcal{D}):=\left(x_{i} x_{j}^{d_{j}} \mid\left(x_{i}, x_{j}\right) \in E(\mathcal{D})\right)
$$

If a vertex $x_{i}$ of $\mathcal{D}$ is a source (that is, has only arrows leaving $x_{i}$ ) we shall always assume $d_{i}=1$ because in this case the definition of $I(\mathcal{D})$ does not depend on the weight of $x_{i}$. In the special case when $d_{i}=1$ for all $i$, we recover the edge ideal of the graph $G$ which has been extensively studied in the literature [DHS13, FHM13, GV11, HM10, HH11, MV12, SVV94, VT13, Vi190, Vil15]. A vertex-weighted digraph $\mathcal{D}$ is called Cohen-Macaulay (over the field $K$ ) if $R / I(\mathcal{D})$ is a Cohen-Macaulay ring.

It turns out that edge ideals of weighted acyclic tournaments are Cohen-Macaulay and satisfy Alexander duality (Corollaries 5.42 and 5.44 ). For transitive weighted oriented graphs it is shown that Alexander duality holds (Theorem 5.43). Edge ideals of weighted digraphs arose in the theory of Reed-Muller codes as initial ideals of vanishing ideals of projective spaces over finite fields [CNL17, MV12, MBPV17].

A major result of Pitones, Reyes and Toledo [PRT17] shows an explicit combinatorial expression for the irredundant decomposition of $I(\mathcal{D})$ as a finite intersection of irreducible
monomial ideals (Theorem 5.33). We will use their result to prove the following explicit combinatorial classification of all Cohen-Macaulay weighted oriented forests.
Theorem 5.49 Let $\mathcal{D}$ be a weighted oriented forest without isolated vertices and let $G$ be its underlying forest. The following conditions are equivalent:
(a) $\mathcal{D}$ is Cohen-Macaulay.
(b) $I(\mathcal{D})$ is unmixed, that is, all its associated primes have the same height.
(c) G has a perfect matching $\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{r}, y_{r}\right\}$ so that $\operatorname{deg}_{G}\left(y_{i}\right)=1$ for all $i=1, \ldots, r$ and $d\left(x_{i}\right)=d_{i}=1$ if $\left(x_{i}, y_{i}\right) \in E(\mathcal{D})$.

For additional information, we refer to [BJG08] for the theory of digraphs, and [GV11, HH11, MV12, Vil15] for the theory of edge ideals of graphs and monomial ideals.

Finally, we describe the contents of Chapter 6. Let $f$ be a monomial of $R$, and let $I \subset R$ be a monomial ideal. The following two inequalities were shown in $\left[\mathbf{C H H}{ }^{+} \mathbf{1 7}\right.$, Theorem 3.1]:
(A) $\operatorname{depth}(R /(I: f)) \geq \operatorname{depth}(R / I)$,
(B) $\operatorname{reg}(R / I) \geq \operatorname{reg}(R /(I: f))$,
where depth $(R / I)$ and $\operatorname{reg}(R / I)$ are the depth and regularity of the quotient ring $R / I$ and $(I: f)=\{g \in R \mid g f \in I\}$ is referred to as a colon ideal. If $I$ and $f$ are squarefree, we show that (A) and (B) are equivalent using a duality theorem of Terai [Ter99] (Theorem 6.7) and some duality formulas for edge ideals of clutters (Lemma 6.6), that is, (A) and (B) are dual statements in the squarefree case (Proposition 6.8).

We introduce a formula expressing depth $(R /(I, f))-\operatorname{depth}(R / I), \operatorname{reg}(R / I)$ and $\operatorname{reg}(R /(f, I))$ in terms of the depth and regularity of polarizations (Proposition 6.11). Then, as an application, we give an alternate proof of $(A)$ and $(B)$, and show some other known inequalities about depth and regularity (Corollary 6.12). If $\mathrm{in}_{\prec}(I+f)=I+\mathrm{in}_{\prec}(f)$ for some monomial order $\prec$ and some homogeneous polynomial $f$, we show that (A) and (B) hold (Corollary 6.13).

The aim is to use these results to study the behavior of the depth and regularity of $R / I$, locally at a variable $x_{i}$, when we lower the degree of all the highest powers of the variable $x_{i}$ occurring in the minimal generating set of $I$ and, furthermore, to examine the depth and regularity of powers and symbolic powers of edge ideals of clutters and graphs, and their ideals of covers, using combinatorial optimization techniques.

Fix a variable $x_{i}$ that occurs in the minimal generating set $G(I)$ of $I$. Let $q$ be the maximum of the degrees in $x_{i}$ of the monomials of $G(I)$, let $\mathcal{B}_{i}$ be the set of all monomials of $G(I)$ of degree $q$ in $x_{i}$, let $p$ be the maximum of the degrees in $x_{i}$ of the monomials of $\mathcal{A}_{i}=G(I) \backslash \mathcal{B}_{i}$, and consider the $\left.L=\left(\left\{x^{a} / x_{i} \mid x^{a} \in \mathcal{B}_{i}\right\} \cup \mathcal{A}_{i}\right\}\right)$.

One of our main results shows that the depth is locally non-decreasing at each variable $x_{i}$ when lowering the top degree. Note that if $p=0$, that is, if all generators of $I$ that are divisible by $x_{i}$ have degree $q$ in $x_{i}$, then $L=\left(I: x_{i}\right)$. Thus when $p=0$ we have from $(A)$ that depth $(R / L)=\operatorname{depth}\left(R /\left(I: x_{i}\right)\right) \geq \operatorname{depth}(R / I)$. This theorem allow control over the depth when the degrees in $x_{i}$ of the generators varies.
Theorem 6.15 (a) If $p \geq 1$ and $q-p \geq 2$, then $\operatorname{depth}(R / I)=\operatorname{depth}(R / L)$.
(b) If $p \geq 0$ and $q-p=1$, then $\operatorname{depth}(R / L) \geq \operatorname{depth}(R / I)$.
(c) If $p=0$ and $q \geq 2$, then

$$
\left.\operatorname{depth}(R / I)=\operatorname{depth}\left(R /\left(\left\{x^{a} / x_{i}^{q-1} \mid x^{a} \in \mathcal{B}_{i}\right\} \cup \mathcal{A}_{i}\right\}\right)\right)
$$

There are similar results for regularity (Theorem 6.21). As a consequence one recovers a result of Herzog, Takayama and Terai [HTT05] showing that

$$
\operatorname{depth}(R / \operatorname{rad}(I)) \geq \operatorname{depth}(R / I)
$$

and a result of Ravi [Rav90] showing that

$$
\operatorname{reg}(R / \operatorname{rad}(I)) \leq \operatorname{reg}(R / I)
$$

(Corollaries 6.17 and 6.22).The result can also be used to show that the Cohen-Macaulay property of a vertex-weighted digraph is dependent only on knowing which vertices have weight greater than one and not on the actual weights used (5.40). In other words an oriented graph $D$ is CohenMacaulay if and only if the oriented graph $U$, obtained from $D$ by replacing each weight $d_{i}>3$ with $d_{i}=2$, is CohenMacaulay. Seemingly, this ought to somewhat facilitate the verification of this property. This answers a question of Aron Simis and a related question of Antonio Campillo.

There are some classes of monomial ideals whose powers have non-increasing depth and non-decreasing regularity $\left[\mathrm{CHH}^{+} \mathbf{1 7}, \mathrm{CPSF}^{+} \mathbf{1 5}, \mathrm{Han17}, \mathrm{HT}^{+} \mathbf{1 7}, \mathrm{SF} 18\right]$ A natural way to show these properties for a monomial ideal $I$ is to prove the existence of a monomial $f$ such that $\left(I^{k+1}: f\right)=I^{k}$ for $k \geq 1$. This was exploited in $\left[\mathbf{C H H}{ }^{+} \mathbf{1 7}, \mathbf{M V 1 2 ]}\right.$ and in [HM10, Corollary 3.11] in connection to normally torsion free ideals.

Since any squarefree monomial ideal is the edge ideal $I(\mathcal{C})$ of a clutter $\mathcal{C}$, we will study the depth and regularity of powers and symbolic powers of edge ideals of clutters and graphs-and their ideals of covers-that have nice combinatorial optimization properties (e.g., max-flow min-cut, ideal, uniform, and unmixed clutters, strongly perfect and very
well-covered graphs). The $k$-th symbolic power of an ideal $I$ is denoted by $I^{(k)}$ (Definition 6.27). The ideal of covers of a clutter $\mathcal{C}$, denoted $I(\mathcal{C})^{\vee}$, is the edge ideal of $\mathcal{C}^{\vee}$, the clutter of minimal vertex covers of $\mathcal{C}$.

If $I(\mathcal{C})$ is the edge ideal of a clutter $\mathcal{C}$ which has a good leaf, then the powers of $I(\mathcal{C})$ have non-increasing depth and non-decreasing regularity $\left[\mathbf{C H H}^{+} \mathbf{1 7}\right.$, Theorem 5.1]. In particular edge ideals of forests or simplicial trees have these properties. Our next result gives a wide family of ideals with these properties.
Theorem 6.34 If $I=I(\mathcal{C})$ is the edge ideal of an unmixed clutter $\mathcal{C}$ with the max-flow min-cut property, then
(a) $\operatorname{depth}\left(R / I^{k}\right) \geq \operatorname{depth}\left(R / I^{k+1}\right)$ for $k \geq 1$.
(b) $\operatorname{reg}\left(R / I^{k}\right) \leq \operatorname{reg}\left(R / I^{k+1}\right)$ for $k \geq 1$.

Let $G$ be a graph with vertex set $V(G)=\left\{x_{1}, \ldots, x_{n}\right\}$ and edge set $E(G)$. A result of T. N . Trung [TT12] shows that for $k \gg 0$ one has

$$
\operatorname{depth}\left(R / I(G)^{k}\right)=|\operatorname{isol}(G)|+c_{0}(G)
$$

where $\operatorname{isol}(G)$ is the set of isolated vertices of $G$ and $c_{0}(G)$ is the number of non-trivial bipartite components of $G$. We complement this fact by observing that $\operatorname{dim}(R)-\ell(I(G))$ is equal to $|\operatorname{isol}(G)|+c_{0}(G)$, where $\ell(I(G))$ is the analytic spread of $I(G)$, and by showing the inequality

$$
\operatorname{depth}\left(R /\left(I(G)^{k}: x_{i}^{k}\right)\right) \leq \operatorname{depth}\left(R /\left(I\left(G \backslash N_{G}\left(x_{i}\right)\right)^{k}, N_{G}\left(x_{i}\right)\right)\right)
$$

for $k \geq 1$ and $i=1, \ldots, n$ (Proposition 6.36), where $N_{G}\left(x_{i}\right)$ is the neighbor set of $x_{i}$. For $k=1$ this inequality follows from $\left(I(G): x_{i}\right)=\left(I\left(G \backslash N_{G}\left(x_{i}\right)\right), N_{G}\left(x_{i}\right)\right)$ [Vil15, p. 293] and using the inequality depth $\left(R /\left(I(G): x_{i}\right)\right) \geq \operatorname{depth}(R / I(G))$. The general case follows by successively applying Theorem 6.15 locally at each variable.

It is an open problem whether or not the powers of the edge ideal of a graph have non-increasing depth. To the best of our knowledge this is open even for bipartite graphs. Our next application extends the fact that the powers of $I(G)^{\vee}$, the ideal of covers of $G$, have non-increasing depth if $G$ is bipartite [CPSF ${ }^{+}$15, Han17, $\mathbf{H T}^{+}$17].
Corollary 6.38 Let $G$ be a bipartite graph. The following hold.
(a) If $G$ is unmixed, then $I(G)$ has non-increasing depth.
(b) $\left(\left[\mathbf{C P S F}^{+} \mathbf{1 5}\right.\right.$, Theorem 3.2], [Han17], [HT ${ }^{+} \mathbf{1 7}$, Corollary 2.4]) $I(G)^{\vee}$ has non-increasing depth.
(c) $I(G)^{\vee}$ has non-decreasing regularity.

An interesting example due to Kaiser, Stehlík, and Škrekovski [KSŠ14] shows that the powers of the ideal of covers of a graph does not always have non-increasing depth (Example 6.39), that is, part (b) of Corollary 6.38 fails for non-bipartite graphs. A nice result of L. T. Hoa, K. Kimura, N. Terai and T. N. Trung [KTT ${ }^{+} \mathbf{1 7}$, Theorem 3.2] shows that the symbolic powers of the ideal of covers of a graph have non-increasing depth. A similar result holds for the ideal of covers of a uniform ideal clutter (Corollary 6.35).

If $G$ is a very well-covered graph, then the depths of symbolic powers of $I(G)^{\vee}$ form a non-increasing sequence [SF18]. In this case we show that the symbolic powers of $I(G)$ have non-increasing depth and non-decreasing regularity (Proposition 6.40).

We will give another family of squarefree monomial ideals whose symbolic powers have non-increasing depth and non-decreasing regularity. A clique of a graph $G$ is a set of vertices inducing a complete subgraph. The clique clutter of the graph $G$, denoted by $\mathrm{cl}(G)$, is the clutter on $V(G)$ whose edges are the maximal cliques of $G$.
Proposition 6.42 Let $G$ be a strongly perfect graph and let $\mathrm{cl}(G)$ be its clique clutter. If $J$ is the ideal of covers of $\mathrm{cl}(G)$, then
(a) $\operatorname{depth}\left(R / J^{(k)}\right) \geq \operatorname{depth}\left(R / J^{(k+1)}\right)$ for $k \geq 1$.
(b) $\operatorname{reg}\left(R / J^{(k)}\right) \leq \operatorname{depth}\left(R / J^{(k+1)}\right)$ for $k \geq 1$.

Bipartite graphs, chordal graphs, comparability graphs, and Meyniel graphs are strongly perfect (see [Rav99] and the references therein). Thus this result generalizes Corollary 6.38(b) because if $G$ is a bipartite graph, then $\mathrm{cl}(G)=G$ and $I\left(G^{\vee}\right)^{(k)}=I\left(G^{\vee}\right)^{k}$ for $k \geq 1$ [GRV09].

For edge ideals of clutters the Cohen-Macaulay property of its $k$-th ordinary or symbolic power is well understood if $k \geq 3$. By a result of N . Terai and N. V. Trung [TT12], if $I(\mathcal{C})$ is the edge ideal of a clutter $\mathcal{C}$, then $I(\mathcal{C})^{k}$ (resp. $I(\mathcal{C})^{(k)}$ ) is Cohen-Macaulay for some $k \geq 3$ if and only if $I(\mathcal{C})$ is a complete intersection (resp. the independence complex $\Delta_{\mathcal{C}}$ of $\mathcal{C}$ is a matroid).

The case when $G$ is a graph and $k=2$ is treated in $\left[K T T^{+} \mathbf{1 7}, \mathbf{T}^{+} \mathbf{1 6}\right]$. The CohenMacaulay property of the square of an edge ideal can be expressed in terms of its connected components [HTT16]. Edge ideals of graphs whose square is Cohen-Macaulay have a rich combinatorial structure and have been classified combinatorially by D. T. Hoang, N. C. Minh and T. N. Trung [KTT ${ }^{+}$17, HTT16].

As an application we recover the following fact.
Corollary $6.48\left[\mathbf{K T T}^{+} \mathbf{1 7}\right.$, Proposition 4.2] Let $G$ be a bipartite graph without isolated vertices. Then $I(G)^{2}$ is Cohen-Macaulay if and only if $I(G)$ is a disjoint union of edges.

For additional information we refer to [Eis13, Mat89] (for commutative algebra), [Cor01, Sch98, Sch03] (for combinatorial optimization), [Har] (for graph theory), and [FHM13, GV11, HH11, VT13, Vil15] (for the theory of powers of edge ideals of clutters and monomial ideals).
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## CHAPTER 1

## Primary Decompositions and Graded Modules

The main topics of this chapter are primary decompositions of modules and ideals, Hilbert series of graded modules, Cohen-Macaulay rings, and Artinian rings. The Hilbert theorem for graded modules is introduced here. As usual the $h$-vector and the $a$-invariant of a graded module are defined using the Hilbert-Serre theorem.

### 1.1. Module theory

Noetherian modules and localizations. Let $R$ be a commutative ring with unit and let $M$ be an $R$-module. Recall that $M$ is called Noetherian if every submodule $N$ of $M$ is finitely generated, that is, $N=R f_{1}+\cdots+R f_{q}$, for some $f_{1}, \ldots, f_{q}$ in $N$.

THEOREM 1.1. The following conditions are equivalent:
(a) $M$ is Noetherian.
(b) M satisfies the ascending chain condition; that is, for every ascending chain of submodules of $M$

$$
N_{1} \subset N_{2} \subset \cdots \subset N_{n} \subset N_{n+1} \subset \cdots \subset M
$$

there exists an integer $k$ such that $N_{i}=N_{k}$ for every $i \geq k$.
(c) Any nonempty collection $\mathcal{F}$ of submodules of $M$ has a maximal element, that is, there is $N \in \mathcal{F}$ such that if $N \subset N_{i}$ and $N_{i} \in \mathcal{F}$, then $N=N_{i}$.

In particular a Noetherian ring $R$ is a commutative ring with unit with the property that every ideal of $I$ is finitely generated; that is, given an ideal $I$ of $R$ there exists a finite number of generators $f_{1}, \ldots, f_{q}$ such that

$$
I=\left\{a_{1} f_{1}+\cdots+a_{q} f_{q} \mid a_{i} \in R, \forall i\right\} .
$$

As usual, if $I$ is generated by $f_{1}, \ldots, f_{q}$, we write $I=\left(f_{1}, \ldots, f_{q}\right)$.

A sequence of $R$-modules and $R$-homomorphisms

$$
\ldots \xrightarrow{\varphi_{n-2}} M_{n-1} \xrightarrow{\varphi_{n-1}} M_{n} \xrightarrow{\varphi_{n}} M_{n+1} \xrightarrow{\varphi_{n+1}} \cdots
$$

is said to be exact at $M_{n}$ if $\operatorname{im} \varphi_{n-1}=\operatorname{ker} \varphi_{n}$. The sequence is said to be exact if it is exact at each $M_{n}$. An exact sequence of the form $0 \rightarrow L \xrightarrow{\iota} M \xrightarrow{\rho} N \rightarrow 0$ is said to be short exact sequence. Exact sequences were first introduced by Cartan and Eilenberg in their 1956 book.
It is straightforward to see that $0 \rightarrow L \xrightarrow{\iota} M \xrightarrow{\rho} N \rightarrow 0$ is a short exact sequence if and only if $\iota$ is injective, $\operatorname{im} \iota=\operatorname{ker} \rho$ and $\rho$ is surjective.

Proposition 1.2. Let $0 \rightarrow L \xrightarrow{\iota} M \xrightarrow{\rho} N \rightarrow 0$ be a short exact sequence of $R$-modules. Then $M$ is Noetherian if and only if $L$ and $N$ are Noetherian.

Corollary 1.3. Let $M$ be an $R$-module and $N$ be a submodule of $M$. Then $M$ is Noetherian if and only if $N$ and $M / N$ are Noetherian.

Proposition 1.4. If $M$ is a finitely generated $R$-module over a Noetherian ring $R$, then $M$ is a Noetherian module.

COROLLARY 1.5. If $R$ is a Noetherian ring and $I$ is an ideal of $R$, then $R / I$ and $R^{\oplus n}$ are Noetherian $R$-modules. In particular any submodule of $R^{\oplus n}$ is finitely generated.

THEOREM 1.6. (Hilbert Basis Theorem [Eis13, Theorem 2.1]) Let $R$ be a Noetherian ring, then the polynomial ring $R[x]$ is Noetherian.

An important example of a Noetherian ring is a polynomial ring over a field $k$. Often we will denote a polynomial ring in several variables by $k[\mathbf{x}]$ and a polynomial ring in one variable by $k[x]$.

The prime spectrum of a ring $R$, denoted by $\operatorname{Spec}(R)$, is the set of prime ideals of $R$. The minimal primes of $R$ are the minimal elements of $\operatorname{Spec}(R)$ with respect to inclusion and the maximal ideals of $R$ are the maximal elements of the set of proper ideals of $R$ with respect to inclusion. We endow $\operatorname{Spec}(R)$ with the structure of a topological space. For every subset $S \subset R$, we define

$$
V(S):=\{\mathfrak{p} \in \operatorname{Spec}(R): S \subset \mathfrak{p}\}
$$

Note that $V(S)=V(\langle S\rangle)$ with $\langle S\rangle$ the ideal generated by $S$ and for each pair of ideals $I \subset J$ of $R$, we have $V(J) \subset V(I)$. The minimal primes of $I$ are the minimal elements of $V(I)$ with respect to inclusion.

Lemma 1.7. Let $R$ be a ring, then
(a) $V(0)=\operatorname{Spec}(R)$ and $V(1)=\varnothing$.
(b) If $\left\{I_{i}\right\}_{i}$ is any collection of ideals of $R$, then $V\left(\bigcup_{i} I_{i}\right)=V\left(\sum_{i} I_{i}\right)=\bigcap_{i} V\left(I_{i}\right)$.
(c) If I and $J$ are two ideals of $R$, then $V(I \cap J)=V(I J)=V(I) \cup V(J)$.

The above lemma shows that the subsets $V(I)$ of $\operatorname{Spec}(R)$ form the closed sets of a topology on $\operatorname{Spec}(R)$, it is called the Zariski topology of the prime spectrum of $R$.

A local ring $(R, \mathfrak{m}, k)$ is a Noetherian ring $R$ with exactly one maximal ideal $\mathfrak{m}$, the field $k=R / \mathfrak{m}$ is called the residue field of $R$.

The homomorphisms of rings $\varphi: R \rightarrow S$ that we consider satisfies $\varphi\left(1_{R}\right)=1_{S}$.
Let $R$ be a ring and let $\varphi: \mathbb{Z} \rightarrow R$ be the canonical homomorphism

$$
\varphi(a)=a \cdot 1_{R}
$$

then $\operatorname{ker}(\varphi)=n \mathbb{Z}$, for some $n \geq 0$. The integer $n$ is called the characteristic of $R$ and is denoted by char $(R)$.

PROPOSITION 1.8. Let $(R, \mathfrak{m}, k)$ be a local ring, then $R$ has characteristic zero or a power of a prime.

Localizations of Modules. Let $R$ be a ring. A subset $S \subset R$ is a multiplicative closed subset if $1 \in S$ and $x, y \in S$ implies $x y \in S$. Let $M$ an $R$-module, and $S$ a multiplicatively closed subset of $R$. We define an equivalence relation on $M \times S$ by $(m, s) \sim(n, t)$ if there is $u \in S$ such that $u(m t-n s)=0$. The reason we need to add the $u$ is that otherwise the equivalence relation would not be transitive, that is, would not be an equivalence relation. Denote by $S^{-1} M$ or $M\left[S^{-1}\right]$, the set of equivalence classes, and by $m / s$ the class of $(m, s)$. $S^{-1} M$ is an $S^{-1} R$-module with addition given by $m / s+n / t:=(t m+s n) / s t$ and scalar multiplication by $a / s \cdot m / t:=a \mathrm{~m} / \mathrm{st}$. We call to $S^{-1} M$ the localization of $M$ at $S$. Note that $S^{-1} M$ has structure of $R$-module defining $r \cdot \mathrm{~m} / \mathrm{s}:=r \mathrm{~m} / \mathrm{s}$ with $r \in R$.
There is a canonical $R$-homomorphism $\iota_{S}: M \rightarrow S^{-1} M$, given by $\iota_{S}(m)=m / 1$. If $f: M \rightarrow N$ is an $R$-homomorphism, then there is an induced $S^{-1} R$-module homomorphism $S^{-1} f: S^{-1} M \longrightarrow S^{-1} N$ given by $f(m / s)=f(m) / s$. Consider the multiplication map $\mu_{r_{0}}: M \longrightarrow M$, given by $m \longmapsto r_{0} m$, for $r_{0} \in R$ fixed. Then note that for each $s \in S$, $\mu_{s}: S^{-1} M \longrightarrow S^{-1} M$ is an $R$-isomorphism.

Proposition 1.9. (Universal Property of Localization) Let $N$ be an $R$-module such that the elements of $S$ act by multiplication as automorphisms, that is, $\mu_{s}: N \longrightarrow N$ is an $R$ isomorphism for each $s \in S$. If $\varphi: M \longrightarrow N$ is an $R$-homomorphism, then there exists a unique $R$-homomorphism $\varphi^{\prime}: S^{-1} M \longrightarrow N$ such that the following diagram commutes


If we apply the definition of localization to $M=R$, we obtain the localization for a ring.

COROLLARY 1.10. Let $f: A \longrightarrow B$ be a ring map that sends every element in $S$ to a unit of $B$. Then there is a unique homomorphism $g: S^{-1} A \longrightarrow B$ such that the following diagram commutes.


Proposition 1.11. Modules over $S^{-1} R$ can be naturally identified with $R$-modules $M$ having the property that the multiplication map $\mu_{s}: M \longrightarrow M$ is bijective for all $s \in S$. In other words, the category of $S^{-1} R$-modules is equivalent to the category of $R$-modules $M$ with the property that every $s \in S$ acts as an automorphism on $M$.

EXAMPLE 1.12. If $f$ is in a ring $R$ and $S=\left\{f^{i} \mid i \in \mathbb{N}\right\}$, then $S^{-1} R$ is usually written $R_{f}$. For instance if $R=\mathbb{C}[x]$ is a polynomial ring in one variable over the field $\mathbb{C}$ of complex numbers, then $R_{x}=\mathbb{C}\left[x, x^{-1}\right]$ is the ring of Laurent polynomials.

DEFINITION 1.13. Let $\mathfrak{p}$ be a prime ideal of a ring $R$ and $S=R \backslash \mathfrak{p}$. In this case $S^{-1} R$ is written $R_{\mathfrak{p}}$ and is called the localization of $R$ at $\mathfrak{p}$.

Proposition 1.14. (Properties of localization) Let $R$ be a ring, $S \subset R$ be a multiplicative closed subset.
(a) Every ideal of $S^{-1} R$ is of the form $I S^{-1} R$, the extension under $\iota_{S}$ for some ideal $I$ of $R$. That is, if $L \subset S^{-1} R$ is an ideal, then there exists an ideal $I \subset R$ such that

$$
L=\{a / s: a \in I, s \in S\}
$$

(b) If $R$ is Noetherian, then so it is $S^{-1} R$.
(c) The only prime ideals of $S^{-1} R$ are $\mathfrak{p} S^{-1} R$, where $\mathfrak{p}$ is a prime ideal of $R$ such that $\mathfrak{p} \cap S=$ $\varnothing$. Thus prime ideals of $S^{-1} R$ are in bijective correspondence with the prime ideals of $R$ that do not intersect $S$.
(d) The set $\bar{S}=\{\bar{s} \in R / I: s \in S\}$ is a multiplicative closed subset of $R / I$ and there exist $a$ natural isomorphism

$$
\varphi: S^{-1} R / I S^{-1} R \rightarrow \bar{S}^{-1}(R / I)
$$

(e) If $T \subset R$ is a multiplicative closed subset such that $S \subset T$. Let $T / 1$ the image of $T$ under $\iota_{s}$. Then $T / 1$ is a multiplicative closed subset and there exists a natural isomorphism

$$
\phi:(T / I)^{-1}\left(S^{-1} R\right) \rightarrow T^{-1} R
$$

(f) (Exactness of Localization) Let $0 \rightarrow L \xrightarrow{\iota} M \xrightarrow{\rho} N \rightarrow 0$ be a short exact sequence of $R$-modules, then so it is $0 \rightarrow S^{-1} L \xrightarrow{S^{-1} L} S^{-1} M \xrightarrow{S^{-1} \rho} S^{-1} N \longrightarrow 0$, where $S^{-1} \iota$ and $S^{-1} \rho$ are the natural induced maps.

EXAMPLE 1.15. Let $\mathfrak{p}$ be a prime ideal of a ring $R$. Let $S=R \backslash \mathfrak{p}$, then $\operatorname{Spec}\left(R_{\mathfrak{p}}\right)$ correspond to $\{\mathfrak{q} \in \operatorname{Spec}(R): \mathfrak{q} \subset \mathfrak{p}\}$. Thus

$$
\left(R_{\mathfrak{p}}, \mathfrak{p} R_{\mathfrak{p}}, k(\mathfrak{p})\right)
$$

is a local ring, where $k(\mathfrak{p})=R_{\mathfrak{p}} / \mathfrak{p} R_{\mathfrak{p}}$ denotes the residue field of $R_{\mathfrak{p}}$.
Krull dimension and height. By a chain of prime ideals of a ring $R$ we mean a finite strictly increasing sequence of prime ideals

$$
\mathfrak{p}_{0} \subset \mathfrak{p}_{1} \subset \cdots \subset \mathfrak{p}_{n}
$$

the integer $n$ is called the length of the chain. The Krull dimension of $R$, denoted by $\operatorname{dim}(R)$, is the supremum of the lengths of all chains of prime ideals in $R$. Let $\mathfrak{p}$ be a prime ideal of $R$, the height of $\mathfrak{p}$, denoted by $\operatorname{ht}(\mathfrak{p})$, is the supremum of the lengths of all chains of prime ideals

$$
\mathfrak{p}_{0} \subset \mathfrak{p}_{1} \subset \cdots \subset \mathfrak{p}_{n}=\mathfrak{p}
$$

which end at $\mathfrak{p}$. Since $\mathfrak{p} \longmapsto \mathfrak{p} R_{\mathfrak{p}}$ is an inclusion-preserving bijection from the set of all primes of $R$ with $\mathfrak{p} \cap S=\varnothing$ to the set of all primes $\mathfrak{q}$ of $S^{-1} R$, then $\operatorname{dim}\left(R_{\mathfrak{p}}\right)=\operatorname{ht}(\mathfrak{p})$. If $I$ is an ideal of $R$, then $\operatorname{ht}(I)$, the height of $I$, is defined as

$$
\operatorname{ht}(I)=\inf \{\operatorname{ht}(\mathfrak{p}) \mid I \subset \mathfrak{p} \text { and } \mathfrak{p} \in \operatorname{Spec}(R)\}
$$

In general $\operatorname{dim}(R / I)+\operatorname{ht}(I) \leq \operatorname{dim}(R)$ : Let $A_{0} \subset A_{1} \subset \cdots \subset A_{n}$ be a chain of prime ideals of $R / I$, then $A_{i}=\mathfrak{q}_{i} / I$, where $\mathfrak{q}_{i}$ is a prime ideal of $R$ containing $I$ for $i=0,1, \ldots, n$. Let $\mathfrak{p}_{0} \subset \mathfrak{p}_{1} \subset \cdots \subset \mathfrak{p}_{s}=\mathfrak{q}_{0}$ be a chain of prime ideals of $R$. Then $\mathfrak{p}_{0} \subset \mathfrak{p}_{1} \subset \cdots \subset$ $\mathfrak{p}_{s}=\mathfrak{q}_{0} \subset \cdots \subset \mathfrak{q}_{n}$ is a chain of prime ideals of $R$. Therefore $n+s \leq \operatorname{dim}(R)$. Taking the infimum on $s$, we get that $n+\operatorname{ht}(I) \leq \operatorname{dim}(R)$. Again taking the supremum, we get the
inequality.

The difference $\operatorname{dim}(R)-\operatorname{dim}(R / I)$ is called the codimension of $I$ and $\operatorname{dim}(R / I)$ is called the dimension of $I$.

Let $M$ be an $R$-module. The annihilator of $M$ is defined as

$$
\operatorname{ann}_{R}(M)=\{x \in R \mid x M=0\}
$$

It is convenient to generalize the notion of annihilator to ideals and submodules. Let $N_{1}$ and $N_{2}$ be submodules of $M$, their ideal quotient or colon ideal as

$$
\left(N_{1}:{ }_{R} N_{2}\right)=\left\{x \in R \mid x N_{2} \subset N_{1}\right\} .
$$

Let us recall that the dimension of an $R$-module $M$ is

$$
\operatorname{dim}(M)=\operatorname{dim}(R / \operatorname{ann}(M))
$$

and the codimension of $M$ is $\operatorname{codim}(M)=\operatorname{dim}(R)-\operatorname{dim}(M)$.
Primary decomposition of modules. Let $I$ be an ideal of a ring $R$. The radical of $I$ is

$$
\operatorname{rad}(I)=\left\{x \in R \mid x^{n} \in I \text { for some } n>0\right\}
$$

the radical is also denoted by $\sqrt{I}$. In particular $\operatorname{rad}(0)$, denoted by $\mathfrak{N}_{R}$ or $\operatorname{nil}(R)$, is the set of nilpotent elements of $R$ and is called the nilradical of $R$. A ring is reduced if its nilradical is zero. The Jacobson radical of $R$ is the intersection of all the maximal ideals of $R$.

Proposition 1.16. If $I$ is a proper ideal of a ring $R$, then $\operatorname{rad}(I)$ is the intersection of all prime ideals containing I.

DEfinition 1.17. Let $M$ be a module over a ring $R$. The set of associated primes of $M$, denoted by $\operatorname{Ass}_{R}(M)$, is the set of all prime ideals $\mathfrak{p}$ of $R$ such that there is an injective homomorphism $\phi$ of $R$-modules:

$$
R / \mathfrak{p} \stackrel{\phi}{\hookrightarrow} M .
$$

Equivalently, $\mathfrak{p} \subset R$ is an associated prime if there exists $u \neq 0$ in $M$ such that $\mathfrak{p}=$ $\operatorname{ann}_{R}(u)=\{r \in R: r u=0\}:$ Assume that $\mathfrak{p}=\operatorname{ann}_{R}(u)$, then we define $\phi: R / \mathfrak{p} \rightarrow M$, given by $\bar{r} \mapsto r u$. Clearly $\phi$ is well defined and $r u=0$ means that $r \in \operatorname{ann}_{R}(u)=\mathfrak{p}$, therefore $\bar{r}=\overline{0}$ in $R / \mathfrak{p}$, thus $\phi$ is injective. Conversely, set $u:=\phi(\overline{1})$, then

$$
\begin{aligned}
\operatorname{ann}_{R}(u) & =\{r \in R: r \phi(\overline{1})=0\} \\
& =\{r \in R: \phi(\bar{r})=0\}
\end{aligned}
$$

$$
\text { since } \begin{aligned}
\phi \text { is injective } \rightsquigarrow & =\{r \in R: \bar{r}=\overline{0}\} \\
& =\mathfrak{p}
\end{aligned}
$$

Lemma 1.18. Let $R$ be a Noetherian ring. If $M \neq 0$ is an $R$-module, then the set $\operatorname{Ass}_{R}(M) \neq$ $\varnothing$.

PROOF. Let $\mathcal{F}=\{I \subsetneq R$ ideal $: I=\operatorname{ann}(u)$, for some $0 \neq u \in M\}$ ordered by inclusion. Clearly $\mathcal{F} \neq \varnothing$. By Theorem 1.1 this family has a maximal element that we denote by ann $\left(u_{0}\right)$. It suffices to show that ann $\left(u_{0}\right)$ is prime. Let $x, y$ be two elements of $R$ such that $x y \in \operatorname{ann}\left(u_{0}\right)$. Then $x y u_{0}=0$; if $y \notin \operatorname{ann}\left(u_{0}\right)$, then $y u_{0} \neq 0$, thus ann $\left(u_{0}\right) \subset$ ann $\left(y u_{0}\right)$, and by maximality of $\operatorname{ann}\left(u_{0}\right)$ we have that $\operatorname{ann}\left(u_{0}\right)=\operatorname{ann}\left(y u_{0}\right)$. Therefore $x \in \operatorname{ann}\left(u_{0}\right)$.

Proposition 1.19. Let $R$ be a ring and let $S$ be a multiplicatively closed subset of $R$. If $M$ is an $R$-module and $\mathfrak{p}$ is a prime ideal of $R$ with $S \cap \mathfrak{p}=\varnothing$, then $\mathfrak{p}$ is an associated prime of $M$ if and only if $\mathfrak{p} S^{-1} R$ is an associated prime of $S^{-1} M$.

Proof. If $\mathfrak{p}$ is in $\operatorname{Ass}(M)$, then $R / \mathfrak{p} \hookrightarrow M$. Hence by proposition 1.14 we have

$$
S^{-1} R / \mathfrak{p} S^{-1} R \hookrightarrow S^{-1} M
$$

Thus, $\mathfrak{p} S^{-1} R$ is an associated prime of $S^{-1} M$.
Conversely, assume $\mathfrak{p} S^{-1} R=\operatorname{ann}(u / s)$. Take generators for $\mathfrak{p}$, say $a_{1}, \ldots, a_{r}$. Then $a_{i} u / s=0$. Hence for each $i$ there is $s_{i} \in S$ such that $s_{i} a_{i} u=0$. Define $s^{\prime}=s_{1} \cdots s_{r}$, then $s^{\prime} a_{i} u=0$. Thus $\mathfrak{p s} s^{\prime} u=0$. On the other hand, if $r\left(s^{\prime} u\right)=0$, then $r s^{\prime} \in \mathfrak{p} S^{-1} R \cap R=\mathfrak{p}$. Therefore $r \in \mathfrak{p}$. Hence $\mathfrak{p}=\operatorname{ann}\left(s^{\prime} m\right)$.

Definition 1.20. Let $M$ be an $R$-module. The support of $M$, denoted by $\operatorname{Supp}(M)$, is the set of all prime ideals $\mathfrak{p}$ of $R$ such that $M_{\mathfrak{p}} \neq 0$.

LEMMA 1.21. If $0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0$ is a short exact sequence of modules over a ring $R$, then $\operatorname{Supp}(M)=\operatorname{Supp}\left(M^{\prime}\right) \cup \operatorname{Supp}\left(M^{\prime \prime}\right)$.

Proof. Let $\mathfrak{p}$ be a prime ideal of $R$. It suffices to observe that from the exact sequence

$$
0 \rightarrow M_{\mathfrak{p}}^{\prime} \rightarrow M_{\mathfrak{p}} \rightarrow M_{\mathfrak{p}}^{\prime \prime} \rightarrow 0
$$

we get $M_{\mathfrak{p}} \neq 0$ if and only if $M_{\mathfrak{p}}^{\prime} \neq 0$ or $M_{\mathfrak{p}}^{\prime \prime} \neq 0$.
THEOREM 1.22. Let $M \neq 0$ be a finitely generated $R$-module, where $R$ is Noetherian. Then there is a filtration of submodules

$$
(0)=M_{0} \subset M_{1} \subset \cdots \subset M_{n}=M
$$

and prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$ of $R$ such that $M_{i} / M_{i-1} \simeq R / \mathfrak{p}_{i}$ for all $i$.

Proof. By Lemma 1.18 there exists a prime ideal $\mathfrak{p}_{1}$ and a submodule $M_{1}$ of $M$ such that $R / \mathfrak{p}_{1} \simeq M_{1}$. If $M_{1} \subsetneq M$, then there exists an associated prime ideal $\mathfrak{p}_{2}$ of $M / M_{1}$ such that $R / \mathfrak{p}_{2}$ is isomorphic to a submodule of $M / M_{1}$, that is, $R / \mathfrak{p}_{2} \simeq M_{2} / M_{1}$, where $M_{2}$ is a submodule of $M$ containing $M_{1}$. If $M_{2} \subsetneq M$, we pick an associated prime $\mathfrak{p}_{3}$ of $M / M_{2}$ and repeat the argument. Since $M$ is Noetherian a repeated use of this procedure yields the required filtration.

In general the primes $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$ that occur in a filtration of the type described in the previous result are not associated primes of the module $M$; see [DS93] for a careful discussion of filtrations and for some of their applications to combinatorics.

LEMMA 1.23. If $0 \rightarrow M^{\prime} \xrightarrow{f} M \xrightarrow{g} M^{\prime \prime} \rightarrow 0$ is a short exact sequence of modules over a ring $R$, then $\operatorname{Ass}\left(M^{\prime}\right) \subset \operatorname{Ass}(M)$ and $\operatorname{Ass}(M) \subset \operatorname{Ass}\left(M^{\prime}\right) \cup \operatorname{Ass}\left(M^{\prime \prime}\right)$.

Proof. Ass $\left(M^{\prime}\right) \subset \operatorname{Ass}(M)$ is obvious, since if $R / \mathfrak{p} \hookrightarrow M^{\prime}$, we have a composite map $R / \mathfrak{p} \hookrightarrow M^{\prime} \hookrightarrow M$. Now, let $\mathfrak{p} \in \operatorname{Ass}(M)$, then $\mathfrak{p}=\operatorname{ann}(u)$ with $u \in M$. We show that if $\mathfrak{p} \notin \operatorname{Ass}\left(M^{\prime}\right)$, then we claim that $\mathfrak{p}=\operatorname{ann}(g(u))$. Clearly $\mathfrak{p} g(u)=0$. If $\mathfrak{p} \subsetneq \operatorname{ann}(g(u))$, then there is $r \in R$ such that $r g(u)=0$ and $r \notin \mathfrak{p}$. Since $r \notin \mathfrak{p}, r u=f(a) \neq 0$ for some $a \in M^{\prime}$. But, $0=\mathfrak{p r u}=\mathfrak{p} f(a)$, also if $0=z f(a)$ for some $z \in R$, then $z r \in \mathfrak{p}$, thus $z \in \mathfrak{p}$. Therefore $\mathfrak{p}=\operatorname{ann}(f(a))$. Hence, $0=\mathfrak{p} f(a)=f(\mathfrak{p} a)$, implies $\mathfrak{p} a=0$ and if $0=z a$ for some $z \in R$, then $0=z f(a)$, implying $z \in \mathfrak{p}$. Therefore $\mathfrak{p}=\operatorname{ann}(a)$, a contradiction. Thus $\mathfrak{p} \in \operatorname{Ass}\left(M^{\prime \prime}\right)$.

Corollary 1.24. Let $R$ be a Noetherian ring. If $M \neq 0$ is a finitely generated $R$-module, then $\operatorname{Ass}_{R}(M)$ is a finite set.

Proof. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$ be prime ideals as in Theorem 1.22. We use induction on $n$. By Lemma 1.23, $\operatorname{Ass}(M) \subset \operatorname{Ass}\left(M_{n-1}\right) \cup \operatorname{Ass}\left(M / M_{n-1}\right)$ and then we may apply the induction to $0 \subset M_{1} \subset \cdots \subset M_{n-1}$. Then $\operatorname{Ass}\left(M_{n-1}\right) \subset \bigcup_{i=1}^{n-1} \operatorname{Ass}\left(M_{i} / M_{i-1}\right)$. Note that, in general, for any prime $\mathfrak{p}$ in $R, \operatorname{Ass}(R / \mathfrak{p})=\{\mathfrak{p}\}$, since $\mathfrak{p}$ is obviously an associated prime because there certainly is an $R$-monomorphism from $R / \mathfrak{p}$ to itself. If $\mathfrak{q} \in \operatorname{Ass}(R / \mathfrak{p})$, then $\mathfrak{q}=\operatorname{ann}(\bar{r})$ for some $r \notin \mathfrak{p}$. Then $s \in \mathfrak{q}$ if and only if $s r \in \mathfrak{p}$, thus $s \in \mathfrak{p}$. Thus $\operatorname{Ass}(R / \mathfrak{p})=\{\mathfrak{p}\}$. Then

$$
\begin{aligned}
\operatorname{Ass}(M) & \subset \bigcup_{i=1}^{n} \operatorname{Ass}\left(M_{i} / M_{i-1}\right) \\
& =\bigcup_{i=1}^{n} \operatorname{Ass}\left(R / \mathfrak{p}_{i}\right) \\
& =\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}\right\} \\
& \subset \operatorname{Supp}(M)
\end{aligned}
$$

where the last containment is obtained using Lemma 1.21, that is,

$$
\operatorname{Supp}(M)=\operatorname{Supp}\left(M_{0}\right) \cup \operatorname{Supp}\left(M_{1} / M_{0}\right) \cup \cdots \cup \operatorname{Supp}\left(M_{n} / M_{n-1}\right)
$$

and each $\mathfrak{p}_{i} \in \operatorname{Supp}\left(M_{i} / M_{i-1}\right)$
Let $M$ be an $R$-module. An element $x \in R$ is a zero divisor of $M$ if there is $0 \neq m \in M$ such that $x m=0$. The set of zero divisors of $M$ is denoted by $\mathcal{Z}(M)$. If $x$ is not a zero divisor on $M$ or a unit, we say that $x$ is a regular element of $M$.

Lemma 1.25. If $M$ is an $R$-module, where $R$ is Noetherian. Then

$$
\mathcal{Z}(M)=\bigcup_{\mathfrak{p} \in \operatorname{Ass}_{R}(M)} \mathfrak{p}
$$

Proof. The right-hand side is clearly contained in the left-hand side by definition of an associated prime. Let $r$ be a zero divisor of $M$ and consider the family $\mathcal{F}=\{\operatorname{ann}(m) \mid 0 \neq$ $m \in M\}$. We prove that if $\operatorname{ann}(m)$ is a maximal element of $\mathcal{F}$ then it is prime: if $a, b \in R$ such that $a b \in \operatorname{ann}(m)$ with and $a, b \notin \operatorname{ann}(m)$. As $b m \neq 0$ and $a b m=0$, then $a \in \operatorname{ann}(b m)$. Thus $\operatorname{ann}(m) \subsetneq \operatorname{ann}(b m)$, a contradiction. Therefore $r$ is in some such maximal.

LEMMA 1.26. Let $S$ be a multiplicatively closed subset of a ring $R$, and let $M$ be a finitely generated $R$-module. Then $S^{-1} M=0$ if and only if there exists $s \in S$ such that $s M=0$.

Proof. Suppose that $S^{-1} M=0$. Say that $M$ is generated by $x_{1}, \ldots, x_{n}$ as an $R$-module. Then for every $i=1, \ldots, n, x_{i} / 1=0$ in $S^{-1} M$, which means that there is $s_{i} \in S$ such that $s_{i} x_{i}=0 \in M$. Let $s=s_{1} s_{2} \cdots s_{n}$, which is in $S$. Then $s x_{i}=0$ for all $i=1, \ldots, n$ and therefore $s M=0$. Conversely, we assume that there exists $s \in S$ such that $s M=0$. Then for any element $m / t \in S^{-1} M$ we have $m / t=(s m) /(s t)=0 /(s t)=0 \in S^{-1} M$. That is, $S^{-1} M=0$.

Proposition 1.27. If $M$ is an $R$-module finitely generated, then

$$
\operatorname{Ass}(M) \subset \operatorname{Supp}(M)=V(\operatorname{ann}(M))
$$

and any minimal element of $\operatorname{Supp}(M)$ is in $\operatorname{Ass}(M)$.
PROOF. If $\mathfrak{p}$ is an associated prime of $M$, then there exists a monomorphism $R / \mathfrak{p} \hookrightarrow M$ and thus $0 \neq(R / \mathfrak{p})_{\mathfrak{p}} \hookrightarrow M_{\mathfrak{p}}$. Hence $\mathfrak{p}$ is in the support of $M$, this shows the first containment.

Next, we show $\operatorname{Supp}(M)=V(\operatorname{ann}(M))$. Assume that $\mathfrak{p} \in \operatorname{Supp}(M)$ and let $x \in$ $\operatorname{ann}(M)$. If $x \notin \mathfrak{p}$, then $x m=0$ for all $m \in M$ and $M_{\mathfrak{p}}=(0)$ (above lemma), which is absurd. Therefore $\mathfrak{p}$ is in $V(\operatorname{ann}(M))$. Conversely let $\mathfrak{p}$ be in $V(\operatorname{ann}(M))$ and let $m_{1}, \ldots, m_{r}$ be a finite set of generators of $M$. If $M_{\mathfrak{p}}=(0)$, then for each $i$ there is $s_{i} \notin \mathfrak{p}$ so that $s_{i} m_{i}=0$, therefore $s_{1} \cdots s_{r}$ is in $\operatorname{ann}(M) \subset \mathfrak{p}$, which is impossible. Hence $M_{\mathfrak{p}} \neq 0$ and $\mathfrak{p}$ is in the support of $M$.

To prove the last part take a minimal prime $\mathfrak{p}$ in the support of $M$. As $M_{\mathfrak{p}} \neq(0)$ there is an associated prime $\mathfrak{p}_{1} R_{\mathfrak{p}}$ of $M_{\mathfrak{p}}$, where $\mathfrak{p}_{1}$ is a prime ideal of $R$ contained in $\mathfrak{p}$. Since $M_{\mathfrak{p}_{1}} \simeq\left(M_{\mathfrak{p}}\right)_{\mathfrak{p}_{1}} \neq(0)$, we get that $\mathfrak{p}_{1}$ is in the support of $M$ and $\mathfrak{p}=\mathfrak{p}_{1}$. Therefore using Proposition 1.19 one concludes $\mathfrak{p} \in \operatorname{Ass}(M)$.

Let $M$ be an $R$-module, the minimal primes of $M$ are defined to be the minimal elements of $\operatorname{Supp}(M)$ with respect to inclusion. A minimal prime of $M$ is called an isolated associated prime of $M$. An associated prime of $M$ which is not isolated is called an embedded prime.

Traditionally, if $M=R / I$ the associated primes of the module $R / I$ are called associated primes of $I$. If $R$ is a ring and $I$ is an ideal, note that the minimal primes of $I$ are precisely the minimal primes of $\operatorname{Ass}_{R}(R / I)$, that is, $\mathfrak{p}$ is minimal prime ideal of $R / I$ if and only if $I \subset \mathfrak{p}$ and there is no prime ideal $I \subset \mathfrak{q}$ which is properly contained in $\mathfrak{p}$. In particular the minimal primes of $R$ are precisely the minimal primes of $\operatorname{Ass}_{R}(R)$. Note that $\operatorname{Ass}_{R}(R / I)$ consists of prime ideals of the form $(I: x)$ for some $x \notin I$.

To avoid endlessly repeating the hypotheses, we shall assume throughout the rest of this chapter that $R$ is a Noetherian ring.

Definition 1.28. Let $M$ be an $R$-module. A submodule $N$ of $M$ is said to be a $\mathfrak{p}$ primary submodule if $\operatorname{Ass}_{R}(M / N)=\{\mathfrak{p}\}$ where $\mathfrak{p}$ is a prime. An ideal $\mathfrak{q}$ of a ring $R$ is called a $\mathfrak{p}$-primary ideal if $\operatorname{Ass}_{R}(R / \mathfrak{q})=\{\mathfrak{p}\}$ where $\mathfrak{p}$ is a prime.

Proposition 1.29. An ideal $\mathfrak{q} \neq R$ of a ring $R$ is a primary ideal if and only if $x y \in \mathfrak{q}$ and $x \notin \mathfrak{q}$ implies $y^{n} \in \mathfrak{q}$ for some $n \geq 1$.

Proof. Assume $\mathfrak{q}$ is a primary ideal. Let $x, y \in R$ such that $x y \in \mathfrak{q}$ and $x \notin \mathfrak{q}$. Hence $y$ is a zero divisor of $R / \mathfrak{q}$ because $y \bar{x}=\overline{0}$ and $\bar{x} \neq \overline{0}$. Since $\mathcal{Z}(R / \mathfrak{q})=\{\mathfrak{p}\}$ and $\operatorname{rad}(\mathfrak{q})=\mathfrak{p}$,
we get $y^{n} \in \mathfrak{q}$ for some positive integer $n$. Conversely, it is clear that such condition is equivalent to the only zero divisors of $R / \mathfrak{q}$ are nilpotent, that is, the set of zero divisors is equal to the nilradical. Since zero divisors are a union of associated primes, the nilradical is the intersection of all minimal primes, and every minimal prime is an associated prime, then such condition is equivalent to $\bigcup_{\mathfrak{p} \in \operatorname{Ass}(R / \mathfrak{q})} \mathfrak{p}=\bigcap_{\mathfrak{p} \in \min (R / \mathfrak{q})} \mathfrak{p}=\bigcap_{\mathfrak{p} \in \operatorname{Ass}(R / \mathfrak{q})} \mathfrak{p}$. Which occurs if and only if $\operatorname{Ass}(R / \mathfrak{q})$ has one element (since neither side is empty). Also, it follows that $\operatorname{rad}(\mathfrak{q})=\mathfrak{p}$ for the single associated prime $\mathfrak{p}=\operatorname{Ass}(R / \mathfrak{q})$.

Definition 1.30. Let $M$ be an $R$-module. A submodule $N$ of $M$ is said to be irreducible if $N$ cannot be written as an intersection of two submodules of $M$ that properly contain $N$.

I shall assume throughout the rest of this chapter that $M$ is a $R$-module finitely generated. In this section we will see that any proper submodule $N$ of $M$ has a irredundant primary decomposition.

DEFINITION 1.31. Let $M$ be an $R$-module and let $N \subsetneq M$ be a proper submodule. An irredundant primary decomposition of $N$ is an expression of $N$ as an intersection of submodules, say $N=N_{1} \cap \cdots \cap N_{r}$, such that:
(a) (Submodules are primary) $\operatorname{Ass}_{R}\left(M / N_{i}\right)=\left\{\mathfrak{p}_{i}\right\}$ for all $i$.
(b) (Irredundancy) $N \neq N_{1} \cap \cdots \cap N_{i-1} \cap N_{i+1} \cap \cdots \cap N_{r}$ for all $i$.
(c) (Minimality) $\mathfrak{p}_{i} \neq \mathfrak{p}_{j}$ if $N_{i} \neq N_{j}$.

Lemma 1.32. Let $M$ be an $R$-module. If $Q \neq M$ is an irreducible submodule of $M$, then $Q$ is a primary submodule.

Proof. Assume there are $\mathfrak{p}_{1}$ and $\mathfrak{p}_{2}$ distinct associated prime ideals of $M / Q$ and pick $r_{0} \in \mathfrak{p}_{1} \backslash \mathfrak{p}_{2}$ (or vice versa). There is $x_{i}$ in $M \backslash Q$ such that $\mathfrak{p}_{i}=\operatorname{ann}\left(\bar{x}_{i}\right)$, where $\bar{x}_{i}=x_{i}+Q$. We claim that

$$
\left(R x_{1}+Q\right) \cap\left(R x_{2}+Q\right)=Q .
$$

If $z$ is in the intersection, then $z=\lambda_{1} x_{1}+q_{1}=\lambda_{2} x_{2}+q_{2}$, for some $\lambda_{i} \in R$ and $q_{i} \in Q$. Note that $r_{0} z \in Q$, hence $r_{0} \lambda_{2} x_{2}$ is in $Q$ and consequently $r_{0} \lambda_{2} \in \mathfrak{p}_{2}$. Thus $\lambda_{2} \in \mathfrak{p}_{2}$ and we get $\lambda_{2} x_{2} \in Q$. This shows $z \in Q$ and completes the proof of the claim. As $Q$ is irreducible one has $Q=R x_{1}+Q$ or $Q=R x_{2}+Q$, which is a contradiction because $x_{i} \notin Q$ for $i=1$, 2 .

Lemma 1.33. If $M, N$ are $R$-modules, then $\operatorname{Ass}(M \oplus N)=\operatorname{Ass}(M) \cup \operatorname{Ass}(N)$.
LEMMA 1.34. If $N_{1}, N_{2}$ are $\mathfrak{p}$-primary submodules of $M$, then $N_{1} \cap N_{2}$ is a $\mathfrak{p}$-primary submodule.

Proof. Set $N=N_{1} \cap N_{2}$. There is an inclusion $M / N \hookrightarrow M / N_{1} \oplus M / N_{2}$. Hence using Lemma 1.33 we get

$$
\operatorname{Ass}(M / N) \subset \operatorname{Ass}\left(M / N_{1} \oplus M / N_{2}\right)=\operatorname{Ass}\left(M / N_{1}\right) \cup \operatorname{Ass}\left(M / N_{2}\right)=\{\mathfrak{p}\}
$$

Therefore $\operatorname{Ass}(M / N)=\{\mathfrak{p}\}$.
THEOREM 1.35. (Emmy Noether) Let $M$ be an R-module. Any proper submodule $N \subsetneq M$ has an irredundant primary decomposition.

Proof. First we claim that every submodule $N$ can be expressed as the intersection of finitely many irreducible submodules of $M$. Let $\mathcal{F}$ be the family of submodules of $M$ such that the claim is false. Then $\mathcal{F} \neq \varnothing$. By Theorem $1.1, \mathcal{F}$ has a maximal element that we denote by $N$. Since $N$ is not irreducible, we can write $N=N_{1} \cap N_{2}$, for some submodules $N_{1}, N_{2}$ strictly containing $N$. By the maximality of $N$ we get that $N_{1}$ and $N_{2}$ can be written as an intersection of irreducible submodules, and it follows that $N$ is too, a contradiction. Thus $\mathcal{F}=\varnothing$. Hence the result follows from Lemma 1.32 and Lemma 1.34.

Lemma 1.36. Let $M$ be an $R$-module, then

$$
\bigcap_{\mathfrak{p} \in \operatorname{Ass}(M)} \mathfrak{p}=\bigcap_{\mathfrak{p} \in \operatorname{Supp}(M)} \mathfrak{p}=\operatorname{rad}(\operatorname{ann}(M))
$$

Proof. Since the minimal associated primes are the same as the minimal supporting primes, the two intersections are equal.
Now, suppose that $a \notin \operatorname{rad}(\operatorname{ann}(M))$, then there is a prime ideal $\mathfrak{p}$ containing ann $(M)$ so that $a \notin \mathfrak{p}$. But ann $(M) \subset \mathfrak{p}$, implies that $M_{\mathfrak{p}} \neq 0$, so $\mathfrak{p} \in \operatorname{Supp}(M)$, thus $a \notin \bigcap_{\mathfrak{p} \in \operatorname{Supp}(M)} \mathfrak{p}$. Note that $\operatorname{ann}(M) \subset \operatorname{ann}(x)$ for all $x \in M$. In particular, $\operatorname{ann}(M)$ is contained in every associated prime $\mathfrak{p}$. But then $\operatorname{rad}(\operatorname{ann}(M))$ is also contained in each such $\mathfrak{p}$.

COROLLARY 1.37. If $R$ is a Noetherian ring and I a proper ideal of $R$, then I has an irredundant primary decomposition $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}$ such that $\mathfrak{q}_{i}$ is $a \mathfrak{p}_{i}$-primary ideal and $\operatorname{Ass}_{R}(R / I)=$ $\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\}$.

Proof. Let $(0)=I / I=\left(\mathfrak{q}_{1} / I\right) \cap \cdots \cap\left(\mathfrak{q}_{r} / I\right)$ be an irredundant decomposition of the zero ideal of $R / I$. Then $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}$ and $\mathfrak{q}_{i} / I$ is $\mathfrak{p}_{i}$-primary and $\operatorname{Ass}_{R}\left((R / I) /\left(\mathfrak{q}_{i} / I\right)\right)=$ $\operatorname{Ass}\left(R / \mathfrak{q}_{i}\right)=\left\{\mathfrak{p}_{i}\right\}$. Let us show that $\mathfrak{q}_{i}$ is a primary ideal. If $x y \in \mathfrak{q}_{i}$ and $x \notin \mathfrak{q}_{i}$, then $y$ is a zero-divisor of $R / \mathfrak{q}_{i}$, but $\mathcal{Z}\left(R / \mathfrak{q}_{i}\right)=\mathfrak{p}_{i}$, hence by above lemma $y \in \mathfrak{p}_{i}=$ $\operatorname{rad}\left(\operatorname{ann}\left(R / \mathfrak{q}_{i}\right)\right)=\operatorname{rad}\left(\mathfrak{q}_{i}\right)$ and $y^{n}$ is in $\mathfrak{q}_{i}$ for some $n>0$.

COROLLARY 1.38. If $N \subsetneq M$ and $N=N_{1} \cap \cdots \cap N_{r}$ is an irredundant primary decomposition of $N$ with $\operatorname{Ass}_{R}\left(M / N_{i}\right)=\left\{\mathfrak{p}_{i}\right\}$, then $\operatorname{Ass}_{R}(M / N)=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\}$, and ann $\left(M / N_{i}\right)$ is a $\mathfrak{p}_{i}$-primary ideal for all $i$.

Proof. There is a natural monomorphism

$$
M /\left(N_{1} \cap \cdots \cap N_{r}\right) \hookrightarrow\left(M / N_{1}\right) \oplus \cdots \oplus\left(M / N_{r}\right)
$$

Hence $\operatorname{Ass}(M / N) \subset\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\}$. There are natural monomorphisms

$$
\left(N_{2} \cap \cdots \cap N_{r}\right) / N \hookrightarrow M / N_{1} ; \quad\left(N_{2} \cap \cdots \cap N_{r}\right) / N \hookrightarrow M / N .
$$

Since $\operatorname{Ass}\left(M / N_{1}\right)=\left\{\mathfrak{p}_{1}\right\}$ we get $\mathfrak{p}_{1} \in \operatorname{Ass}\left(N_{2} \cap \cdots \cap N_{r} / N\right)$, thus $\mathfrak{p}_{1} \in \operatorname{Ass}(M / N)$. Similarly one can show that any other $\mathfrak{p}_{i}$ is an associated prime of $M / N$. This proves the asserted equality.

By Corollary 1.36 we have $\operatorname{rad}\left(\operatorname{ann}\left(M / N_{i}\right)\right)=\mathfrak{p}_{i}$. Thus it suffices to show that $I=$ $\operatorname{ann}\left(M / N_{i}\right)$ is a primary ideal. Assume that $x y \in I$ for some $x, y \in R$. If $x$ is not in $I$, then $x M$ is not contained in $N_{i}$. Pick $m \in M$ such that $x m \notin N_{i}$. Since $y(x m) \subset N_{i}$, we get that $y$ is a zero divisor of $M / N_{i}$, but the zero divisors of this module are precisely the elements of $\mathfrak{p}_{i}$ according to Lemma 1.25. Hence $y^{r} \in I$ for some $r$.

DEFINITION 1.39. Let $M$ be an $R$-module, let $N \subsetneq M$ be a proper submodule, and let $N=N_{1} \cap \cdots \cap N_{r}$ be a primary decomposition of $N$ with $\operatorname{Ass}_{R}\left(M / N_{i}\right)=\left\{\mathfrak{p}_{i}\right\}$ for all $i$. The set of associated primes of this primary decomposition is $\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\}$.

REMARK 1.40. By Lemma 1.34 any primary decomposition can be refined to one that is irredundant. A submodule $N$ of $M$ may have different primary decompositions but according to Corollary 1.38 the set of associated primes in any primary decomposition of $N$ is the same.

THEOREM 1.41. If $I$ is an ideal of $S$ and $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{m}$ is an irredundant primary decomposition with $\operatorname{rad}\left(\mathfrak{q}_{i}\right)=\mathfrak{p}_{i}$, then the set of zero-divisors $\mathcal{Z}(S / I)$ of $S / I$ is given by

$$
\mathcal{Z}(S / I)=\bigcup_{i=1}^{m} \mathfrak{p}_{i}
$$

and $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{m}$ are the associated primes of $I$.

Proof. It follows from Lemma 1.25 and Corollary 1.38.

Lemma 1.42 (Prime Avoidance). Let $I, \mathfrak{p}_{1}, \mathfrak{p}_{2}, \ldots, \mathfrak{p}_{n}$ be ideals of a ring $R$ (not necessarily Noetherian) and suppose that at most two of the $\mathfrak{p}_{i}$ are not prime, say $\mathfrak{p}_{1}, \mathfrak{p}_{2}$. If

$$
I \subset \bigcup_{i=1}^{n} \mathfrak{p}_{i}
$$

then there exists $i, 1 \leqslant i \leqslant n$, such that $I \subset \mathfrak{p}_{i}$.
PROOF. Throwing away superfluous $\mathfrak{p}$ 's, we may suppose that $I \subset \bigcup_{i=1}^{n} \mathfrak{p}_{i}$, but $I \nsubseteq$ $\bigcup_{j \neq i} \mathfrak{p}_{i}$. Reasoning by contradiction, assume $I \nsubseteq \mathfrak{p}_{i}$ for all $i$. We can choose $u_{t} \in I \backslash \bigcup_{i \neq t} \mathfrak{p}_{i}$. Since $I \subset \bigcup_{i=1}^{n} \mathfrak{p}_{i}, u_{t} \in \mathfrak{p}_{t}$. Also note that $u_{1}+u_{2}$ cannot be in $\mathfrak{p}_{1}$ neither $\mathfrak{p}_{2}$, therefore $n \neq 2$. Set

$$
\mathcal{T}=\left\{t: 2<t \leq n, \text { such that } u_{1}+u_{2} \notin \mathfrak{p}_{t}\right\}
$$

and define $w:=\prod_{t \in \mathcal{T}} u_{t}$. We claim that $u_{1}+u_{2}+w \notin \bigcup_{i=1}^{n} \mathfrak{p}_{i}$. If there is $j$ such that $u_{1}+u_{2}+w \in \mathfrak{p}_{j}$ for some $j$, then

Case (I): $u_{1}+u_{2} \notin \mathfrak{p}_{j}$. Then $j \in \mathcal{T}$, thus $w \in \mathfrak{p}_{j}$ since by definition $u_{j}$ appear in $w$, as $u_{1}+u_{2}+w \in \mathfrak{p}_{j}, u_{1}+u_{2} \in \mathfrak{p}_{j}$, a contradiction.

Case (II): $u_{1}+u_{2} \in \mathfrak{p}_{j}$. Then $j \notin \mathcal{T}$, thus $w \notin \mathfrak{p}_{j}$ since if $w=\prod_{t^{\prime} \neq j} u_{t^{\prime}} \in \mathfrak{p}_{j}$, then $u_{t^{\prime} \neq j} \in \mathfrak{p}_{j}$, absurd. As $u_{1}+u_{2}+w \in \mathfrak{p}_{j}$, then $w \in \mathfrak{p}_{j}$, a contradiction.
Therefore, $u_{1}+u_{2}+w \notin \bigcup_{i=1}^{n} \mathfrak{p}_{i}$, a contradiction since $u_{1}+u_{2}+w \in I$.
If $\mathcal{T}=\varnothing$, that is, if $u_{1}+u_{2} \in \mathfrak{p}_{i}$ for all $i>2$, then, $u_{1} u_{2}+u_{1}+u_{2} \in \mathfrak{p}_{k}$ for some $k>2$. But this implies $u_{1} \in \mathfrak{p}_{k}$ or $u_{2} \in \mathfrak{p}_{k}$, a contradiction.
In conclusion, $I \subset \mathfrak{p}_{1}$, absurd.
LEMMA 1.43. Let $R$ be a ring (not necessarily Noetherian). If $a \in \mathfrak{p}$ with $\mathfrak{p}$ a minimal prime, then $a$ is a zero divisor.

Proof. Since $\mathfrak{p}$ is a minimal prime, then $\mathfrak{p} R_{\mathfrak{p}}$ is the only prime ideal in $R_{\mathfrak{p}}$. As the nilradical of a ring is the intersection of the prime ideals then $a / 1 \in \mathfrak{p} R_{\mathfrak{p}}$ is nilpotent, that is, $(a / 1)^{n}=0$, for some $n \geq 0$. Therefore, there is $b \in R \backslash \mathfrak{p}$ such that $b a^{n}=0$. This implies that $a$ is zero divisor by induction on $n$.

LEMMA 1.44. Let $R$ be a reduced ring, that is, the nilradical is zero, then every zero divisor is contained in a minimal prime of $R$. Thus the set of zero divisors of $R$ is the union of the minimal prime ideals of $R$.

Proof. Note that the nilradical of $R$ is the intersection of the minimal prime ideals because every prime ideal contains a minimal prime. Thus the intersection of all minimal primes is 0 . If $a \in R$ is a zero divisor such that is not contained in any minimal prime, then
there is $b \neq 0$ in $R$ such that $a b=0$. But this implies that $b$ is contained in every minimal prime, a contradiction.

DEFINITION 1.45. Let $R$ be a ring and let $S$ be the set of nonzero divisors of $R$. The ring $S^{-1} R$ is called the total ring of fractions of $R$. If $R$ is a domain, $S^{-1} R$ is the field of fractions of $R$.

PROposition 1.46. Let $R$ be a ring and let $K$ be the total ring of fractions of $R$. If $R$ is reduced, that is, the nilradical is zero, then $K$ is a direct product of fields.

PROOF. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ be the minimal primes of $R$ and $S=R \backslash \bigcup_{i=1}^{r} \mathfrak{p}_{i}$. Since every element in $K$ is either a unit or a zero divisor, then any proper ideal $I$ of $K$ must be consist of zero divisors. Since the set of zero divisors of $K$ is the union of the minimal prime ideals $\mathfrak{p}_{i} K$ (because $K$ is reduced). By prime avoidance Lemma 1.42, I must be contained in some $\mathfrak{p}_{i} K$. Thus the ideals $\mathfrak{p}_{i} K$ are the maximal ideals of $K$, whose intersection is zero. By the Chinese remainder theorem [Vil15, p. 74] applied to $K$ we have

$$
K \simeq S^{-1} R / \mathfrak{p}_{1} S^{-1} R \times \cdots \times S^{-1} R / \mathfrak{p}_{r} S^{-1} R
$$

but $S^{-1} R / \mathfrak{p}_{i} S^{-1} R \simeq(\bar{S})^{-1}\left(R / \mathfrak{p}_{i}\right)$ where $\bar{S}$ is the multiplicative closed subset in $R / \mathfrak{p}_{i}$ induced by $S$ and $(\bar{S})^{-1}\left(R / \mathfrak{p}_{i}\right)$ is a field.

LEmmA 1.47. Let $M$ be an $R$-module and $L$ an ideal of $R$. If $L M=M$, then there is $x \in R$ such that $x \equiv 1(\bmod L)$ and $x M=(0)$.

Proof. Let $M=R \alpha_{1}+\cdots+R \alpha_{n}, \alpha_{i} \in M$. As $L M=M$, there are $b_{i j}$ in $L$ such that $\alpha_{i}=\sum_{j=1}^{n} b_{i j} \alpha_{i}$. Set $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $H=\left(b_{i j}\right)-\mathbb{I}$, where $\mathbb{I}$ is the identity matrix. Since $H \alpha^{t}=0$ and $H . a d j(H)=\operatorname{det}(H) \mathbb{I}$, one concludes $\operatorname{det}(H) \alpha_{i}=0$ for all $i$. Hence $x M=(0)$ and $x \equiv 1(\bmod L)$, where $x=\operatorname{det}(H)$.

Definition 1.48. The Jacobson radical of a ring $R$ is the intersection of all the maximal ideals of $R$.

Nakayama's Lemma is a series of results saying that finitely generated modules are not so very different to finite dimensional vector spaces.

THEOREM 1.49 (Nakayama's Lemma). Let $R$ be a ring, I be an ideal contained in the Jacobson radical of $R$ and $M$ an $R$-module.
(a) If $I M=M$, then $M=0$.
(b) If $N \subset M$ is a submodule such that $M=I M+N$, then $N=M$.
(c) If $m_{1}, \ldots, m_{n} \in M$ have images in $M / I M$ that generate it as an $R$-module, then the $m_{i}$ generate $M$ as an $R$-module.

If $M$ is a module over a local ring $(R, \mathfrak{m}, k), M / m M$ is a vectorial space on $k=R / m$. This is called reduction to linear algebra. A consequence of Nakayama's lemma is the notion of the minimum number of generators:
Let $\left\{\alpha_{1}, \ldots, \alpha_{q}\right\}$ be a minimal generating set for $M$ and $\bar{\alpha}_{i}=\alpha_{i}+\mathfrak{m} M$. Note that $\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{q}\right\}$ is a basis for $M / \mathfrak{m} M$ as a $k$-vector space. Otherwise some $\bar{\alpha}_{i}$ would be expressed as a linear combination of the $\bar{\alpha}_{j}$, with $j \neq i$. Thus, $\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{q}\right\} \backslash\left\{\bar{\alpha}_{i}\right\}$ is a set generating to $M / I M$. By Nakayama's lemma $\left\{\alpha_{1}, \ldots, \alpha_{q}\right\} \backslash\left\{\alpha_{i}\right\}$ generates $M$, contradicting the minimality of $\left\{\alpha_{1}, \ldots, \alpha_{q}\right\}$. Thus $q=\operatorname{dim}_{k}(M / m M)$.

DEFINITION 1.50. The minimum number of generators of a $R$-module $M$ with $(R, m, k)$ a local ring is $\mu_{R}(M):=\operatorname{dim}_{k}(M / m M)$. The embedding dimension of $R$, denoted $\operatorname{Emdim}(R)$, is the minimal number of generators for $m$.

COROLLARY 1.51. If $M$ is a module over a local ring $(R, \mathfrak{m}, k)$, then

$$
\mu_{R}(M)=\operatorname{dim}_{k}(M / \mathfrak{m} M), \text { where } k=R / \mathfrak{m}
$$

REMARK 1.52. The embedding dimension is the smallest dimension into which we can embed $R$ into a smooth space. But for singular varieties this is not the dimension we want. The above definition has no sense when $R$ is no a local ring: Let $R=\mathbb{Z}, M=\mathbb{Z}$, then the sets $B=\{2,3\}$ and $B^{\prime}=\{1\}$ generate to $\mathbb{Z}$ and no other generates it.

Modules of finite length. An $R$-module $M$ has finite length if there is a composition series

$$
\begin{equation*}
(0)=M_{0} \subset M_{1} \subset \cdots \subset M_{n}=M \tag{1.1.1}
\end{equation*}
$$

where $M_{i} / M_{i-1}$ is a non-zero simple module, that is, $M_{i} / M_{i-1}$ has no proper submodules other than (0) for all $i$. The number $n$ is independent of the composition series [Bla11, Proposition 4.2.16] and is called the length of $M$; it is usually denoted by $\ell_{R}(M)$ or simply $\ell(M)$.
The concept of length should be understood as the generalization of the dimension of $M$ as vector space: Assume that $R$ is a field $k$ and $M$ a vector space over $k$ of dimension $d$. Let $\left\{u_{1}, \ldots, u_{d}\right\}$ be a basis for $M$. Consider the subspaces $M_{0}=\langle 0\rangle, M_{1}=\left\langle u_{1}\right\rangle \ldots, M_{i}=$ $\left\langle u_{1}, \ldots, u_{i}\right\rangle$, for $1 \leq i \leq d$. Then:
(1) $M_{0} \subsetneq M_{1} \subsetneq \cdots \subsetneq M_{d}=M$.
(2) If $M_{i+1} / M_{i} \cong\left\langle u_{i+1}\right\rangle \cong k$, and $k$ is simple as $k$-module.

Therefore, $\ell_{k}(M)=d=\operatorname{dim}_{K}(M)$.

REMARK 1.53. $M$ is a simple $R$-module if and only if $M \cong R / m$, where $m \subset R$ is a maximal ideal: If $M$ is simple take $u \neq 0$ in $M$, then $M={ }_{R}\langle u\rangle$. Define the $R$-homomorphism $h: R \rightarrow M$ as $r \mapsto r u$. Clearly $h$ is surjective. Set $I=\operatorname{ker}(h)$, then $h$ induces an isomorphism $\bar{h}: R / I \rightarrow M$. By correspondence theorem, the submodules of $R / I$ are in correspondence with the ideals of $R$ that contains $I$, but $R / I$ is simple, thus there is not proper ideal that contains $I$, therefore $I$ is maximal. Conversely is clear.

PROPOSITION 1.54. [AM94, Proposition 6.9] If $0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0$ is an exact sequence of $R$-modules, then $\ell_{R}(M)<\infty$ if and only if $\ell_{R}\left(M^{\prime}\right)<\infty$ and $\ell_{R}\left(M^{\prime \prime}\right)<\infty$. In that case, we have

$$
\ell_{R}(M)=\ell_{R}\left(M^{\prime}\right)+\ell_{R}\left(M^{\prime \prime}\right)
$$

An $R$-module $M$ is called Artinian if $M$ satisfies the descending chain condition for submodules; that is, for every chain of submodules of $M$

$$
\cdots \subset N_{n+1} \subset N_{n} \subset \cdots \subset N_{2} \subset N_{1} \subset N_{0}=M
$$

there exists an integer $k$ such that $N_{i}=N_{k}$ for every $i \geq k$. It is easy to verify that $M$ is Artinian if and only if any family $\mathcal{F}$ of submodules of $M$ partially ordered by inclusion has a minimal element, that is, there is $N \in \mathcal{F}$ such that if $N_{i} \subset N$ and $N_{i} \in \mathcal{F}$, then $N=N_{i}$.
From Proposition 1.2 is clear that if $0 \rightarrow L \xrightarrow{\iota} M \xrightarrow{\rho} N \rightarrow 0$ is a short exact sequence of $R$-modules. Then $M$ is Artinian if and only if $L$ and $N$ are Artinian.

Proposition 1.55. Let $M$ be an $R$-module. Then $\ell_{R}(M)<\infty$ if and only if $M$ is Noetherian and Artinian.

PROOF. $\Rightarrow)$ We prove by induction on $n=\ell_{R}(M)$. If $n=0$, then $M=(0)$, so $M$ is trivially Noetherian and Artinian.
If $n>0$ : Case (I): $M$ is simple. Then we have that $M \cong R / m$, with $m \subset R$ maximal ideal (remark 1.53). Thus $M$ is a field that is clearly Noetherian and Artinian.

Case (II): $M$ is not simple. Then there is a submodule $N \neq(0)$ of $M$. By the exact sequence $0 \rightarrow N \rightarrow M \rightarrow M / N \rightarrow 0$ and using Proposition 1.54 we obtain $\ell_{R}(M)=$ $\ell_{R}(N)+\ell_{R}(M / N)$ with $\ell_{R}(N), \ell_{R}(M / N)<\ell_{R}(M)$. By induction hypothesis $N$ and $M / N$ are Noetherian and Artinian. Again by the exact sequence above $M$ is Noetherian and Artinian.
$\Leftarrow)$ We construct a finite composition series as follows. Set $M_{0}=M$. Consider the family $\mathcal{F}_{1}$ of proper submodules of $M$ and pick a maximal element $M_{1}$, which exists because $M$ is Noetherian. By induction consider the family $\mathcal{F}_{i}$ of proper submodules of $M_{i-1}$ and pick a maximal element $M_{i+1}$. Notice that this process must stop at the zero module because $M$ is Artinian.

Lemma 1.56. Let $M$ be a $k$-vector space. Then, $M$ Artinian if and only if $M$ is of finite dimension as a $k$-vector space.

Proof. Assume that $M$ is Artinian and $\operatorname{dim}_{k}(M)=\infty$. Let $\mathcal{B} \subset M$ be an infinite linearly independent set, say $\mathcal{B}=\left\{\alpha_{1}, \ldots, \alpha_{i}, \ldots,\right\}$. Then

$$
\cdots \subsetneq k\left(\mathcal{B} \backslash\left\{\alpha_{1}, \ldots, \alpha_{i}\right\}\right) \subsetneq \cdots \subsetneq k\left(\mathcal{B} \backslash\left\{\alpha_{1}, \alpha_{2}\right\}\right) \subsetneq k\left(\mathcal{B} \backslash\left\{\alpha_{1}\right\}\right) \subsetneq M,
$$

a contradiction. If $M$ has finite dimension as a $k$-vector space. Then $M$ is Artinian. Indeed, if $M_{1} \supset M_{2} \supset \cdots$ is a descending chain of submodules of $M$, then each $M_{i}$ is a subspace of the $k$-vector space $M$, necessarily of finite dimension, so this chain is stationary.

PROPOSITION 1.57. If $0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0$ is an exact sequence of modules over a ring $R$, then $\operatorname{dim}(M)=\max \left\{\operatorname{dim}\left(M^{\prime}\right), \operatorname{dim}\left(M^{\prime \prime}\right)\right\}$.

Proof. Set $d=\operatorname{dim}(M), d^{\prime}=\operatorname{dim}\left(M^{\prime}\right)$ and $d^{\prime \prime}=\operatorname{dim}\left(M^{\prime \prime}\right)$. First note that $d=$ $\operatorname{dim}(R / \mathfrak{p})$ for some prime $\mathfrak{p}$ containing ann $(M)$, by Proposition 1.27 we obtain $M_{\mathfrak{p}} \neq$ (0). Therefore using Lemma 1.21 one has $M_{\mathfrak{p}}^{\prime} \neq(0)$ or $M_{\mathfrak{p}}^{\prime \prime} \neq(0)$, thus either $\mathfrak{p}$ contains $\operatorname{ann}\left(M^{\prime}\right)$ or $\mathfrak{p}$ contains ann $\left(M^{\prime \prime}\right)$. This proves $d \leq \max \left\{d^{\prime}, d^{\prime \prime}\right\}$. On the other hand ann $(M)$ is contained in $\operatorname{ann}\left(M^{\prime}\right) \cap \operatorname{ann}\left(M^{\prime \prime}\right)$ and consequently $\max \left\{d^{\prime}, d^{\prime \prime}\right\} \leq d$.

Proposition 1.58. If $M$ is an $R$-module, then $M$ has finite length if and only if every prime ideal in $\operatorname{Supp}(M)$ is a maximal ideal.

PROOF. $\Rightarrow$ ) Let $\left\{M_{i}\right\}_{i=0}^{n}$ be a composition series as in Eq. (1.1.1). By remark 1.53 we have isomorphisms $M_{i} / M_{i-1} \cong R / \mathfrak{p}_{\mathfrak{i}}$ where $\mathfrak{p}_{\mathfrak{i}}$ are maximal ideals for all $i$ and also

$$
\operatorname{Supp}(M)=\operatorname{Supp}\left(M_{0}\right) \cup \operatorname{Supp}\left(M_{1} / M_{0}\right) \cup \cdots \cup \operatorname{Supp}\left(M_{n} / M_{n-1}\right)
$$

Note that

$$
\begin{aligned}
\operatorname{Ass}\left(M_{i} / M_{i-1}\right) & =\operatorname{Ass}\left(R / \mathfrak{p}_{\mathfrak{i}}\right) \\
& =\left\{\mathfrak{p}_{\mathfrak{i}}\right\} \\
& \subset \operatorname{Supp}\left(M_{i} / M_{i-1}\right) \\
& =V\left(\operatorname{ann}\left(M_{i} / M_{i-1}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =V\left(\operatorname{ann}\left(R / \mathfrak{p}_{\mathfrak{i}}\right)\right) \\
& =V\left(\mathfrak{p}_{\mathfrak{i}}\right)
\end{aligned}
$$

As $\mathfrak{p}_{\mathfrak{i}}$ is maximal, $\operatorname{Supp}\left(M_{i} / M_{i-1}\right)=\left\{\mathfrak{p}_{\mathfrak{i}}\right\}$. Thus we obtain that $\operatorname{Supp}(M)$ is equal to $\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}\right\}$.
$\Leftarrow)$ There is a filtration ( 0 ) $=M_{0} \subset M_{1} \subset \cdots \subset M_{n}=M$ of submodules and prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$ of $R$ such that $M_{i} / M_{i-1} \simeq R / \mathfrak{p}_{i}$ for all $i$ (see Theorem 1.22). By the proof of Corollary 1.24 one has

$$
\operatorname{Ass}(M) \subset\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}\right\} \subset \operatorname{Supp}(M)
$$

Thus the filtration above is a composition series because $\mathfrak{p}_{i}$ is a maximal ideal for all $i$.
THEOREM 1.59. Let $R$ be a ring. Then $R$ is Artinian if and only if
(a) $R$ is Noetherian, and
(b) every prime ideal of $R$ is maximal.

Proof. $\Rightarrow)$ First we show that $\ell_{R}(R)<\infty$. Let

$$
\mathcal{F}=\left\{\mathfrak{m}_{1} \mathfrak{m}_{2} \cdots \mathfrak{m}_{s} \mid \mathfrak{m}_{i} \in \operatorname{Max}(R), \forall i\right\}
$$

we do not require $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{s}$ to be distinct. The family $\mathcal{F}$ has a minimal element that we denote by $I=\mathfrak{m}_{1} \cdots \mathfrak{m}_{r}$. We claim that $I=(0)$. Assume that $I \neq(0)$. Clearly $I^{2} \in \mathcal{F}$ and $I^{2} \subset I$, thus $I=I^{2}$. Consider the family

$$
\mathcal{G}=\{J \mid J \text { is an ideal; } J I \neq(0)\}
$$

This family is non-empty because $I \in \mathcal{G}$. Since $R$ is Artinian, there exists a minimal element $J$ of $\mathcal{G}$. Then

$$
(0) \neq J I=J I^{2}=(J I) I \Rightarrow J I \in \mathcal{G}
$$

Since $I J \subset J$, we get $J=I J$. Notice that $J$ is a principal ideal. Indeed since $I J \neq(0)$, there is $x \in J$ such that $x I \neq(0)$. Hence $(x) \in \mathcal{G}$, and consequently $J=(x)$. If $\mathfrak{m}$ is a maximal ideal of $R$, then $\mathfrak{m} I \in \mathcal{F}$ and $\mathfrak{m} I \subset I$. Hence $\mathfrak{m} I=I$ and $I \subset \mathfrak{m}$. Thus $I$ is contained in the Jacobson radical of $I$. From the equality $(x)=J=I J=I x$, we obtain that $x=\lambda x$ for some $\lambda \in I$. As $x(1-\lambda)=0$, with $1-\lambda$ a unit of $R$, we get $x=0$. A contradiction to $J \neq(0)$. This proves that $I=(0)$. Set $I_{k}=\mathfrak{m}_{1} \cdots \mathfrak{m}_{k}$ for $1 \leq k \leq r$ and consider the filtration

$$
(0)=I=I_{r} \subset I_{r-1} \subset I_{r-2} \subset \cdots \subset I_{1} \subset I_{0}=R
$$

Observe that $I_{i} / I_{i+1}$ is an $R / \mathfrak{m}_{i+1}$ vector space since it is an $R$-module and is annihilated by $\mathfrak{m}_{i+1}$. The vector space $I_{i} / I_{i+1}$ is Artinian because the subspaces of $I_{i} / I_{i+1}$ correspond
bijectively to the intermediate ideals of $I_{i+1} \subset I_{i}$. Therefore by Lemma 1.56 we get that $I_{i} / I_{i+1}$ has finite length as an $R / \mathfrak{m}_{i+1}$ vector space and consequently as an $R$-module. By a repeated application of Proposition 1.54 we have $\ell_{R}(R)=\sum_{i=0}^{r} \ell_{R}\left(I_{i} / I_{i+1}\right)$. Hence $\ell_{R}(R)<\infty$. Therefore $R$ is Noetherian by Proposition 1.55 and (a) holds. To prove (b) take a prime $\mathfrak{p}$ of $R$. Then $R / \mathfrak{p}$ is an Artinian domain. Let $x \neq 0$ in $R / \mathfrak{p}$. Then the chain $(x) \supset\left(x^{2}\right) \supset \cdots$ becomes stationary, say at $t$. Thus $\left(x^{t}\right)=\left(x^{t+1}\right)$, it follows that $x^{t}=x^{t+1} y$ for some $y \in R / \mathfrak{p}$. Therefore $x y=\overline{1}$. Thus $R / \mathfrak{p}$ is a field.
$\Leftarrow)$ Assume that $R$ is not Artinian, then $\ell_{R}(R)>\infty$. Let

$$
\mathcal{F}=\left\{I \subset R \mid I \text { is an ideal; } \ell_{R}(R / I)>\infty\right\}
$$

Clearly $\mathcal{F} \neq \varnothing$. As $R$ is Noetherian, $\mathcal{F}$ has a maximal, say $\mathfrak{m}$. I claim that $\mathfrak{m}$ is prime ideal. Let $a b \in \mathfrak{m}$ and suppose that $a, b \notin \mathfrak{m}$, then we have the following exact sequences of $R$-modules

$$
0 \rightarrow R /(\mathfrak{m}: a) \xrightarrow{a} R / \mathfrak{m} \rightarrow R /(\mathfrak{m}+(a)) \rightarrow 0
$$

Since $a, b \in \mathfrak{m}$, then $\mathfrak{m} \subsetneq(\mathfrak{m}: a)$ and $\mathfrak{m} \subsetneq \mathfrak{m}+(a)$; thus $\ell_{R}((\mathfrak{m}: a))<\infty$ and $\ell_{R}(\mathfrak{m}+(a))<$ $\infty$. Thus, by Proposition 1.54 we have $\ell_{R}(R / \mathfrak{m})<\infty$, a contradiction. Hence $R / \mathfrak{m}$ is a field since $\mathfrak{m}$ is maximal ideal. Therefore $\ell_{R}(R / \mathfrak{m})<\infty$, a contradiction. Thus $R$ is Artinian.

COROLLARY 1.60. An artinian ring $R$ has a finite number of prime ideals, thus maximals. In particular $\operatorname{dim}(R)=0$.

PROOF. If it had an infinite number of prime ideals we could find an infinite sequence $\mathfrak{m}_{1}, \mathfrak{m}_{2}, \ldots$ of different maximal ideals.
claim: $\mathfrak{m}_{1} \mathfrak{m}_{2} \cdots \mathfrak{m}_{n}$ is a proper submodule of $\mathfrak{m}_{1} \mathfrak{m}_{2} \cdots \mathfrak{m}_{n-1}$.
proof of the claim: Since the ideals $\mathfrak{m}_{i}$ are maximal we can for each $i=1,2, \ldots, n-1$ find an element $a_{i} \in \mathfrak{m}_{i} \backslash \mathfrak{m}_{n}$. Assume that $\mathfrak{m}_{1} \mathfrak{m}_{2} \cdots \mathfrak{m}_{n-1}=\mathfrak{m}_{1} \mathfrak{m}_{2} \cdots \mathfrak{m}_{n}$. Then $a_{1} a_{2} \cdots a_{n-1} \in \mathfrak{m}_{n}$, a contradiction.
Then it follows that we have an infinite chain $\mathfrak{m}_{1} \supset \mathfrak{m}_{1} m_{2} \supset \cdots$ of ideals in $R$. A contradiction. Therefore $R$ has only a finite number of maximal ideals.

COROLLARY 1.61. If $R$ is an Artinian ring, then $R$ is a finite product of local Artinian rings.
Proof. Let $\operatorname{Spec}(R)=\left\{\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{t}\right\}$. We know that (0) has an irredundant primary decomposition (0) $=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{t}$, where $\mathfrak{q}_{i}$ is a $\mathfrak{m}_{i}$-primary.
$\mathfrak{q}_{i}+\mathfrak{q}_{j}=R$ : if $\mathfrak{q}_{i}+\mathfrak{q}_{j} \subsetneq R$, then $\mathfrak{q}_{i}+\mathfrak{q}_{j} \subset \mathfrak{m}_{k}$ for some $k$. Then $\mathfrak{q}_{i} \subset \mathfrak{m}_{k}$, implying $\operatorname{rad}\left(\mathfrak{q}_{i}\right)=\mathfrak{m}_{i} \subset \mathfrak{m}_{k}$, therefore $i=k$. Thus $\mathfrak{q}_{j} \subset \mathfrak{m}_{i}$, then $\mathfrak{m}_{j} \subset \mathfrak{m}_{i}$, a contradiction.

By Chinese residue theorem

$$
R \simeq R /(0)=R / \bigcap_{i=1}^{t} \mathfrak{q}_{i} \cong R / \mathfrak{q}_{1} \times \cdots \times R / \mathfrak{q}_{t}
$$

Note that each $R / \mathfrak{q}_{i}$ is a local ring, since $\mathfrak{q}_{i} \subset \mathfrak{m}_{i}$ and $\mathfrak{q}_{i} \nsubseteq \mathfrak{m}_{j}$ with $i \neq j$, thus $\bar{m}_{i}$ is the unique maximal ideal of $R / \mathfrak{q}_{i}$.

Definition 1.62. Let $\mathfrak{p} \subset R$ be a prime ideal. The $n$-th symbolic power $\mathfrak{p}^{(n)}$ of $\mathfrak{p}$ is the contraction of $\mathfrak{p}^{n} R_{\mathfrak{p}}$ to $R$, equivalently

$$
\mathfrak{p}^{(n)}=\left\{r \in R: s r \in \mathfrak{p}^{n} \text { for some } s \in R \backslash \mathfrak{p}\right\}
$$

Note that $\mathfrak{p}^{(1)}=\mathfrak{p}$, and $\mathfrak{p}^{(n)}=\mathfrak{p}^{n}$ when $\mathfrak{p}$ is a maximal ideal, but in general $\mathfrak{p}^{n} \subsetneq \mathfrak{p}^{(n)}$ [Mat80, Chapter 2.8.H]. It is easy to see that $\mathfrak{p}^{(n)}$ is the smaller $\mathfrak{p}$-primary ideal containing $\mathfrak{p}^{n}$.

THEOREM 1.63. (Principal Ideal Theorem) If $(x) \subsetneq R$ is a principal ideal of a ring $R$ and $\mathfrak{p}$ is a minimal prime of $(x)$, then $\operatorname{ht}(\mathfrak{p}) \leq 1$. If $x$ is not a zero divisor of $R$, then $\operatorname{ht}(\mathfrak{p})=1$.

PROOF. After of localize at $\mathfrak{p}$ we have a local ring $\left(R_{\mathfrak{p}}, \mathfrak{p} R_{\mathfrak{p}}\right)$ with $\mathfrak{p} R_{\mathfrak{p}}$ a minimal prime of $(x / 1)$. Therefore we may assume that $R$ is local with maximal ideal $\mathfrak{p}$. For any $\mathfrak{q} \in$ $\operatorname{Spec}(R)$ with $\mathfrak{q} \subsetneq \mathfrak{p}$, we must show that $\operatorname{ht}(\mathfrak{q})=0$. Let $\mathfrak{q}^{(i)}$ be the $i$-th symbolic power of $\mathfrak{q}$. Since $R /(x)$ is Noetherian and $\operatorname{dim}(R /(x))=0$, by Theorem 1.59, $R /(x)$ is Artinian. Therefore the descending chain of ideals

$$
\left((x)+\mathfrak{q}^{(1)}\right) \supset\left((x)+\mathfrak{q}^{(2)}\right) \supset \cdots
$$

stabilizes, that is, there is $r \in \mathbb{N}_{+}$such that

$$
\begin{equation*}
(x)+\mathfrak{q}^{(r)}=(x)+\mathfrak{q}^{(r+1)} \tag{1.1.2}
\end{equation*}
$$

We claim that $\mathfrak{q}^{(r)}=\mathfrak{p q}{ }^{(r)}+\mathfrak{q}^{(r+1)}$. The inclusion " $\supset$ " is clear. To show the reverse inclusion take $f \in \mathfrak{q}^{(r)}$. Then, by Eq. (1.1.2), we can write $f=a x+g$, where $a \in R$ and $g \in \mathfrak{q}^{(r+1)}$. Thus $a x \in \mathfrak{q}^{(r)}$. If $a \notin \mathfrak{q}^{(r)}$, then $x \in \operatorname{rad}\left(\mathfrak{q}^{(r)}\right)=\mathfrak{q}$, a contradiction by the minimality of $\mathfrak{p}$. Hence $\mathfrak{q}^{(r)} \subset x \mathfrak{q}^{(r)}+\mathfrak{q}^{(r+1)} \subset \mathfrak{p q}{ }^{(r)}+\mathfrak{q}^{(r+1)}$. This proves the claim. By Nakayama's lemma we obtain $\mathfrak{q}^{(r)}=\mathfrak{q}^{(r+1)}$. Hence $\mathfrak{q}^{r} R_{\mathfrak{q}}=\mathfrak{q}^{r+1} R_{\mathfrak{q}}$. Again by Nakayama's lemma one has $\mathfrak{q}^{r} R_{\mathfrak{q}}=0$, which implies that $\operatorname{ht}(\mathfrak{q})=\operatorname{dim}\left(R_{\mathfrak{q}}\right)=0$. Thus $h t(\mathfrak{p}) \leqslant 1$. If $x$ is not a zero divisor of $R$, then $\operatorname{ht}(\mathfrak{p})=1$; because if $\operatorname{ht}(\mathfrak{p})=0, \mathfrak{p}$ is a minimal prime, thus $\mathfrak{p}$ consists of zero divisors (see Lemma 1.25 and Proposition 1.27), a contradiction.

Lemma 1.64. Let $R$ be a ring, and $x \in R$. Then for any chain of prime ideals $\mathfrak{p}_{0} \subsetneq \mathfrak{p}_{1} \subsetneq \cdots \subsetneq$ $\mathfrak{p}_{n}$ of $R$ such that $x \in \mathfrak{p}_{n}$ and $n \geq 1$, there exists a chain of prime ideals $\mathfrak{q}_{0} \subsetneq \mathfrak{q}_{1} \subsetneq \cdots \subsetneq \mathfrak{q}_{n}=\mathfrak{p}_{n}$ with $a \in \mathfrak{q}_{1}$.

Proof. Let us show this assertion by induction on $n$. It is trivial for $n=1$. Let us suppose that $n \geq 2$. We may assume that $x \notin \mathfrak{p}_{n-1}$ (otherwise we apply the induction hypothesis to the sequence $\left.\mathfrak{p}_{0} \subsetneq \mathfrak{p}_{1} \subsetneq \cdots \subsetneq \mathfrak{p}_{n-1}\right)$. Set $S=\left(R / \mathfrak{p}_{n-2}\right)_{\mathfrak{p}_{n}}, \mathfrak{q}=\overline{\mathfrak{p}_{n}} S$, and $\mathfrak{a}=\overline{\mathfrak{p}_{n-1}} S$. Then $S$ is a local ring with maximal ideal $\mathfrak{q}$, with $\bar{x} / 1 \in \mathfrak{q}$, and $\bar{x} / 1 \notin \mathfrak{a}$.


Note that $\mathfrak{q}$ is not minimal prime over ( $\bar{x} / 1$ ), otherwise, by Krull's principle ideal theorem we have $\operatorname{ht}(\mathfrak{q}) \leq 1$, but $h t(\mathfrak{q}) \geq 2$, since $(0) \subsetneq \mathfrak{a} \subsetneq \mathfrak{q}$ is a chain of prime ideals of $S$. Thus there exists a prime ideal $\mathfrak{b} \subsetneq \mathfrak{q}$ such that $(\bar{x} / 1) \subset \mathfrak{b}$. By correspondence theorems we get a prime ideal $\mathfrak{p}_{n-1}^{\prime} \subsetneq \mathfrak{p}_{n}$ such that $(x) \subset \mathfrak{p}_{n-1}^{\prime}$. Thus applying the induction hypothesis to $\mathfrak{p}_{0} \subsetneq \mathfrak{p}_{1} \subsetneq \cdots \subsetneq \mathfrak{p}_{n-2} \subsetneq \mathfrak{p}_{n-1}^{\prime}$ we shows the assertion.

Definition 1.65. Let $M$ be an $R$-module. A sequence $\theta_{1}, \ldots, \theta_{n}$ in $R$ is called a regular sequence of $M$ or an $M$-regular sequence if $\theta_{i} \notin \mathcal{Z}\left(M /\left(\theta_{1}, \ldots, \theta_{i-1}\right) M\right)$ and $\left(\theta_{1}, \ldots, \theta_{n}\right) M \neq$ $M$ and for all $i$.

Theorem 1.66. (Generalized Principal Ideal Theorem) Let $R$ be a ring. If $I \subsetneq R$ is an ideal generated by $x_{1}, \ldots, x_{m}$ and $\mathfrak{p}$ is a minimal prime of $I$, then $h t(\mathfrak{p}) \leq m$. If $x_{1}, \ldots, x_{m}$ is a regular sequence, then $\operatorname{ht}(\mathfrak{p})=m$.

Proof. We proceed by induction on $m$. If $m=1$, the result follows from Theorem 1.63. Assume that $m>1$. Let $\mathfrak{p}_{0} \subset \ldots \subset \mathfrak{p}_{s}=\mathfrak{p}$ be a chain of prime ideals. We want to show that $s \leq m$. Since $I \subset \mathfrak{p}$ and by Lemma 1.64 there are primes $\mathfrak{p}_{0}^{\prime} \subset \mathfrak{p}_{1}^{\prime} \subset \ldots \subset \mathfrak{p}_{s-1}^{\prime} \subset \mathfrak{p}$ with $x_{1} \in \mathfrak{p}_{1}^{\prime}$. Set $S=R /\left(x_{1}\right)$ and let $\mathfrak{q}_{i}$ be the image of $\mathfrak{p}_{i}^{\prime}$ in the quotient $S$ for $i=1, \ldots, s$.

Clearly $\bar{I}=\left(\bar{x}_{2}, \ldots, \bar{x}_{m}\right) \subset \mathfrak{q}_{s}=\mathfrak{q}$ and $\mathfrak{q}$ is a minimal prime of $\bar{I}$. By induction hypothesis we have that $\operatorname{ht}(\mathfrak{q}) \leq m-1$, thus $s-1 \leq m-1$, implying $s \leq m$.
To show the second part assume that $x_{1}, \ldots, x_{m}$ is a regular sequence and define $L_{1}=$ $\left(x_{1}, \ldots, x_{m-1}\right)$ and $L=\left(x_{1}, \ldots, x_{m}\right)$. Since $x_{m}$ is not zero divisor of $R / L_{1}, L / L_{1}$ is a principal ideal and $\mathfrak{p} / L_{1}$ is minimal over $L / L_{1}$ one has $\operatorname{ht}\left(\mathfrak{p} / L_{1}\right)=1$, thus there is a prime ideal $\mathfrak{p}_{0}$ minimal over $L_{1}$ such that $L_{1} \subset \mathfrak{p}_{0} \subset \mathfrak{p}$ and consequently $\operatorname{ht}(\mathfrak{p}) \geq m$. Since $\operatorname{ht}(\mathfrak{p}) \leq m$ one gets $\operatorname{ht}(\mathfrak{p})=m$.

Lemma 1.67. (Converse Principal Ideal Theorem) If $\mathfrak{p}$ is a prime ideal of height $g \geq 1$ of a ring $R$, then there are $x_{1}, \ldots, x_{g}$ in $\mathfrak{p}$ such that $\mathfrak{p}$ is a minimal prime of $\left(x_{1}, \ldots, x_{g}\right)$.

Proof. By Lemma 1.42 we can pick $x_{1}$ in $\mathfrak{p}$ and not in any of the minimal primes of the ring $R$. Then, by Theorem 1.66, we get $\operatorname{ht}\left(x_{1}\right)=1$. For $1<k<g$ assume we have chosen $x_{1}, \ldots, x_{k}$ in $\mathfrak{p}$ such that the height of $\left(x_{1}, \ldots, x_{k}\right)$ is $k$. By Lemma 1.42 , we can pick $x_{k+1}$ in $\mathfrak{p}$ and $x_{k+1}$ not in any of the minimal primes of $R /\left(x_{1}, \ldots, x_{k}\right)$, by Theorem 1.66, we get that the height of $\left(x_{1}, \ldots, x_{k+1}\right)$ is $k+1$.

THEOREM 1.68. Let $(R, \mathfrak{m})$ be a local ring. Then

$$
\operatorname{dim}(R)=\min \left\{d \mid \exists x_{1}, \ldots, x_{d} \in \mathfrak{m} \text { with } m^{s} \subset\left(x_{1}, \ldots, x_{d}\right) \text { for } s \gg 0\right\}
$$

Proof. Since $d=\operatorname{ht}(\mathfrak{m})=\operatorname{dim}(R)$, by Lemma 1.67 there are $x_{1}, \ldots, x_{d}$ in $\mathfrak{m}$ such that $\mathfrak{m}$ is minimal over $\left(x_{1}, \ldots, x_{d}\right)$. Thus $\operatorname{rad}\left(x_{1}, \ldots, x_{d}\right)=\mathfrak{m}$, and consequently $\mathfrak{m}^{s} \subset$ $\left(x_{1}, \ldots, x_{d}\right)$ for $s \gg 0$. Thus the inequality " $\geq$ " holds. On the other hand if $\mathfrak{m}^{s} \subset$ $\left(x_{1}, \ldots, x_{d}\right) \subset \mathfrak{m}$ for $s \gg 0$ then $\mathfrak{m}$ is minimal over $\left(x_{1}, \ldots, x_{d}\right)$, and by Theorem 1.66 one has $\operatorname{ht}(\mathfrak{m}) \leq d$. Thus the inequality " $\leq$ " also holds.

Corollary 1.69. If $(R, \mathfrak{m})$ is a local ring and $x \in \mathfrak{m}$, then

$$
\operatorname{dim}(R /(x)) \geq \operatorname{dim}(R)-1
$$

with equality of $x$ is not a zero divisor of $R$.
Proof. We set $d^{\prime}=\operatorname{dim}(R /(x))$ and $d=\operatorname{dim}(R)$. By Theorem 1.68, there are $\overline{x_{1}}, \ldots, \overline{x_{d^{\prime}}}$ in $R /(x)$ such that $\overline{\mathfrak{m}}^{s} \subset\left(\overline{x_{1}}, \ldots, \overline{x_{d^{\prime}}}\right)$ for $s \gg 0$. Hence $\mathfrak{m}^{s} \subset\left(x_{1}, \ldots, x_{d^{\prime}}, x\right)$ for $s \gg 0$, and again by Theorem 1.68 we get $d \leq d^{\prime}+1$. Assume that $x$ is not a zero divisor of $R$. Let

$$
\mathfrak{p}_{0} /(x) \subsetneq \cdots \subsetneq \mathfrak{p}_{d^{\prime}} /(x)
$$

be a saturated chain of prime ideals of $R /(x)$ of length $d^{\prime}$ with $x \in \mathfrak{p}_{i}$ and $\mathfrak{p}_{i} \in \operatorname{Spec}(R)$ for all $i$. Then $\mathfrak{p}_{0}$ is a minimal prime of $(x)$ and by Theorem 1.63 one has $\operatorname{ht}\left(\mathfrak{p}_{0}\right)=1$. Thus $d \geq d^{\prime}+1$.

EXAMPLE 1.70. If $R=K\left[x_{1}, x_{2}, x_{3}\right] / I$, where $I=\left(x_{1} f, x_{2} f, x_{3} f\right)$ and $f=x_{1} x_{2} x_{3}-1$. Then $\operatorname{dim}(R)=2$ and $\operatorname{dim}\left(R /\left(\overline{x_{1}}\right)\right)=0$. This example shows that in Corollary 1.69 it is essential to assume that the ring is local.

Polynomial rings. We want to give a formula to calculate $\operatorname{dim}(R[x])$ when $R$ is Noetherian.

Proposition 1.71. Let $R[x]$ be the polynomial ring in one variable. For each ideal $I \subset R$, let $I[x]$ be the set of all polynomials in $R[x]$ with coefficients in $I$, then
(a) $I[x]$ is the extension of $I$ to $R[x]$, that is, $I[x]=I R[x]$.
(b) If $\mathfrak{p}$ is a prime ideal in $R$, then $\mathfrak{p}[x]$ is a prime ideal in $R[x]$.
(c) If $\mathfrak{q}$ is a $\mathfrak{p}$-primary ideal in $R$, then $\mathfrak{q}[x]$ is a $\mathfrak{p}[x]$-primary ideal in $R[x]$.
(d) If $I=\bigcap_{i=1}^{n} \mathfrak{q}_{i}$ is a minimal primary decomposition in $R$, then $I[x]=\bigcap_{i=1}^{n} \mathfrak{q}_{i}[x]$ is a minimal primary decomposition in $R[x]$.
(e) If $\mathfrak{p}$ is a minimal prime ideal of $I$, then $\mathfrak{p}[x]$ is a minimal prime ideal of $I[x]$.
(f) If $\mathfrak{p}$ is a prime ideal in $R$, then $\mathfrak{p}[x]+x R[x]$ is a prime ideal in $R[x]$ such that contains properly $\mathfrak{p}[x]$. In particular it follows that in general, if $P \in R[x]$ is a prime ideal, then $(P \cap R) R[x] \subset P$.

LEMMA 1.72. For a multiplicative system $S \subset R$ we get $\left(S^{-1} R\right)[X] \simeq S^{-1}(R[X])$.
Proof. Consider the following commutative diagrams

with $\eta_{1}\left(\sum a_{i} x^{i}\right)=\sum\left(a_{i} / 1\right) x^{i}, \eta_{2}(r / s)=r / s, f(x)=x / 1$, and where $\iota$ is the inclusion and $g$ is obtained by the universal property of the localisation. Clearly $f \circ g=\mathbb{1}_{S^{-1}(R[x])}$ and $g \circ f=\mathbb{1}_{\left(S^{-1} R\right)[x]}$.

COROLLARY 1.73. Let $R$ be a integral domain. Then

$$
(R \backslash\{0\})^{-1}(R[x]) \cong\left((R \backslash\{0\})^{-1} R\right) \cong K[x]
$$

where $K$ is the quotient field of $R$. In particular, there exists a correspondence between the prime ideals of $K[x]$ and the prime ideals $\mathfrak{p}$ of $R[x]$ such that $\mathfrak{p} \cap R=0$.

LEMMA 1.74. Let $R$ be a ring and consider $P_{1} \subsetneq P_{2} \subsetneq P_{3}$ primes ideals in $R[x]$, then $P_{1} \cap R \neq$ $P_{3} \cap R$.

PROOF. Let $\mathfrak{p}:=P_{1} \cap R$, then $\mathfrak{p}[x] \subset P_{1}$. Assume that $P_{3} \cap R=\mathfrak{p}$. As we have $\mathfrak{p}[x] \subset P_{1}$, then we obtain a chain $\bar{P}_{1} \subset \bar{P}_{2} \subset \bar{P}_{3}$ in the integral domain $R[x] / \mathfrak{p}[x] \simeq(R / \mathfrak{p})[x]$ where $\bar{P}_{1} \cap(R / \mathfrak{p})=\bar{P}_{3} \cap(R / \mathfrak{p})=\overline{0}$. So by above lemma we have a chain of prime ideals $Q_{1} \subset Q_{2} \subset Q_{3}$ in $K[x]$, where $K$ is the quotient field of $R / \mathfrak{p}$, obtaining that $\operatorname{dim}(K[x]) \geq 2$, a contradiction.

Lemma 1.75. Let $R$ be a ring. Let $P \in \operatorname{Spec}(R[x])$ and $\mathfrak{p}:=P \cap R$ in $\operatorname{Spec}(R)$. If $\mathfrak{p}[x] \subsetneq P$, then $\operatorname{ht}(P)=\operatorname{ht}(\mathfrak{p}[x])+1$.

Proof. By induction on $\operatorname{ht}(\mathfrak{p})$. If $\operatorname{ht}(\mathfrak{p})=0$, then $\operatorname{ht}(\mathfrak{p}[x])=0$ since if $Q \subsetneq \mathfrak{p}[x]$ with $Q \in \operatorname{Spec}(R[x])$. Then $Q \cap R \subset \mathfrak{p}[x] \cap R=\mathfrak{p}$, thus $Q \cap R=\mathfrak{p}$ because $\operatorname{ht}(\mathfrak{p})=0$. On the other hand the prime ideal $\mathfrak{p}[x]+x R[x]$ also contracts to $\mathfrak{p}$ contradicting the Lemma 1.74. Thus we need to show that $\operatorname{ht}(P)=1$. If $\operatorname{ht}(P)>1$, then there are prime ideals $P_{1} \subsetneq P_{2} \subsetneq$ $P$. Now $\mathfrak{p}_{1}:=P_{1} \cap R \subset P \cap R=\mathfrak{p}$, but $\operatorname{ht}(\mathfrak{p})=0$ yielding $\mathfrak{p}_{1}=\mathfrak{p}$, so all prime ideals in $P_{1} \subsetneq P_{2} \subsetneq P$ have the same contraction in $R$, contradicting the Lemma 1.74.
If $\operatorname{ht}(\mathfrak{p}) \neq 0$. It is clear that $\operatorname{ht}(P) \geq \operatorname{ht}(\mathfrak{p}[x])+1$. Let $P_{0} \subset P_{1} \subset \ldots P_{s-1} \subset P_{s}=P$ be a chain of prime ideals of $R[x]$. Let $\mathfrak{p}_{s-1}:=P_{s-1} \cap R$. Then, $\mathfrak{p}_{s-1} \subset \mathfrak{p}$.
If $\mathfrak{p}_{s-1}=\mathfrak{p}$, then $P_{s-1}=\mathfrak{p}[x]$, otherwise we would obtain $\mathfrak{p}[x] \subsetneq P_{s-1} \subsetneq P$ and by Lemma $1.74 \mathfrak{p} \subsetneq \mathfrak{p}$, a contradiction. Thus $s \leq \operatorname{ht}(\mathfrak{p}[x])+1$.
If $\mathfrak{p}_{s-1} \neq \mathfrak{p}$, then by the induction hypothesis, $\operatorname{ht}\left(P_{s-1}\right) \leq \operatorname{ht}\left(\mathfrak{p}_{s-1}[x]\right)+1$. Also ht $\left(\mathfrak{p}_{s-1}[x]\right)+$ $1 \leq \operatorname{ht}(\mathfrak{p}[x])$. Thus $s \leq \operatorname{ht}\left(P_{s-1}\right)+1 \leq \operatorname{ht}\left(\mathfrak{p}_{s-1}[x]\right)+2 \leq \operatorname{ht}(\mathfrak{p}[x])+1$. Therefore, $\operatorname{ht}(P)=\operatorname{ht}(\mathfrak{p}[x])+1$.

THEOREM 1.76. If $R$ is a Noetherian ring, then $\operatorname{dim}(R[x])=\operatorname{dim}(R)+1$.
Proof. Let $\mathfrak{p}_{0} \subset \cdots \subset \mathfrak{p}_{n}$ be a chain of prime ideals in $R$. Then we obtain a chain of prime ideals in $R[x], \mathfrak{p}_{0}[x] \subset \cdots \subset \mathfrak{p}_{n}[x]$ since for all $i, \mathfrak{p}_{i}[x] \neq \mathfrak{p}_{i+1}[x]$ as $\mathfrak{p}_{i}[x] \cap R=\mathfrak{p}_{i}$. As $\mathfrak{p}_{n}[x]+x R[x]$ is a prime ideal in $R[x]$ (Proposition 1.71 (f)). Thus $\operatorname{dim}(R[x]) \geq \operatorname{dim}(R)+1$. Show that $\operatorname{dim}(R)+1 \geq \operatorname{dim}(R[x])$ : Let $\mathfrak{p}$ be a prime ideal of height $m$ in $R$. Then, there exist $a_{1}, \ldots, a_{m} \in \mathfrak{p}$ such that $\mathfrak{p}$ is minimal prime ideal belonging to $I=\left(a_{1}, \ldots, a_{m}\right)$

## Depth and regular sequences.

DEFINITION 1.77. Let $(R, \mathfrak{m})$ be a local ring and let $M$ be an $R$-module of dimension $d$. A system of parameters (s.o.p for short) s.o.p, of $M$ is a set of elements $\theta_{1}, \ldots, \theta_{d}$ in $\mathfrak{m}$ such that $\ell_{R}\left(M /\left(\theta_{1}, \ldots, \theta_{d}\right) M\right)<\infty$.

Proposition 1.78. Let $M$ be an $R$-module and let $I$ be an ideal of $R$ such that $I M \neq M$. If $\underline{\theta}=\theta_{1}, \ldots, \theta_{r}$ is an $M$-regular sequence in $I$, then $\underline{\theta}$ can be extended to a maximal $M$-regular sequence in $I$.

Proof. By induction assume there is an $M$-regular sequence $\theta_{1}, \ldots, \theta_{i}$ in $I$ for some $i \geq r$. Set $\bar{M}=M /\left(\theta_{1}, \ldots, \theta_{i}\right) M$. If $I \not \subset \mathcal{Z}(\bar{M})$, pick $\theta_{i+1}$ in $I$ which is regular on $\bar{M}$. Since

$$
\left(\theta_{1}\right) \subset\left(\theta_{1}, \theta_{2}\right) \subset \cdots \subset\left(\theta_{1}, \ldots, \theta_{i}\right) \subset\left(\theta_{1}, \ldots, \theta_{i+1}\right) \subset R
$$

is an increasing sequence of ideals in a Noetherian ring $R$, this inductive construction must stop at a maximal $M$-regular sequence in $I$.

Lemma 1.79. Let $M$ be a module over a local ring $(R, \mathfrak{m})$. If $\theta_{1}, \ldots, \theta_{r}$ is an $M$-regular sequence in $\mathfrak{m}$, then $r \leq \operatorname{dim}(M)$.

Proof. By induction on dimension of $M$. If $\operatorname{dim}(M)=0$, then $\mathfrak{m}$ is an associated prime of $M$ and every element of $\mathfrak{m}$ is a zero divisor of $M$. We claim $\operatorname{dim}\left(M / \theta_{1} M\right)<$ $\operatorname{dim}(M)$. If this equality does not hold, there is a saturated chain of prime ideals

$$
\operatorname{ann}(M) \subset \operatorname{ann}\left(M / \theta_{1} M\right) \subset \mathfrak{p}_{0} \subset \cdots \subset \mathfrak{p}_{d}
$$

where $d$ is the dimension of $M$ and $\mathfrak{p}_{0}$ is minimal over ann $(M)$. By Proposition 1.27 the ideal $\mathfrak{p}_{0}$ consists of zero divisors, but $\theta_{1} \in \operatorname{ann}\left(M / \theta_{1} M\right) \subset \mathfrak{p}_{0}$, a contradiction. This proves the claim. Since $\theta_{2}, \ldots, \theta_{r}$ is a regular sequence on $M / \theta_{1} M$ by induction one derives $r \leq$ $\operatorname{dim}(M)$.

Let $M \neq(0)$ be a module over a local ring $(R, \mathfrak{m})$. The depth of $M$, denoted by depth $(M)$, is the length of any maximal regular sequence on $M$ which is contained in m.

LEMMA 1.80. depth $(M) \leq \operatorname{dim}(M)$.
Proof. It follows from Lemma 1.79.
Definition 1.81. Let $(R, \mathfrak{m})$ be a local ring. An $R$-module $M$ is called Cohen-Macaulay (C-M for short) if depth $(M)=\operatorname{dim}(M)$, or if $M=(0)$.

LEMMA 1.82. (Depth lemma [Vas04, p. 305]) If $0 \rightarrow N \rightarrow M \rightarrow L \rightarrow 0$ is a short exact sequence of modules over a local ring $R$, then
(a) If depth $(M)<\operatorname{depth}(L)$, then $\operatorname{depth}(N)=\operatorname{depth}(M)$.
(b) If $\operatorname{depth}(M)=\operatorname{depth}(L)$, then $\operatorname{depth}(N) \geq \operatorname{depth}(M)$.
(c) If depth $(M)>\operatorname{depth}(L)$, then depth $(N)=\operatorname{depth}(L)+1$.

LEMMA 1.83. If $M$ is a module over a local ring $(R, \mathfrak{m})$ and $z \in \mathfrak{m}$ is a regular element of $M$, then $\operatorname{depth}(M / z M)=\operatorname{depth}(M)-1$.

Proof. As depth $M>\operatorname{depth} M / z M$ applying the depth lemma to the exact sequence

$$
0 \longrightarrow M \xrightarrow{z} M \longrightarrow M / z M \longrightarrow 0
$$

yields $\operatorname{depth}(M)=\operatorname{depth}(M / z M)+1$.
Proposition 1.84. [BH98, p. 58] If $M$ is a Cohen-Macaulay R-module, then $S^{-1} M$ is Cohen-Macaulay for every multiplicatively closed set $S$ of $R$.

Proposition 1.85. [BH98, p. 58] Let $M$ be an $R$-module and let $\underline{x}$ be an $M$-regular sequence. If $M$ is Cohen-Macaulay, then $M / \underline{x} M$ is Cohen-Macaulay (over $R$ or $R /(\underline{x})$ ). The converse holds if $R$ is local.

Proposition 1.86. [Mat80, Theorem 30] If $M \neq(0)$ is a Cohen-Macaulay $R$-module over a local ring $R$ and $\mathfrak{p} \in \operatorname{Ass}(M)$, then $\operatorname{dim}(R / \mathfrak{p})=\operatorname{depth}(M)$.

Definition 1.87. Let ( $R, \mathfrak{m}$ ) be a local ring of dimension $d$. A system of parameters (s.o.p) of $R$ is a set $\theta_{1}, \ldots, \theta_{d}$ generating an $\mathfrak{m}$-primary ideal.

COROLLARY 1.88. If $(R, \mathfrak{m}, k)$ is a local ring, then $\operatorname{dim}(R) \leq \operatorname{dim}_{k}\left(\mathfrak{m} / \mathfrak{m}^{2}\right)$ and $R$ has finite Krull dimension.

Proof. Let $x_{1}, \ldots, x_{q}$ be a set of elements in $\mathfrak{m}$ whose images in $\mathfrak{m} / \mathfrak{m}^{2}$ form a basis of this vector space. Then $\mathfrak{m}=\left(x_{1}, \ldots, x_{q}\right)+\mathfrak{m}^{2}$. Hence by Nakayama's lemma we get $\mathfrak{m}=\left(x_{1}, \ldots, x_{q}\right)$. Hence $\operatorname{dim} R \leq q$ by Theorem 1.68 .
Remark. If $R$ is a Noetherian ring, then $\operatorname{dim} R_{\mathfrak{p}}<\infty$ for all $\mathfrak{p} \in \operatorname{Spec}(R)$. There are examples of Noetherian rings of infinite Krull dimension [AM94].

Definition 1.89. A local ring ( $R, \mathfrak{m}, k$ ) is called regular if

$$
\operatorname{dim}(R)=\operatorname{dim}_{k}\left(\mathfrak{m} / \mathfrak{m}^{2}\right) .
$$

A ring $R$ is regular if $R_{\mathfrak{p}}$ is a regular local ring for every $\mathfrak{p} \in \operatorname{Spec}(R)$.
Cohen-Macaulay rings. A local ring $(R, \mathfrak{m})$ is called Cohen-Macaulay if $R$ is CohenMacaulay as an $R$-module. If $R$ is non local and $R_{\mathfrak{p}}$ is a $\mathrm{C}-\mathrm{M}$ local ring for all $\mathfrak{p} \in \operatorname{Spec}(R)$, then we say that $R$ is a Cohen-Macaulay ring. An ideal $I$ of $R$ is Cohen-Macaulay if $R / I$ is a Cohen-Macaulay $R$-module.

If $R$ is a Cohen-Macaulay ring and $S$ is a multiplicatively closed subset of $R$, then $S^{-1}(R)$ is a Cohen-Macaulay ring (see [BH98, Theorem 2.1.3]).

Proposition 1.90. [Vil15, Proposition 2.3.19] Let M be a module of dimension d over a local ring $(R, \mathfrak{m})$ and let $\underline{\theta}=\theta_{1}, \ldots, \theta_{d}$ be a system of parameters of $M$. Then $M$ is CohenMacaulay if and only if $\underline{\theta}$ is an $M$-regular sequence.

Lemma 1.91. Let $(R, \mathfrak{m})$ be a local ring and let $\left(f_{1}, \ldots, f_{r}\right)$ be an ideal of height equal to $r$. Then there are $f_{r+1}, \ldots, f_{d}$ in $\mathfrak{m}$ such that $f_{1}, \ldots, f_{d}$ is a system of parameters of $R$.

PRoof. Set $d=\operatorname{dim}(R)$ and $I=\left(f_{1}, \ldots, f_{r}\right)$. One may assume $r<d$, otherwise there is nothing to prove. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ be the minimal primes of $I$. Note that $h t\left(\mathfrak{p}_{i}\right)=r$ for all $i$ by Theorem 1.66. Hence if we pick $f_{r+1}$ in $\mathfrak{m} \backslash \cup_{i=1}^{s} \mathfrak{p}_{i}$, one has the equality $\operatorname{ht}\left(I, f_{r+1}\right)=r+1$, and the result follows by induction.

DEFINITION 1.92. Let $I$ be an ideal of a ring $R$. If $I$ is generated by a regular sequence we say that $I$ is a complete intersection (CI for short).

Definition 1.93. An ideal $I$ of a ring $R$ is called a set-theoretic complete intersection if there are $f_{1}, \ldots, f_{r}$ in $I$ such that $\operatorname{rad}(I)=\operatorname{rad}\left(f_{1}, \ldots, f_{r}\right)$, where $r=\mathrm{ht}(I)$.

Definition 1.94. An ideal $I$ of a ring $R$ is height unmixed or unmixed if satisfies $\operatorname{ht}(I)=$ $h t(\mathfrak{p})$ for all $\mathfrak{p}$ in $\operatorname{Ass}_{R}(R / I)$.

Proposition 1.95. Let $(R, \mathfrak{m})$ be a Cohen-Macaulay local ring and let $I$ be an ideal of $R$. If I is a complete intersection, then R/I is Cohen-Macaulay and I is unmixed.

Proof. Set $d=\operatorname{dim}(R)$ and $r=\operatorname{ht}(I)$. By Lemma $1.83 R / I$ is Cohen-Macaulay and $\operatorname{dim}(R / I)=d-r$. Let $\mathfrak{p}$ be an associated prime of $R / I$, then using Proposition 1.86 yields

$$
\operatorname{dim}(R)-\operatorname{ht}(\mathfrak{p}) \geq \operatorname{dim}(R / \mathfrak{p})=\operatorname{depth}(R / I)=d-r
$$

As a consequence $\operatorname{ht}(\mathfrak{p}) \leq r$ and thus $\operatorname{ht}(\mathfrak{p})=r$. Hence $I$ is unmixed.
THEOREM 1.96. (Unmixedness theorem [Mat80, Theorem 17.6]) A ring $R$ is CohenMacaulay if and only if every proper ideal $I$ of $R$ of height $r$ generated by $r$ elements is unmixed.

Let $A$ be a (Noetherian) ring one says that $A$ is a catenary ring if for every pair $\mathfrak{p} \subset \mathfrak{q}$ of prime ideals $\operatorname{ht}(\mathfrak{q} / \mathfrak{p})$ is equal to the length of any maximal chain of prime ideals between $\mathfrak{p}$ and $\mathfrak{q}$. If $A$ is a domain, then $A$ is catenary if and only if $\operatorname{ht}(\mathfrak{q} / \mathfrak{p})=\operatorname{ht}(\mathfrak{q})-\operatorname{ht}(\mathfrak{p})$ for every pair of prime ideals $\mathfrak{p} \subset \mathfrak{q}$.

THEOREM 1.97. [BH98, Theorem 2.1.12] If $R$ is a Cohen-Macaulay ring, then $R$ is catenary.
Gorenstein rings. Let $M \neq(0)$ be a module over a local ring $(R, \mathfrak{m})$ and let $k=R / \mathfrak{m}$ be the residue field of $R$. The socle of $M$ is defined as

$$
\operatorname{Soc}(M)=\left(0:{ }_{M} \mathfrak{m}\right)=\{z \in M \mid \mathfrak{m} z=(0)\}
$$

and the type of $M$ is defined as type $(M)=\operatorname{dim}_{k} \operatorname{Soc}(M / \underline{x} M)$,
where $\underline{x}$ is a maximal $M$-sequence in $\mathfrak{m}$. Observe that the type of $M$ is well-defined because by one has:

$$
\operatorname{Ext}_{R}^{r}(k, M) \simeq \operatorname{Hom}_{R}(k, M / \underline{x} M) \simeq \operatorname{Soc}(M / \underline{x} M)
$$

where $r=\operatorname{depth}(M)$, see [Vil15, Proposition 2.3.7]. The ring $R$ is said to be Gorenstein if $R$ is a Cohen-Macaulay ring of type 1. An ideal $I \subset R$ is called Gorenstein if $R / I$ is a Gorenstein ring. For a thorough study of Gorenstein rings see [Bas63, BH98].

### 1.2. Graded modules and Hilbert polynomials

Let $(H,+)$ be an abelian semigroup. An $H$-graded ring is a ring $R$ together with a decomposition

$$
R=\bigoplus_{a \in H} R_{a} \text { (as a } \mathbb{Z} \text {-module) }
$$

such that $R_{a} R_{b} \subset R_{a+b}$ for all $a, b \in H$. A graded ring is by definition a $\mathbb{Z}$-graded ring.
If $R$ is an $H$-graded ring and $M$ is an $R$-module with a decomposition

$$
M=\bigoplus_{a \in H} M_{a}
$$

such that $R_{a} M_{b} \subset M_{a+b}$ for all $a, b \in H$, we say that $M$ is an $H$-graded module. An element $0 \neq f \in M$ is said to be homogeneous of degree $a$ if $f \in M_{a}$, in this case we set $\operatorname{deg}(f)=a$. The non-zero elements in $R_{a}$ are also called forms of degree $a$. Any element $f \in M$ can be written uniquely as $f=\sum_{a \in H} f_{a}$ with only finitely many $f_{a} \neq 0$.

A map $\varphi: M \rightarrow N$ between $H$-graded modules is graded if $\varphi\left(M_{a}\right) \subset N_{a}$ for all $a \in H$. Let $M=\oplus_{a \in H} M_{a}$ be an $H$-graded module and $N$ a graded submodule; that is, $N$ is graded with the induced grading $N=\oplus_{a \in H} N \cap M_{a}$. Then $M / N$ is an $H$-graded $R$-module with $(M / N)_{a}=M_{a} / N \cap M_{a}$ for $a \in H, R_{0} \subset R$ is a subring and $M_{a}$ is an $R_{0}$-module for $a \in H$.

Proposition 1.98. [Mat89, p. 92] Let $M=\oplus_{a \in H} M_{a}$ be an $H$-graded module and $N \subset M$ a submodule. Then the following conditions are equivalent:
(a) $N$ is generated over $R$ by homogeneous elements.
(b) If $f=\sum_{a \in H} f_{a}$ is in $N, f_{a} \in M_{a}$ for all a, then each $f_{a}$ is in $N$.
(c) $N$ is a graded submodule of $M$.

Let $R=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring over a field $K$ and let $d_{1}, \ldots, d_{n}$ be a sequence in $\mathbb{N}_{+}$. For $a=\left(a_{i}\right)$ in $\mathbb{N}^{n}$ we set $x^{a}=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$ and $|a|=\sum_{i=1}^{n} a_{i} d_{i}$. The induced $\mathbb{N}$-grading on $R$ is given by:

$$
R=\bigoplus_{i=0}^{\infty} R_{i}, \text { where } R_{i}=\bigoplus_{|a|=i} K x^{a}
$$

Notice that $\operatorname{deg}\left(x_{i}\right)=d_{i}$ for all $i$. The induced grading extends to a $\mathbb{Z}$-grading by setting $R_{i}=0$ for $i<0$. The homogeneous elements of $R$ are called quasi-homogeneous polynomials. Let $I$ be a homogeneous ideal of $R$ generated by a set $f_{1}, \ldots, f_{r}$ of homogeneous polynomials. Setting $\operatorname{deg}\left(f_{i}\right)=\delta_{i}, I$ becomes a graded ideal with the grading

$$
I_{i}=I \cap R_{i}=f_{1} R_{i-\delta_{1}}+\cdots+f_{r} R_{i-\delta_{r}} .
$$

Hence $R / I$ is an $\mathbb{N}$-graded $R$-module graded by $(R / I)_{i}=R_{i} / I_{i}$.
DEFINITION 1.99. The standard grading or usual grading of a polynomial ring $K\left[x_{1}, \ldots, x_{n}\right]$ is the $\mathbb{N}$-grading induced by setting $\operatorname{deg}\left(x_{i}\right)=1$ for all $i$.
1.2.1. Graded primary decomposition. Let $R=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring over a field $K$ endowed with a positive grading induced by setting $\operatorname{deg}\left(x_{i}\right)=d_{i}$ for all $i$, where $d_{i}$ is a positive integer for $i=1, \ldots, n$.

Lemma 1.100. [BH98, Lemma 1.5.6] If $M$ is an $\mathbb{N}$-graded $R$-module and $\mathfrak{p}$ is in $\operatorname{Ass}(M)$, then $\mathfrak{p}$ is a graded ideal and there is $m \in M$ homogeneous such that $\mathfrak{p}=\operatorname{ann}(m)$.

Proposition 1.101. [Mat80, p. 63] Let $M$ be an $\mathbb{N}$-graded $R$-module and let $Q$ be a $\mathfrak{p}$ primary submodule of $M$. If $\mathfrak{p}$ is graded and $Q^{*}$ is the submodule of $M$ generated by the homogeneous elements in $Q$, then $Q^{*}$ is again a $\mathfrak{p}$-primary submodule.

THEOREM 1.102. Let $M$ be an $\mathbb{N}$-graded $R$-module and let $N$ be a proper graded submodule of $M$. Then $N$ has an irredundant primary decomposition $N=N_{1} \cap \cdots \cap N_{r}$ such that $N_{i}$ is a graded submodule for all $i$.

Proof. Use Lemma 1.100, Proposition 1.101, and Theorem 1.35.

Finding primary decompositions of graded ideals in polynomial rings over fields is a difficult task. For a treatment consult [Vas04, Chapter 3].

Notation If $R=\oplus_{i=0}^{\infty} R_{i}$ is an $\mathbb{N}$-graded ring, we set $R_{+}=\oplus_{i \geq 1} R_{i}$.
Lemma 1.103 (Graded Nakayama lemma). Let $R$ be an $\mathbb{N}$-graded ring and let $M$ be an $\mathbb{N}$-graded $R$-module. If $N$ is a graded submodule of $M$ and $I \subset R_{+}$is a graded ideal of $R$ such that $M=N+I M$, then $N=M$.

Proof. Since $M / N=I(M / N)$, one may assume $N=(0)$. If $x \in M$ is a homogeneous element of degree $r$, then a recursive use of the equality $M=I M$ yields that $x \in I^{r+1} M$ and $x$ must be zero.

LEMMA 1.104. Let $R=\oplus_{i=0}^{\infty} R_{i}$ be an $\mathbb{N}$-graded ring and let $M=\oplus_{i=0}^{\infty} M_{i}$ be an $\mathbb{N}$-graded $R$-module. If $M$ is Artinian, then there is $k \in \mathbb{N}$ such that $M_{i}=(0)$ for $i>k$.

Proof. Setting $N_{i}=\oplus_{j=i}^{\infty} M_{j}$, we get a descending chain

$$
M=N_{0} \supset N_{1} \supset \cdots \supset N_{i} \supset \cdots
$$

of $R$-modules. As $M$ is Artinian, there is $k \in \mathbb{N}$ such that $N_{i}=N_{k}$ for $i>k$. As $M$ is $\mathbb{N}$-graded, it follows that $M_{i}=(0)$ for $i>k$.

THEOREM 1.105. [Vas04, Proposition 3.1.6] Let $R=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring with the standard grading over a field $K$ and let $I$ be a graded ideal. If $R / I$ is Artinian and $I=$ $I_{1} \cap \cdots \cap I_{r}$ is an irredundant representation with $I_{i}$ irreducible for all $i$, then $r=\operatorname{dim}_{K}(I: \mathfrak{m}) / I$, where $\mathfrak{m}=\left(x_{1}, \ldots, x_{n}\right)$.

Proof. Since $\operatorname{Ass}\left(R / I_{i}\right)=\{\mathfrak{m}\}$ for $1 \leq i \leq r$, there is $e_{i} \notin I_{i}$ such that $\mathfrak{m}=\left(I_{i}: e_{i}\right)$. Notice that $\operatorname{dim}_{R / \mathfrak{m}}\left(I_{i}: \mathfrak{m}\right) / I_{i}=1$. Indeed if the dimension is greater than 1 , pick two linearly independent elements $\bar{x}$ and $\bar{y}$ in $\left(I_{i}: \mathfrak{m}\right) / I_{i}$. Then $I_{i}$ decomposes as

$$
I_{i}=\left(I_{i}+(x)\right) \cap\left(I_{i}+(y)\right),
$$

a contradiction because $I_{i}$ is irreducible. Hence the linear map

$$
\begin{equation*}
R / \mathfrak{m} \rightarrow\left(I_{i}: \mathfrak{m}\right) / I_{i}, \quad \bar{r} \mapsto \overline{r e_{i}} \tag{1.2.1}
\end{equation*}
$$

is an isomorphism. We set $J_{i}=I_{i}+\cap_{j \neq i} I_{j}$ for $1 \leq i \leq r$. Notice that $I_{i} \subsetneq J_{i}$ because the representation $I=\cap_{i=1}^{r} I_{i}$ is irredundant. Hence, using that $I_{i}$ is irreducible and that $I_{i} \subsetneq\left(e_{i}\right)+I_{i}$, we get $I_{i} \subsetneq\left(\left(e_{i}\right)+I_{i}\right) \cap J_{i}$. Therefore

$$
(\overline{0}) \neq\left(\left(\left(e_{i}\right)+I_{i}\right) / I_{i}\right) \cap\left(J_{i} / I_{i}\right) \subset\left(\left(e_{i}\right)+I_{i}\right) / I_{i} .
$$

Since $\operatorname{dim}_{R / \mathfrak{m}}\left(\left(e_{i}\right)+I_{i}\right) / I_{i}=1$, the inclusion above is an equality. Thus one has the inclu$\left.\operatorname{sion}\left(\left(e_{i}\right)+I_{i}\right) / I_{i}\right) \subset\left(J_{i} / I_{i}\right)$. Then we can write $e_{i}=z_{i}+y_{i}$ with $z_{i} \in \cap_{j \neq i} I_{j}$ and $y_{i} \in I_{i}$ for all $i$. There is an injection

$$
0 \rightarrow(I: \mathfrak{m}) / I \xrightarrow{\psi} \bigoplus_{i=1}^{r}\left(I_{i}: \mathfrak{m}\right) / I_{i}
$$

induced by the map $R / I \rightarrow \bigoplus_{i=1}^{r} R / I_{i}, \bar{a} \mapsto(\bar{a}, \ldots, \bar{a})$. Thus, by Eq. (1.2.1), $\operatorname{dim}_{K}(\operatorname{im}(\psi))$ is at most $r$. As $z_{i} \in(I: \mathfrak{m})$ and $z_{i}-e_{i} \in I_{i}$ for all $i$, it follows that $\operatorname{im}(\psi)$ contains $\oplus_{i=1}^{r}\left(\left(e_{i}\right)+I_{i}\right) / I_{i}$. As the latter $K$-vector space has dimension $r$, we get that $\operatorname{dim}_{K}(\operatorname{im}(\psi))$ is at least $r$. Therefore the map $\psi$ is an isomorphism of $K$-vector spaces and $\operatorname{dim}_{K}(I: \mathfrak{m}) / I$ is equal to $r$.

LEMMA 1.106. Let $R$ be a polynomial ring over a field $K$ and let $I \subset R$ be a graded ideal. Then I is a complete intersection if and only if I is generated by a homogeneous regular sequence with ht $(I)$ elements.

Proof. It follows from Propositions 1.90, 1.95, and Lemma 1.91.
1.2.2. The Hilbert-Serre and Hilbert Theorems. Let $R=\oplus_{i=0}^{\infty} R_{i}$ be an $\mathbb{N}$-graded ring. We recall that $R$ is a Noetherian ring if and only if $R_{0}$ is a Noetherian ring and $R=R_{0}\left[x_{1}, \ldots, x_{n}\right]$ for some $x_{1}, \ldots, x_{n}$ in $R$.

Definition 1.107. An $\mathbb{N}$-graded ring $R=\oplus_{i=0}^{\infty} R_{i}$ is called a homogeneous ring if $R=$ $R_{0}\left[x_{1}, \ldots, x_{n}\right]$, where $\operatorname{deg}\left(x_{i}\right)=1$ for all $i$.

Let $R=R_{0}\left[x_{1}, \ldots, x_{n}\right]$ be a homogeneous ring over an Artinian local ring $R_{0}$, where $\operatorname{deg}\left(x_{i}\right)=1$ for all $i$ and $R=\oplus_{i=0}^{\infty} R_{i}$. If

$$
M=M_{0} \oplus M_{1} \oplus \cdots \oplus M_{i} \oplus \cdots
$$

is a finitely generated $\mathbb{N}$-graded module over $R$, its Hilbert function and Hilbert series are defined by

$$
H(M, i)=\ell\left(M_{i}\right) \text { and } F(M, t)=\sum_{i=0}^{\infty} H(M, i) t^{i}
$$

respectively, where $\ell\left(M_{i}\right)$ denotes the length of $M_{i}$ as an $R_{0}$-module, if $R_{0}$ is a field $\ell\left(M_{i}\right)=\operatorname{dim}_{R_{0}}\left(M_{i}\right)$.

LEMMA 1.108. If $0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0$ is a degree preserving short exact sequence of $\mathbb{N}$-graded R-modules, then
(a) $H(M, i)=H\left(M^{\prime}, i\right)+H\left(M^{\prime \prime}, i\right)$ for all $i$, and
(b) $F(M, t)=F\left(M^{\prime}, t\right)+F\left(M^{\prime \prime}, t\right)$.

Proof. It follows Proposition 1.54.

If $j \in \mathbb{N}$, then $M(-j)$ is the regrading of $M$ obtained by a shift of the graduation of $M$; more precisely

$$
M(-j)=\bigoplus_{i=0}^{\infty} M(-j)_{i}
$$

where $M(-j)_{i}=M_{-j+i}$. Note that we are assuming $M_{i}=0$ for $i<0$. In this way $M(-j)$ becomes an $\mathbb{N}$-graded $R$-module.

Lemma 1.109. $F(M(-j), t)=t^{j} F(M, t)$.

Proof. Since $M(-j)_{i}=M_{i-j}$ one has:

$$
F(M(-j), t)=t^{j} \sum_{i=j}^{\infty} \ell\left(M_{i-j}\right) t^{i-j}=t^{j} F(M, t)
$$

where the first equality follows using that $M_{i-j}=0$ for $i=0, \ldots, j-1$.
Lemma 1.110. If $z \in R_{j}$, there is a degree preserving exact sequence

$$
0 \longrightarrow(M /(0: z))(-j) \xrightarrow{z} M \xrightarrow{\phi} M / z M \longrightarrow 0(\phi(m)=m+z M),
$$

where $(0: z)=\{m \in M \mid z m=0\}$ and the first map is multiplication by $z$.
Proof. As the map $\psi: M(-j) \rightarrow M$, given by $\psi(m)=z m$, is a degree zero homomorphism one has that $(0: z)(-j)$ is a graded submodule of $M(-j)$. The exactness of the sequence above follows because $\psi$ induces an exact sequence

$$
0 \longrightarrow(0: z)(-j) \xrightarrow{\imath} M(-j) \xrightarrow{\psi} M \xrightarrow{\phi} M / z M \longrightarrow 0,
$$

where $t$ is an inclusion.
THEOREM 1.111. (Hilbert-Serre Theorem) The Hilbert series $F(M, t)$ of $M$ is a rational function that can be written uniquely as

$$
F(M, t)=\frac{h(t)}{(1-t)^{d}}
$$

where $d=\operatorname{dim}(M)$ and $h(t)$ is a polynomial in $\mathbb{Z}[t]$ such that $h(1)>0$.
Proof. We proceed by induction on $d$, the dimension of $M$. Assume $d=0$. By Proposition 1.27 we have $\operatorname{Supp}(M)=V(\operatorname{ann}(M))$. Since $\operatorname{dim}(M)$ is equal to $\operatorname{dim}(R / \operatorname{ann}(M))$, we get that every prime ideal in $\operatorname{Supp}(M)$ is maximal. Thus, by Proposition 1.58, $M$ has finite length. In particular $M$ is Artinian. Thus, by Lemma 1.104, there is $k \in \mathbb{N}$ such that $M_{i}=(0)$ for $i>k$. Hence $F(M, t)=h(t)$ for some polynomial $h(t)$ with non-negative coefficientes and such that $h(1)>0$.

Assume that $d>0$. As $M$ is graded, by Theorem 1.22 and its proof, there is a filtration of submodules

$$
(0)=N_{0} \subset N_{1} \subset \cdots \subset N_{r}=M
$$

and graded prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ of $R$ such that $N_{i} / N_{i-1} \simeq\left(R / \mathfrak{p}_{i}\right)\left[-a_{i}\right]$ and $a_{i} \in \mathbb{N}$ for all $i$. If $\mathfrak{p}_{\mathfrak{i}}=R_{+}$, then $R / R_{+} \simeq R_{0}$ and $F\left(R / \mathfrak{p}_{i}\right)=f_{i}(t)$, where $f_{i}(t)$ is the constant polynomial $\ell\left(R_{0}\right)$. If $\mathfrak{p}_{i} \subsetneq R_{+}$, pick $x \in R_{1} \backslash \mathfrak{p}_{i}$. Using the exact sequence

$$
0 \rightarrow\left(R / \mathfrak{p}_{i}\right)[-1] \xrightarrow{x} R / \mathfrak{p}_{\mathfrak{i}} \rightarrow R /\left(\mathfrak{p}_{\mathfrak{i}}, x\right) \rightarrow 0
$$

together with Lemma 1.108, Corollary 1.69, and the induction hypothesis, we get that $F\left(R / \mathfrak{p}_{\mathfrak{i}}, t\right)=f_{i}(t) /(1-t)^{d_{i}}$, where $d_{i}=\operatorname{dim}\left(R / \mathfrak{p}_{i}\right), f_{i}(1)>0$ and $f_{i}(t) \in \mathbb{Z}[t]$. Then, by Lemma 1.108, we get

$$
F(M, t)=\sum_{i=1}^{r} F\left(\left(R / \mathfrak{p}_{i}\right)\left[-a_{i}\right], t\right)=\sum_{i=1}^{r} t^{a_{i}} F\left(R / \mathfrak{p}_{i}, t\right)=\sum_{i=1}^{r} \frac{t^{a_{i}} f_{i}(t)}{(1-t)^{d_{i}}} .
$$

Using that $\operatorname{dim}(M)=\max _{i}\left\{\operatorname{dim}\left(R / \mathfrak{p}_{i}\right)\right\}$ (see Proposition 1.57) it is not hard to see that $F(M, t)$ has the required form.

DEFINITION 1.112. The degree of $F(M, t)$ as a rational function is denoted by $a(M)$; it is called the $a$-invariant of $M$.

Below we see how the $a$-invariant measures the difference between the Hilbert polynomial and the Hilbert function.

Lemma 1.113. Let $f(t) \in \mathbb{Q}[t]$ be a polynomial of degree $d-1$ such that $f(n) \in \mathbb{Z}$ for $n \in \mathbb{Z}$, then there are unique integers $a_{0}, \ldots, a_{d-1}$ such that

$$
f(t)=\sum_{i=0}^{d-1} a_{i} f_{i}(t), \text { where } f_{i}(t)=\binom{t+i}{i}
$$

Proof. The polynomials $f_{i}(t), i \in \mathbb{N}$, are a basis for $\mathbb{Q}[t]$ as a $\mathbb{Q}$-vector space. Hence $f(t)=\sum_{i=0}^{d-1} a_{i} f_{i}(t)$, for some $a_{i} \in \mathbb{Q}$. Using the Pascal triangle we get

$$
f(t)-f(t-1)=\sum_{i=0}^{d-1} a_{i}\left[\binom{t+i}{i}-\binom{t+i-1}{i}\right]=\sum_{i=0}^{d-1} a_{i}\binom{t+i-1}{i-1}
$$

thus by induction on the degree it follows that $a_{i} \in \mathbb{Z}$ for all $i$.
For use below, by convention the zero polynomial has degree -1 .
Proposition 1.114. If $M$ is a graded $R$-module of dimension $d$. Then, there are integers $a_{-d}, \ldots, a_{-1}$ so that

$$
H(M, i)=\sum_{j=0}^{d-1} a_{-(d-j)}\binom{i+d-j-1}{d-j-1}, \forall i \geq a(M)+1
$$

where $a(M)$ is the degree of $F(M, t)$ as a rational function.
Proof. By the Hilbert-Serre Theorem there is a polynomial $h(t) \in \mathbb{Z}[t]$ such that

$$
F(M, t)=\frac{h(t)}{(1-t)^{d}}
$$

and $h(1)>0$. If $d=0$, then $a(M)$ is equal to $\operatorname{deg}(h)$ and $H(M, i)=0$ for $i \geq a(M)+1$. Thus one may assume $d>0$. Observe that by the division algorithm we can find $e(t) \in$ $\mathbb{Z}[t]$ so that the Laurent expansion of $F(M, t)-e(t)$, in negative powers of $(1-t)$, is equal to

$$
F(M, t)-e(t)=\sum_{j=0}^{d-1} \frac{a_{-(d-j)}}{(1-t)^{d-j}}, \text { where } a_{-(d-j)}=\frac{(-1)^{j} h^{(j)}(1)}{j!}
$$

where $h^{(j)}$ is the $j$ th derivative of $h$. Next we expand $(1-t)^{d-j}$ in powers of $t$ to obtain

$$
F(M, t)=e(t)+\sum_{i=0}^{\infty}\left[\sum_{j=0}^{d-1} a_{-(d-j)}\binom{i+d-j-1}{d-j-1}\right] t^{i}=e(t)+\sum_{i=0}^{\infty} \varphi(i) t^{i}
$$

observe that $\varphi(i)=H(M, i)$ for $i \geq \operatorname{deg} e(t)+1$, where the degree of the zero polynomial is set equal to -1 . To complete the proof note that $a_{-d}, \ldots, a_{-1}$ are integers by Lemma 1.113.

THEOREM 1.115. (Hilbert) Let $R=\oplus_{i=0}^{\infty} R_{i}$ be a homogeneous ring and let $M$ be a finitely generated $\mathbb{N}$-graded $R$-module with $d=\operatorname{dim}(M)$. If $R_{0}$ is an Artinian local ring, then there is a unique polynomial $\varphi_{M}(t) \in \mathbb{Q}[t]$ of degree $d-1$ such that $\varphi_{M}(i)=H(M, i)$ for $i \gg 0$.

Proof. It follows at once from Proposition 1.114.
Definition 1.116. The polynomial $\varphi_{M}(t)$ is called the Hilbert polynomial of $M$. If $\varphi_{M}(t)=a_{d-1} t^{d-1}+\cdots+a_{0}$, the multiplicity or degree of $M$, denoted by $e(M)$ or $\operatorname{deg}(M)$, is $(d-1)!a_{d-1}$ if $d \geq 1$ and $\ell_{R_{0}}(M)$ if $d=0$.

REMARK 1.117. The leading coefficient of the Hilbert polynomial $\varphi_{M}(t)$ of $M$ is equal to $h(1) /(d-1)$ !, where $h(t)$ is the polynomial $F(M, t)(1-t)^{d}$. If $d=0$, then $h(1)=\ell(M)$ and $\ell(M)=\operatorname{dim}_{K}(M)$ if $R$ is a polynomial ring over a field $K$.

DEFINITION 1.118. The index of regularity of $M$ is the least integer $\ell \geq 0$ such that $H(M, i)=\varphi_{M}(i)$ for $i \geq \ell$.

COROLLARY 1.119. Let $M$ be a graded $R$-module. If

$$
r_{0}=\min \left\{r \in \mathbb{N} \mid H(M, i)=\varphi_{M}(i), \forall i \geq r\right\}
$$

then $r_{0}=0$ if $a(M)<0$ and $r_{0}=a(M)+1$ otherwise.
Proposition 1.120. [Vil15, Propositions 3.1.33 and 5.1.11] Let $A=R_{1} / I_{1}, B=R_{2} / I_{2}$ be two standard graded algebras over a field $K$, where $R_{1}=K[\mathbf{x}], R_{2}=K[\mathbf{y}]$ are polynomial rings in disjoint sets of variables and $I_{i}$ is an ideal of $R_{i}$. If $R=K[\mathbf{x}, \mathbf{y}]$ and $I=I_{1}+I_{2}$, then

$$
\left(R_{1} / I_{1}\right) \otimes_{K}\left(R_{2} / I_{2}\right) \simeq R / I \text { and } F\left(A \otimes_{K} B, t\right)=F(A, t) F(B, t),
$$

where $F(A, t)$ and $F(B, t)$ are the Hilbert series of $A$ and $B$, respectively.

### 1.3. Multiplicities of modules over local rings

Let $(R, \mathfrak{m})$ be a Noetherian local ring and let $M$ be a finitely generated $R$-module. The associated graded module of $\mathfrak{m}$ is given by

$$
\operatorname{gr}_{\mathfrak{m}}(M):=\bigoplus_{i=0}^{\infty} \mathfrak{m}^{i} M / \mathfrak{m}^{i+1} M
$$

THEOREM 1.121. The function $\chi_{M}^{\mathfrak{m}}(i):=\ell\left(M / \mathfrak{m}^{i+1} M\right)$ is a polynomial function of degree $d=\operatorname{dim}\left(\operatorname{gr}_{\mathfrak{m}}(M)\right)$.

Proof. As $\operatorname{gr}_{\mathfrak{m}}(M)$ is a finitely generated $\operatorname{gr}_{\mathfrak{m}}(R)$-module and $A_{0}=R / \mathfrak{m}$ is Artinian, by Theorem 1.115 , there exists a polynomial $P(t) \in \mathbb{Q}[t]$ of degree $d-1$ such that

$$
P(i)=\ell_{A_{0}}\left(\mathfrak{m}^{i} M / \mathfrak{m}^{i+1} M\right), \text { for } i \geq n_{0}
$$

By Lemma 1.113 there are integers $a_{0}, \ldots, a_{d-1}$ such that

$$
P(i)=\sum_{j=0}^{d-1} a_{j}\binom{i+j}{j}, \text { for all } i \geq 0
$$

From the short exact sequences

$$
0 \longrightarrow \mathfrak{m}^{i} M / \mathfrak{m}^{i+1} M \longrightarrow M / \mathfrak{m}^{i+1} M \longrightarrow M / \mathfrak{m}^{i} M \longrightarrow 0,
$$

one derives $\ell\left(M / \mathfrak{m}^{i+1} M\right)-\ell\left(M / \mathfrak{m}^{i} M\right)=P(i)$ for $i \geq n_{0}$. Hence, using the identity

$$
\binom{d+m}{d}=\sum_{j=0}^{m}\binom{j+d-1}{d-1}, d, m \in \mathbb{N}
$$

we get

$$
\begin{aligned}
\chi_{M}^{\mathfrak{m}}(i):=\ell\left(M / \mathfrak{m}^{i+1} M\right) & =\ell\left(M / \mathfrak{m}^{n_{0}} M\right)+\sum_{j=n_{0}}^{i} P(j) \\
& =c_{0}+\sum_{j=0}^{d-1} a_{j}\binom{j+i+1}{j+1},
\end{aligned}
$$

for $i \geq n_{0}$.
Definition 1.122. The function $\chi_{M}^{\mathfrak{m}}(i)=\ell\left(M / \mathfrak{m}^{i+1} M\right)$ is called the Hilbert Samuel function of $M$. The integer $a_{d-1}$, is the multiplicity or degree of $M$ and is denoted by $e(M)$ or $e(\mathfrak{q}, M)$.

Note that $e(M) / d!$ is the leading coefficient of $\chi_{M}^{\mathfrak{m}}$. The following result in dimension theory relates the degree of the Hilbert Samuel function with the dimension of the module.

THEOREM 1.123. [Mat89, Theorem 13.4] $\chi_{M}^{\mathfrak{m}}$ is a polynomial function of degree equal to the dimension of $M$.

DEFINITION 1.124. Let $(R, \mathfrak{m})$ be a local ring of dimension $d$ and let $M$ be an $R$-module. We define

$$
e_{d}(M)= \begin{cases}e(M) & \text { if } \operatorname{dim}(M)=d \\ 0 & \text { if } \operatorname{dim}(M)<d\end{cases}
$$

In order to show how the "multiplicity" behaves under short exact sequences we need to recall a result of E. Artin and D. Rees.

THEOREM 1.125. (Artin-Rees lemma [Mat89, Theorem 8.5]) Let M be a module over a ring $R$. If $N$ is a submodule of $M$ and $I$ an ideal of $R$, then there is a positive integer $c$ such that

$$
I^{n} M \cap N=I^{n-c}\left(I^{c} M \cap N\right), \forall n>c
$$

PROPOSITION 1.126. Let $(R, \mathfrak{m})$ be a local ring of dimension $d$. If

$$
0 \longrightarrow N \longrightarrow M \longrightarrow N^{\prime} \longrightarrow 0
$$

is an exact sequence of $R$-modules, then $e_{d}(M)=e_{d}(N)+e_{d}\left(N^{\prime}\right)$.
Proof. By Proposition 1.57, $\operatorname{dim}(M)=\max \left\{\operatorname{dim}(N), \operatorname{dim}\left(N^{\prime}\right)\right\}$. Hence, one may assume $d=\operatorname{dim}(M)$. Tensoring with $R / \mathfrak{m}^{n+1}$ the exact sequence above yields an exact sequence

$$
0 \rightarrow\left(N \cap \mathfrak{m}^{n+1} M\right) / \mathfrak{m}^{n+1} N \rightarrow N / \mathfrak{m}^{n+1} N \rightarrow M / \mathfrak{m}^{n+1} M \rightarrow N^{\prime} / \mathfrak{m}^{n+1} N^{\prime} \rightarrow 0
$$

Taking lengths with respect to $R / \mathfrak{m}$ gives

$$
\begin{equation*}
\chi_{M}^{\mathfrak{m}}(n)=\chi_{N}^{\mathfrak{m}}(n)+\chi_{N^{\prime}}^{\mathfrak{m}}(n)-\ell\left(N \cap \mathfrak{m}^{n+1} M / \mathfrak{m}^{n+1} N\right) \tag{*}
\end{equation*}
$$

By Theorem 1.125, $N \cap \mathfrak{m}^{n+1} M \subset \mathfrak{m}^{n+1-c} N$, for some integer $c>0$. Hence

$$
\ell\left(N \cap \mathfrak{m}^{n+1} M / \mathfrak{m}^{n+1} N\right) \leq \ell\left(\mathfrak{m}^{n+1-c} N / \mathfrak{m}^{n+1} N\right)=\chi_{N}^{\mathfrak{m}}(n)-\chi_{N}^{\mathfrak{m}}(n-c),
$$

as $\chi_{N}^{\mathfrak{m}}(n)-\chi_{N}^{\mathfrak{m}}(n-c)$ is a polynomial function of degree at most $d-1$, the result follows by dividing Eq. $(*)$ by $n^{d}$ and taking limits when $n$ goes to infinity.

Next we show that the multiplicity is additive (cf. Proposition 4.2).

Proposition 1.127. Let $(R, \mathfrak{m})$ be a local ring of dimension $d$. If $M$ is a finitely generated $R$-module and $\mathcal{A}$ is the set of all prime ideals $\mathfrak{p}$ of $R$ with $\operatorname{dim}(R / \mathfrak{p})=d$, then

$$
e_{d}(M)=\sum_{\mathfrak{p} \in \mathcal{A}} \ell\left(M_{\mathfrak{p}}\right) e_{d}(R / \mathfrak{p})
$$

Proof. Set $\mathcal{B}=\mathcal{A} \cap \operatorname{Supp}(M)$. If $\mathcal{B}=\varnothing$, then $\operatorname{dim}(M)<d$ and $e_{d}(M)$ is equal to 0 , thus in this case the identity above holds. Hence we may assume $\mathcal{B} \neq \varnothing$, this yields the equality $\operatorname{dim}(M)=d$. By Theorem 1.22 there are prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$ of $R$ and a filtration of submodules:

$$
(0)=M_{0} \subset M_{1} \subset \cdots \subset M_{n}=M
$$

such that $M_{i} / M_{i-1} \simeq R / \mathfrak{p}_{i}$ for all $i$. Note $\mathcal{B}=\left\{\mathfrak{p}_{i} \mid \operatorname{dim}\left(R / \mathfrak{p}_{i}\right)=d\right\}$. To show this equality observe that

$$
\operatorname{Ass}(M) \subset\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}\right\} \subset \operatorname{Supp}(M)
$$

see Corollary 1.24 and its proof, and recall that the minimal elements of $\operatorname{Supp}(M)$ are in Ass $(M)$. Using Lemma 1.126 and the exact sequences

$$
0 \longrightarrow M_{i-1} \longrightarrow M_{i} \longrightarrow R / \mathfrak{p}_{i} \longrightarrow 0 \quad(i=1, \ldots, n)
$$

we get $e(M)=\sum e\left(R / \mathfrak{p}_{i}\right)$, where the sum is taken over all $\mathfrak{p}_{i}$, in the multiset $\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}\right\}$, such that $\operatorname{dim}\left(R / \mathfrak{p}_{i}\right)=d$. Let $\mathfrak{p} \in \mathcal{B}$, then

$$
\left(M_{i} / M_{i-1}\right)_{\mathfrak{p}} \simeq \begin{cases}(0) & \text { if } \mathfrak{p} \neq \mathfrak{p}_{i}  \tag{1.3.1}\\ R_{\mathfrak{p}} / \mathfrak{p} R_{\mathfrak{p}} & \text { if } \mathfrak{p}=\mathfrak{p}_{i}\end{cases}
$$

Since the second module is a field we get that the length of $M_{\mathfrak{p}}$ is equal to the number of times that $\mathfrak{p}$ occurs in the multiset $\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}\right\}$. Therefore

$$
e(M)=\sum_{\mathfrak{p}_{i} \in \mathcal{B}} \ell\left(M_{\mathfrak{p}_{i}}\right) e\left(R / \mathfrak{p}_{i}\right)
$$

as required. This proof was adapted from [BH98].

## CHAPTER 2

## Hilbert Functions and Vanishing Ideals in Affine and Projective Varieties

In this chapter we study monomial ideals, Gröbner bases and the footprint of an ideal, projective closures, vanishing ideals, and Hilbert functions. The role of Hilbert functions and vanishing ideals in affine and projective varieties is discussed here. The number of zeros that a homogeneous polynomial has in any given finite set of points in an affine or projective space is expressed in terms of vanishing ideals and the notion of degree.

### 2.1. Monomial ideals

We study primary and irreducible decompositions of monomial ideals.
Let $R=K[\mathbf{x}]=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring over a field $K$. To make notation simpler, we will use the following multi-index notation:

$$
x^{a}:=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}} \text { for } a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{N}^{n}
$$

Definition 2.1. An ideal $I$ of $R$ is called a monomial ideal if there is $\mathcal{A} \subset \mathbb{N}_{+}^{n}$ such that $I$ is generated by $\left\{x^{a} \mid a \in \mathcal{A}\right\}$. If $I$ is a monomial ideal the quotient ring $R / I$ is called a monomial ring.

Note that, by Dickson's lemma (see Lemma 2.21), a monomial ideal $I$ is always minimally generated by a unique finite set of monomials. This unique set of generators of $I$ is denoted by $G(I)$.

Lemma 2.2. Let I and J be two ideals generated by finite sets of monomials $F$ and $G$, then the intersection $I \cap J$ is generated by the set

$$
\{\operatorname{lcm}(f, g) \mid f \in F \text { and } g \in G\}
$$

Definition 2.3. A face ideal is an ideal $\mathfrak{p}$ of $R$ generated by a subset of the set of variables, that is, $\mathfrak{p}=\left(x_{i_{1}}, \ldots, x_{i_{k}}\right)$ for some variables $x_{i_{j}}$.

DEFINITION 2.4. A monomial $f$ in $R$ is called square-free if $f=x_{i_{1}} \ldots x_{i_{r}}$ for some $1 \leq$ $i_{1}<\cdots<i_{r} \leq n$. A square-free monomial is an ideal generated by square-free monomials.

Any square-free monomial ideal is a finite intersection of face ideals:

THEOREM 2.5. Let $I \subset R$ be a monomial ideal. The following hold.
(i) Every associated prime of I is a face ideal.
(ii) If I is square-free, then $I=\cap_{i=1}^{S} \mathfrak{p}_{i}$, where $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ are the associated primes of $I$. In particular $\mathfrak{p}_{i}$ is a minimal prime of I for all $i$.

Proof. (i): By induction on the number of variables that occur in $G(I)$. Set $\mathfrak{m}=$ $\left(x_{1}, \ldots, x_{n}\right)$. Let $\mathfrak{p}$ be an associated prime of $I$. If $\operatorname{rad}(I)=\mathfrak{m}$, then $\mathfrak{p}=\mathfrak{m}$. Hence we may assume $\operatorname{rad}(I) \neq \mathfrak{m}$. Pick a variable $x_{1}$ not in $\operatorname{rad}(I)$ and consider the ascending chain of ideals

$$
I_{0}=I \text { and } I_{i+1}=\left(I_{i}: x_{1}\right) \quad(i \geq 0)
$$

Since $R$ is Noetherian, one has $I_{k}=\left(I_{k}: x_{1}\right)$ for some $k$. There are two cases to consider. If $\mathfrak{p}$ is an associated prime of $\left(I_{i}, x_{1}\right)$ for some $i$, then by induction $\mathfrak{p}$ is a face ideal because one can write $\left(I_{i}, x_{1}\right)=\left(I_{i}^{\prime}, x_{1}\right)$, where $I_{i}^{\prime}$ is an ideal minimally generated by a finite set of monomials in the variables $x_{2}, \ldots, x_{n}$. Assume we are in the opposite case. By Lemma 1.110 for each $i$ there is an exact sequence

$$
0 \longrightarrow R /\left(I_{i}: x_{1}\right) \xrightarrow{x_{1}} R / I_{i} \longrightarrow R /\left(I_{i}, x_{1}\right) \longrightarrow 0,
$$

hence making a recursive application of Lemma 1.23 one obtains that $\mathfrak{p}$ is an associated prime of $I_{i}$ for all $i$. Since $x_{1}$ is regular on $R / I_{k}$ one concludes that $I_{k}$ is an ideal minimally generated by monomials in the variables $x_{2}, \ldots, x_{n}$, thus by induction $\mathfrak{p}$ is a face ideal.
(ii): We only have to check $\cap_{i=1}^{s} \mathfrak{p}_{i} \subset I$ because $I$ is contained in any of its associated primes. Take a monomial $f$ in $\cap_{i=1}^{s} \mathfrak{p}_{i}$ and write $f=x_{i_{1}}^{a_{1}} \cdots x_{i_{r}}^{a_{r}}$, where $i_{1}<\cdots<i_{r}$ and $a_{i}>0$ for all $i$. By Corollary 1.36, $f^{k} \in I$ for some $k \geq 1$. Then, using that $I$ is generated by square-free monomials, we obtain $x_{i_{1}} \cdots x_{i_{r}} \in I$. Hence $f \in I$. To finish the proof observe that, by part (i), $\cap_{i=1}^{s} \mathfrak{p}_{i}$ is a monomial ideal because the intersection of monomial ideals is again a monomial ideal (see Lemma 2.2).

DEFINITION 2.6. Let $x^{a}=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$ be a monomial in $R$. The support of $x^{a}$ is given by $\operatorname{supp}\left(x^{a}\right):=\left\{x_{i} \mid a_{i}>0\right\}$.

PROPOSITION 2.7. A monomial ideal $\mathfrak{q} \subset R$ is primary if and only if, after permutation of the variables, $\mathfrak{q}$ has the form:

$$
\mathfrak{q}=\left(x_{1}^{a_{1}}, \ldots, x_{r}^{a_{r}}, x^{b_{1}}, \ldots, x^{b_{s}}\right)
$$

where $a_{i} \geq 1$ and $\cup_{i=1}^{s} \operatorname{supp}\left(x^{b_{i}}\right) \subset\left\{x_{1}, \ldots, x_{r}\right\}$.
Proof. If $\operatorname{Ass}(R / \mathfrak{q})=\{\mathfrak{p}\}$, then by permuting the variables $x_{1}, \ldots, x_{n}$ and using Theorem 2.5 one may assume that $\mathfrak{p}$ is equal to $\left(x_{1}, \ldots, x_{r}\right)$. Since $\sqrt{(\mathfrak{q})}=\mathfrak{p}$, the ideal $\mathfrak{q}$ is
minimally generated by a set of the form:

$$
\left\{x_{1}^{a_{1}}, \ldots, x_{r}^{a_{r}}, x^{b_{1}}, \ldots, x^{b_{s}}\right\}
$$

Let $x_{j} \in \operatorname{supp}\left(x^{b_{i}}\right)$, then $x^{b_{i}}=x_{j} x^{c}$, where $x^{c}$ is a monomial not in $\mathfrak{q}$. Since $\mathfrak{q}$ is primary, a power of $x_{j}$ is in $\mathfrak{q}$. Thus $x_{j} \in\left(x_{1}, \ldots, x_{r}\right)$ and consequently $1 \leq j \leq r$, as required.

For the converse note that any associated prime $\mathfrak{p}$ of $R / \mathfrak{q}$ can be written as $\mathfrak{p}=(\mathfrak{q}: f)$, for some monomial $f$. It follows readily that $\left(x_{1}, \ldots, x_{r}\right)$ is the only associated prime of $\mathfrak{q}$.

COROLLARY 2.8. If $\mathfrak{p}$ is a face ideal, then $\mathfrak{p}^{n}$ is a primary ideal for all $n$.
PROPOSITION 2.9. If $I \subset R$ is a monomial ideal, then $I$ has an irredundant primary decomposition $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}$, where $\mathfrak{q}_{i}$ is a primary monomial ideal for all $i$ and $\sqrt{\left(\mathfrak{q}_{i}\right)} \neq \sqrt{\left(\mathfrak{q}_{j}\right)}$ if $i \neq j$.

Proof. Let $G(I)=\left\{f_{1}, \ldots, f_{q}\right\}$ be the set of monomials that minimally generate $I$. We proceed by induction on the number of variables that occur in the union of the supports of $f_{1}, \ldots, f_{q}$.

One may assume that one of the variables in $\cup_{i=1}^{q} \operatorname{supp}\left(f_{i}\right)$, say $x_{n}$, satisfy $x_{n}^{i} \notin I$ for all $i$, otherwise $I$ is a primary ideal and there is nothing to prove. Next we permute the $f_{i}$ in order to find integers $0 \leq a_{1} \leq \cdots \leq a_{q}$, with $a_{q} \geq 1$, such that $f_{i}$ is divisible by $x_{n}^{a_{i}}$ but by not higher power of $x_{n}$. If we apply this procedure to $\left(I, x_{n}^{a_{q}}\right)$, instead of $I$, note that one must choose a variable different from $x_{n}$.

Since $\left(I: x_{n}^{a_{q}}\right)$ is generated by monomials in less than $n$ variables and because of the equality

$$
I=\left(I, x_{n}^{a_{q}}\right) \cap\left(I: x_{n}^{a_{q}}\right)
$$

one may apply the argument above recursively to the two monomial ideals occurring in the intersection - and use induction-to obtain a decomposition of $I$ into primary monomial ideals $\mathfrak{q}_{1}^{\prime}, \ldots, \mathfrak{q}_{s}^{\prime}$ of $R$. Finally we remove redundant primary ideals from $\mathfrak{q}_{1}^{\prime}, \ldots, \mathfrak{q}_{s}^{\prime}$ and group those primary ideals with the same radical.

Even for monomial ideals a minimal irredundant primary decomposition is not unique. What is unique is the number of terms in such a decomposition and the primary components that correspond to minimal primes [AM94].

EXAMPLE 2.10. If $I=\left(x^{2}, x y\right) \subset K[x, y]$, then

$$
I=(x) \cap\left(x^{2}, x y, y^{2}\right)=(x) \cap\left(x^{2}, y\right)
$$

are two minimal irredundant primary decompositions of $I$.

The computation of a primary decomposition of a monomial ideal can be carried out by successive elimination of powers of variables, as described in the proof of Proposition 2.9.

EXAMPLE 2.11. If $R=K[x, y, z]$ and $I=\left(y z^{2}, x^{2} z, x^{3} y^{2}\right)$, then

$$
I=\left(z, y^{2}\right) \cap\left(x^{2}, y\right) \cap\left(z^{2}, x^{3}, x^{2} z\right)
$$

COROLLARY 2.12. If $I \subset R$ is a monomial ideal, then there is a primary decomposition $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{m}$, such that $\mathfrak{q}_{i}$ is generated by powers of variables for all $i$.

Proof. Let $\mathfrak{q}$ be a primary ideal. Then, by Proposition $2.7, \mathfrak{q}$ is minimally generated by a set of monomials $x_{1}^{a_{1}}, \ldots, x_{r}^{a_{r}}, f_{1}, \ldots, f_{s}$ such that

$$
\bigcup_{i=1}^{s} \operatorname{supp}\left(f_{i}\right) \subset\left\{x_{1}, \ldots, x_{r}\right\},
$$

where $a_{i}>0$ for all $i$. Note that if $f_{1}=x_{1}^{b_{1}} \cdots x_{r}^{b_{r}}$ and $b_{1}>0$, then $a_{1}>b_{1}$ and one has a decomposition:

$$
\mathfrak{q}=\left(x_{1}^{b_{1}}, x_{2}^{a_{2}}, \ldots, x_{r}^{a_{r}}, f_{2}, \ldots, f_{s}\right) \cap\left(x_{1}^{a_{1}}, x_{2}^{a_{2}}, \ldots, x_{r}^{a_{r}}, x_{2}^{b_{2}} \cdots x_{r}^{b_{r}}, f_{2}, \ldots, f_{s}\right),
$$

where in the first ideal of the intersection we have lower the degree of $x_{1}^{a_{1}}$ and have eliminated $f_{1}$, while in the second ideal we have eliminated the variable $x_{1}$ from $f_{1}$. Applying the same argument repeatedly it follows that one can write $\mathfrak{q}$ as an intersection of primary monomial ideals such that for each of those ideals the only minimal generators that contain $x_{1}$ are pure powers of $x_{1}$. Therefore, by induction, $\mathfrak{q}$ is the intersection of ideals generated by powers of variables. Hence the result follows from Proposition 2.9.

Proposition 2.13. Let $I$ be an ideal of $R=K\left[x_{1}, \ldots, x_{n}\right]$ generated by monomials in the variables $x_{1}, \ldots, x_{r}$ with $r<n$. If

$$
I=I_{1} \cap \cdots \cap I_{s}
$$

is an irredundant decomposition of I into monomial ideals, then none of the ideals $I_{i}$ can contain a monomial in $K\left[x_{r+1}, \ldots, x_{n}\right]$.

Proof. Set $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $X^{\prime}=X \backslash\left\{x_{1}, \ldots, x_{r}\right\}$. Assume some of the $I_{i}{ }^{\prime}$ s contain monomials in $K\left[X^{\prime}\right]$. One may split the $I_{i}$ 's into two sets so that $I_{1}, \ldots, I_{m}$ do not contain monomials in $K\left[X^{\prime}\right]$ (note $m$ could be zero), while $I_{m+1}, \ldots, I_{s}$ contain monomials in the set of variables $X^{\prime}$. For $i \geq m+1$ pick a monomial $g_{i}$ in $I_{i}$ whose support is contained in $X^{\prime}$. Since the decomposition of $I$ is irredundant there is a monomial $f \in \cap_{i=1}^{m} I_{i}$ and $f \notin \cap_{i=m+1}^{s} I_{i}$, where we set $f=1$ if $m=0$. To derive a contradiction consider $f_{1}=$ $f g_{m+1} \cdots g_{s}$. As $f_{1} \in I$, we get $f \in I$ which is absurd.

Corollary 2.14. Let $I \subset R=K\left[x_{1}, \ldots, x_{n}\right]$ be an ideal generated by monomials in the variables $x_{1}, \ldots, x_{r}$ with $r<n$. If

$$
I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{s}
$$

is an irredundant primary decomposition into monomial ideals, then $\mathfrak{q}_{i}$ is generated by monomials in $K\left[x_{1}, \ldots, x_{r}\right]$.

Proof. It follows from Propositions 2.7 and 2.13.
DEFINITION 2.15. An ideal $I$ of a ring $R$ is called irreducible if $I$ cannot be written as an intersection of two ideals of $R$ that properly contain $I$.

PROPOSITION 2.16. If $I \subset R=K\left[x_{1}, \ldots, x_{n}\right]$ is a monomial ideal, then $I$ is irreducible if and only if up to permutation of the variables

$$
I=\left(x_{1}^{a_{1}}, \ldots, x_{r}^{a_{r}}\right), \quad a_{i}>0 \forall i
$$

Proof. $\Rightarrow$ ) Since I must be primary (see Proposition 1.32) from the proof of Corollary 2.12 one derives that $I$ is generated by powers of variables.
$\Leftarrow)$ If $I$ is reducible, then $I=I_{1} \cap I_{2}$ for some ideals $I_{1}$ and $I_{2}$ that properly contain $I$. Pick $f \in I_{1} \backslash I$ (resp. $g \in I_{2} \backslash I$ ) with the smallest possible number of terms. We can write

$$
f=\lambda_{1} x^{\gamma_{1}}+\cdots+\lambda_{s} x^{\gamma_{s}} ; \quad 0 \neq \lambda_{i} \in K \text { for all } i .
$$

Let $1 \leq k \leq r$ be an integer and let $x_{k}^{b_{i}}$ be the maximum power of $x_{k}$ that divides $x^{\gamma_{i}}$, i.e., we can write $x^{\gamma_{i}}=x_{k}^{b_{i}} x^{\delta_{i}}$, where $x_{k}$ does not divide $x^{\delta_{i}}$. After permuting terms we may assume that $b_{1} \geq \cdots \geq b_{s}$. Note that $x_{k}^{a_{k}}$ does not divide $x^{\gamma_{i}}$ for all $i, k$, otherwise we can find a polynomial in $I_{1} \backslash I$, namely $f-\lambda_{i} x^{\gamma_{i}}$, with less than $s$ terms. Thus $b_{i}<a_{k}$ for all $i$. We claim that $b_{1}=\cdots=b_{s}$. We proceed by contradiction assuming that $b_{p}>b_{p+1}$ for some $p$. From the equality

$$
x_{k}^{a_{k}-b_{p}} f=x_{k}^{a_{k}-b_{p}}\left(\lambda_{1} x^{\gamma_{1}}+\cdots+\lambda_{p} x^{\gamma_{p}}\right)+x_{k}^{a_{k}-b_{p}}\left(\lambda_{p+1} x^{\gamma_{p+1}}+\cdots+\lambda_{s} x^{\gamma_{s}}\right)
$$

we obtain that the polynomial $x_{k}^{a_{k}-b_{p}}\left(\lambda_{p+1} x^{\gamma_{p+1}}+\cdots+\lambda_{s} x^{\gamma_{s}}\right)$ is in $I_{1} \backslash I$ and has fewer terms than $f$, a contradiction. This completes the proof of the claim. Therefore we can write $f=x_{1}^{c_{1}} \cdots x_{r}^{c_{r}} f_{1}$ and $g=x_{1}^{d_{1}} \cdots x_{r}^{d_{r}} g_{1}$, where $f_{1}$ and $f_{2}$ are in $R^{\prime}=K\left[x_{r+1}, \ldots, x_{n}\right]$. Setting $e_{i}=\max \left\{c_{i}, d_{i}\right\}$ we get that $h=x_{1}^{e_{1}} \cdots x_{r}^{e_{r}} f_{1} g_{1}$ is in $I_{1} \cap I_{2}$, i.e., $h \in I$, a contradiction because $e_{i}<a_{i}$ for all $i$ and $f_{1} g_{1} \in R^{\prime}$. Thus $I$ is irreducible.

THEOREM 2.17. If $I \subset R$ is a monomial ideal, then there is a unique irredundant decomposition $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}$ such that $\mathfrak{q}_{i}$ is an irreducible monomial ideal.

Proof. The existence follows from Corollary 2.12. For the uniqueness assume one has two irredundant decompositions:

$$
\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}=\mathfrak{q}_{1}^{\prime} \cap \cdots \cap \mathfrak{q}_{s}^{\prime}
$$

where $\mathfrak{q}_{i}$ and $\mathfrak{q}_{j}^{\prime}$ are irreducible for all $i, j$. Using the arguments given in the proof of Proposition 2.16 one concludes that for each $i$, there is $\sigma_{i}$ such that $\mathfrak{q}_{\sigma_{i}} \subset \mathfrak{q}_{i}^{\prime}$ and vice versa for each $j$ there is $\pi_{j}$ such that $\mathfrak{q}_{\pi_{j}}^{\prime} \subset \mathfrak{q}_{j}$. Therefore $r=s$ and $\mathfrak{q}_{i}=\mathfrak{q}_{\rho_{i}}^{\prime}$ for some permutation $\rho$.

COROLLARY 2.18. Let $R=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring with the standard grading over a field $K$ and let I be a graded ideal of $R$ of dimension 0 . Then the following hold.
(a) I is Gorenstein if and only if I is irreducible.
(b) If I is a monomial ideal, then I is Gorenstein if and only if it has the form $I=\left(x_{1}^{a_{1}}, \ldots, x_{n}^{a_{n}}\right)$.

Proof. (a) Recall that the socle of $R / I$ is $\operatorname{Soc}(R / I)=(I: \mathfrak{m}) / I$ and that $R / I$ is Gorenstein if and only if $\operatorname{dim}_{K}(I: \mathfrak{m}) / I=1$. Thus this part follows from Theorem 1.105.
(b) It follows from part (a) and Proposition 2.16.

### 2.2. Gröbner bases

In this part we review some basic facts and definitions on Gröbner bases, including the division algorithm and elimination theory.

Let $K$ be a field and let $S=K\left[t_{1}, \ldots, t_{s}\right]$ be a polynomial ring with the standard grading. A monomial of $S$ is an element of the form:

$$
t^{a}=t_{1}^{a_{1}} \cdots t_{s}^{a_{s}}, \quad a=\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{N}^{s}
$$

The set of monomials of $S$ is denoted by $\mathbb{M}_{s}=\left\{t^{a} \mid a \in \mathbb{N}^{s}\right\}$.

DEFINITION 2.19. A total order $\succ$ of $\mathbb{M}_{s}$ is called a monomial order if
(a) $t^{a} \succeq 1$ for all $t^{a} \in \mathbb{M}_{s}$, and
(b) for all $t^{a}, t^{b}, t^{c} \in \mathbb{M}_{s}, t^{a} \succ t^{b}$ implies $t^{a} t^{c} \succ t^{b} t^{c}$.

Two examples of monomial orders of $\mathbb{M}_{s}$ are the lexicographical order (lex order for short) defined as $t^{b} \succ t^{a}$ iff the first non-zero entry of $b-a$ is positive, and the reverse lexicographical order (revlex order for short) given by $t^{b} \succ t^{a}$ iff the last non-zero entry of $b-a$ is negative.

In what follows we assume that a monomial order $\prec$ for $\mathbb{M}_{s}$ has been fixed. Let $f$ be a non-zero polynomial in $S$. Then one can write

$$
f=\sum_{i=1}^{r} \lambda_{i} t^{\alpha_{i}}
$$

with $\lambda_{i} \in K^{*}=K \backslash\{0\}, t^{\alpha_{i}} \in \mathbb{M}_{s}$ and $t^{\alpha_{1}} \succ \cdots \succ t^{\alpha_{r}}$. The leading monomial $t^{\alpha_{1}}$ of $f$ is denoted by in ${ }_{\prec}(f)$ or $\operatorname{lm}_{\prec}(f)$, or simply by in $(f)$. The leading coefficient $\lambda_{1}$ of $f$ and the leading term $\lambda_{1} t^{\alpha_{1}}$ of $f$ are denoted by $\operatorname{lc}(f)$ and $\operatorname{lt}(f)$, respectively.

DEFINITION 2.20. Let $I$ be an ideal of $S$. The initial ideal of $I$, denoted by $\mathrm{in}_{\prec}(I)$ or simply by in $(I)$, is the monomial ideal given by

$$
\operatorname{in}_{\prec}(I)=\left(\left\{\operatorname{in}_{\prec}(f) \mid f \in I\right\}\right) .
$$

LEMMA 2.21 (Dickson). If $\left\{t^{\alpha_{i}}\right\}_{i=1}^{\infty}$ is a sequence in $\mathbb{M}_{s}$, then there is an integer $k$ so that $t^{\alpha_{i}}$ is a multiple of some monomial in the set $\left\{t^{\alpha_{1}}, \ldots, t^{\alpha_{k}}\right\}$ for every $i>k$.

Proof. Let $I \subset K\left[t_{1}, \ldots, t_{s}\right]$ be the ideal generated by $\left\{t^{\alpha_{i}}\right\}_{i=1}^{\infty}$. By the Hilbert's basis theorem $I$ is finitely generated (see Theorem 1.6). It is seen that $I$ can be generated by a finite set of monomials $t^{\alpha_{1}}, \ldots, t^{\alpha_{k}}$. Hence for each $i>k$, there is $1 \leq j \leq k$ such that $t^{\alpha_{i}}$ is a multiple of $t^{\alpha_{j}}$.

Definition 2.22. Let $\mathcal{F}=\left\{f_{1}, \ldots, f_{s}\right\} \subset S \backslash\{0\}$ be a set of polynomials in $S$. One says that $f$ reduces to $g$ modulo $\mathcal{F}$, denoted $f \longrightarrow \mathcal{F}^{g}$, if

$$
g=f-\left(\lambda u / \operatorname{lc}\left(f_{i}\right)\right) f_{i}
$$

for some $f_{i} \in \mathcal{F}, u \in \mathbb{M}_{s}, \lambda \in K^{*}$ such that $\lambda \cdot u \cdot \operatorname{in}_{\prec}\left(f_{i}\right)$ occurs in $f$ with coefficient $\lambda$.
PROPOSITION 2.23. The reduction relation " $\longrightarrow_{\mathcal{F}}$ " is Noetherian, that is, any sequence of reductions $g_{1} \longrightarrow_{\mathcal{F}} \cdots \longrightarrow_{\mathcal{F}} g_{i} \longrightarrow_{\mathcal{F}} \cdots$ is stationary.

Proof. Notice that at the $i$ th step of the reduction some term of $g_{i}$ is replaced by terms of lower degree. Therefore if the sequence above is not stationary, then there is a never ending decreasing sequence of terms in $\mathbb{M}_{s}$, but this is impossible according to Dickson's lemma.

THEOREM 2.24. (Division algorithm [ErH11, Theorem 2.11]) If $f, f_{1}, \ldots, f_{r}$ are polynomials in $S$, then $f$ can be written as

$$
f=a_{1} f_{1}+\cdots+a_{r} f_{r}+g
$$

where $a_{i}, g \in S$ and either $g=0$ or $g \neq 0$ and no term of $g$ is divisible by one of in $_{\prec}\left(f_{1}\right), \ldots, \operatorname{in}_{\prec}\left(f_{r}\right)$. Furthermore if $a_{i} f_{i} \neq 0$, then $\operatorname{in}_{\prec}(f) \geq \operatorname{in}_{\prec}\left(a_{i} f_{i}\right)$.

DEFINITION 2.25. The polynomial $g$ in the division algorithm is called a remainder of $f$ with respect to $\mathcal{F}=\left\{f_{1}, \ldots, f_{r}\right\}$.

DEFINITION 2.26. Let $I \neq(0)$ be an ideal of $S$ and let $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$ be a subset of $I$. The set $\mathcal{G}$ is called a Gröbner basis of $I$ if

$$
\operatorname{in}_{\prec}(I)=\left(\operatorname{in}_{\prec}\left(g_{1}\right), \ldots, \operatorname{in}_{\prec}\left(g_{r}\right)\right) .
$$

Definition 2.27. A Gröbner basis $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$ of an ideal $I$ is called a reduced Gröbner basis for I if:
(i) $\operatorname{lc}\left(g_{i}\right)=1$ for all $i$, and
(ii) none of the terms occurring in $g_{i}$ belongs to in $_{\prec}\left(\mathcal{G} \backslash\left\{g_{i}\right\}\right)$ for all $i$.

THEOREM 2.28. [ErH11, Theorem 2.17] Each ideal I has a unique reduced Gröbner basis.
Definition 2.29. Let $f, g \in S$ and let $[f, g]=\operatorname{lcm}(f, g)$ be its least common multiple. The S-polynomial of $f$ and $g$ is given by

$$
\mathrm{S}(f, g)=\frac{[\operatorname{in}(f), \operatorname{in}(g)]}{\operatorname{lt}(f)} f-\frac{[\operatorname{in}(f), \operatorname{in}(g)]}{\operatorname{lt}(g)} g
$$

Given a set of generators of a polynomial ideal one can determine a Gröbner basis using the next fundamental procedure:

THEOREM 2.30. (Buchberger [Buc]) If $\mathcal{F}=\left\{f_{1}, \ldots, f_{r}\right\}$ is a set of generators of an ideal $I$ of $S$, then one can construct a Gröbner basis for $I$ using the following algorithm:

## Input: $\mathcal{F}$

Output: a Gröbner basis $\mathcal{G}$ for $I$
Initialization: $\mathcal{G}:=\mathcal{F}, \quad B:=\left\{\left\{f_{i}, f_{j}\right\} \mid f_{i} \neq f_{j} \in \mathcal{G}\right\}$
while $B \neq \varnothing$ do
pick any $\{f, g\} \in B$
$B:=B \backslash\{\{f, g\}\}$
$r:=$ remainder of $S(f, g)$ with respect to $\mathcal{G}$
if $r \neq 0$ then

$$
B:=B \cup\{\{r, h\} \mid h \in \mathcal{G}\}
$$

$\mathcal{G}:=\mathcal{G} \cup\{r\}$
Proposition 2.31. Let I be an ideal of $S$ and let $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$ be a Gröbner basis of I. If

$$
\mathcal{B}=\left\{\bar{u} \mid u \in \mathbb{M}_{n} \text { and } u \notin\left(\operatorname{in}\left(g_{1}\right), \ldots, \operatorname{in}\left(g_{r}\right)\right)\right\}
$$

then $\mathcal{B}$ is a basis for the K-vector space $S / I$.

Proof. First we show that $\mathcal{B}$ is a generating set for $S / I$. Take $\bar{f} \in S / I$. Since " $\longrightarrow \mathcal{G}^{\prime \prime}$ is Noetherian, we can write $f=\sum_{i=1}^{r} a_{i} g_{i}+\sum_{i=1}^{p} \lambda_{i} u_{i}$, where $\lambda_{i} \in K^{*}$ and such that every $u_{i}$ is a term which is not a multiple of any of the terms $\operatorname{in}\left(g_{j}\right)$. Accordingly $\bar{u}_{i}$ is in $\mathcal{B}$ for all $i$ and $\bar{f}$ is a linear combination of the $\bar{u}_{i}$ s.

To prove that $\mathcal{B}$ is linearly independent assume $h=\sum_{i=1}^{r} \lambda_{i} u_{i} \in I$, where $u_{i} \in \mathcal{B}$ and $\lambda_{i} \in K$. We must show $h=0$. If $h \neq 0$, then we can label the $u_{i}$ 's so that $u_{1} \succ \cdots \succ u_{s}$ and $\lambda_{1} \neq 0$. Hence $\operatorname{in}(h)=u_{1} \in \operatorname{in}(I)$, but this is a clear contradiction because $\operatorname{in}(I)=$ (in $\left.\left(g_{1}\right), \ldots, \operatorname{in}\left(g_{r}\right)\right)$. Therefore $h=0$, as required.

DEFINITION 2.32. An ideal $I \subset S$ is graded if $I$ is generated by homogeneous polynomials.

Proposition 2.33. Let $I \subset S$ be an ideal. The following conditions are equivalent:
(a) I is a graded ideal.
(b) If $f=\sum_{d=0}^{r} f_{d}$ is in $I, f_{d} \in S_{d}$ for $d=0, \ldots, r$, then each $f_{d}$ is in $I$.

Proof. It follows at once from Proposition 1.98.
COROLLARY 2.34 (Macaulay). If I is a graded ideal of $S$, then $S / I$ and $S / \mathrm{in}_{\prec}(I)$ have the same Hilbert function and the same degree and index of regularity.

Lemma 2.35. [ErH11, Proposition 2.15] Let $f, g$ be polynomials in $S$ and let $\mathcal{F}=\{f, g\}$. If $\operatorname{in}(f)$ and $\operatorname{in}(g)$ are relatively prime, then $\mathrm{S}(f, g) \longrightarrow_{\mathcal{F}} 0$.

THEOREM 2.36. [Buc] Let I be an ideal of $S$ and let $\mathcal{F}=\left\{f_{1}, \ldots, f_{s}\right\}$ be a set of generators of I, then $\mathcal{F}$ is a Gröbner basis for I if and only if

$$
\mathrm{S}\left(f_{i}, f_{j}\right) \longrightarrow_{\mathcal{F}} 0 \text { for all } i \neq j
$$

Elimination of variables. Let $K\left[x_{1}, \ldots, x_{n}, t_{1}, \ldots, t_{s}\right]$ be a polynomial ring over a field $K$. A useful monomial order is the elimination order with respect to the variables $x_{1}, \ldots, x_{n}$. This order is given by

$$
x^{a} t^{c} \succ x^{b} t^{d}
$$

if and only if $\operatorname{deg}\left(x^{a}\right)>\operatorname{deg}\left(x^{b}\right)$, or both degrees are equal and the last non-zero entry of $(a, c)-(b, d)$ is negative. The elimination order with respect to all variables $x_{1}, \ldots, x_{n}, t_{1}, \ldots, t_{s}$ is defined accordingly. This order is called the GRevLex order.

THEOREM 2.37. Let $B=K\left[x_{1}, \ldots, x_{n}, t_{1}, \ldots, t_{s}\right]$ be a polynomial ring over a field $K$ with a monomial order $\prec$ such that monomials in the $x_{i}$ 's are greater than monomials in the $t_{i}$ 's. If I is an ideal of $B$ with a Gröbner basis $\mathcal{G}$, then $\mathcal{G} \cap K\left[t_{1}, \ldots, t_{s}\right]$ is a Gröbner basis of $I \cap K\left[t_{1}, \ldots, t_{s}\right]$.

Proof. Set $S=K\left[t_{1}, \ldots, t_{s}\right]$ and $I^{c}=I \cap S$. If $M$ is a monomial in in $\left(I^{c}\right)$, there is $f \in I^{c}$ with $\operatorname{lm}(f)=M$. Hence $M=m \operatorname{lm}(g)$ for some $g \in \mathcal{G}$, because $\mathcal{G}$ is a Gröbner basis. Since $M \in S$ and $x^{\alpha} \succ t^{\beta}$ for all $\alpha$ and $\beta$ we obtain $g \in \mathcal{G} \cap S$, that is, $M \in(\operatorname{in}(\mathcal{G} \cap S))$. Thus $\operatorname{in}\left(I^{c}\right)=(\operatorname{in}(\mathcal{G} \cap S))$, as required.

EXAMPLE 2.38. Let $\prec$ be the elimination order with respect to $x_{1}, \ldots, x_{4}$. Using Macaulay 2 [GSb], we can compute the reduced Gröbner basis of

$$
I=\left(t_{1}-x_{1} x_{2}, t_{2}-x_{1} x_{3}, t_{3}-x_{1} x_{4}, t_{4}-x_{2} x_{3}, t_{5}-x_{2} x_{4}, t_{6}-x_{3} x_{4}\right)
$$

By Theorem 2.37, it follows that $I \cap K\left[t_{1}, \ldots, t_{6}\right]=\left(t_{3} t_{4}-t_{1} t_{6}, t_{2} t_{5}-t_{1} t_{6}\right)$.
Definition 2.39. Let $I$ and $J$ be two ideals of a ring $S$. The ideal

$$
(I: J):=\{f \in S \mid f J \subset I\}
$$

is called the colon ideal of $I$ w.r.t $J$. If $f \in S$, we set $(I:(f)):=(I: f)$ and we call $(I: f)$ the colon ideal of $I$ with respect to $f$.

Definition 2.40. Let $I$ and $J$ be two ideals of a ring $S$. The ideal

$$
\left(I: J^{\infty}\right)=\bigcup_{i \geq 1}\left(I: J^{i}\right)
$$

is the saturation of $I$ w.r.t $J$.If $f \in S$, we set $\left(I:(f)^{\infty}\right):=\left(I: f^{\infty}\right)$.
The saturation can be computed by elimination of variables using the following result.
PROPOSITION 2.41. Let $S[t]$ be a polynomial ring in one variable over a ring $S$ and let $I$ be an ideal of $S$. If $f \in S$, then

$$
\left(I: f^{\infty}\right)=\bigcup_{i \geq 1}\left(I: f^{i}\right)=(I, 1-t f) \cap S
$$

Proof. Let $g \in(I, 1-t f) \cap S$. Then $g=\sum_{i=1}^{s} a_{i} f_{i}+a_{s+1}(1-t f)$, where $f_{i} \in I$ and $a_{i} \in S[t]$. Making $t=1 / f$ in the last equation and multiplying by $f^{m}$, with $m$ large enough, one derives an equality

$$
g f^{m}=b_{1} f_{1}+\cdots+b_{s} f_{s}
$$

where $b_{i} \in S$. Hence $g f^{m} \in I$ and $g \in\left(I: f^{\infty}\right)$.
Conversely let $g \in\left(I: f^{\infty}\right)$, hence there is $m \geq 1$ such that $g f^{m} \in I$. Since one can write

$$
g=\left(1-t^{m} f^{m}\right) g+t^{m} f^{m} g \text { and } 1-t^{m} f^{m}=(1-t f) b,
$$

for some $b \in S[t]$, one derives $g \in(I, 1-t f) \cap S$.

LEMMA 2.42. Let $B=K\left[y_{1}, \ldots, y_{n}, t_{1}, \ldots, t_{s}\right]$ be a polynomial ring over a field $K$. If $I$ is $a$ binomial ideal of $B$, then the reduced Gröbner basis of I with respect to any term order consists of binomials and $I \cap K\left[t_{1}, \ldots, t_{s}\right]$ is a binomial ideal.

Proof. Let $\mathcal{B}$ be a finite set of generators of $I$ consisting of binomials and let $f, g \in$ $\mathcal{B}$. Since the S-polynomial $S(f, g)$ is again a binomial and the remainder of $S(f, g)$ with respect to $\mathcal{B}$ is also a binomial, it follows that the output of the Buchberger's algorithm (see Theorem 2.30) is a Gröbner basis of $I$ consisting of binomials. Hence if $\mathcal{G}$ is the reduced Gröbner basis of $I$, then $\mathcal{G}$ consists of binomials.

If $\prec$ is the lex order $y_{1} \succ \cdots \succ y_{n} \succ t_{1} \succ \cdots \succ t_{s}$ and $K[\mathbf{t}]$ is the ring $K\left[t_{1}, \ldots, t_{s}\right]$, then by elimination theory (see Theorem 2.37) $\mathcal{G} \cap K[\mathbf{t}]$ is a Gröbner basis of $I \cap K[\mathbf{t}]$. Hence $I \cap K[\mathbf{t}]$ is a binomial ideal.

Computation of Hilbert series. Let $R$ be a polynomial ring over a field $K$ with a monomial order $\prec$ and let $I \subset R$ be a graded ideal. Since $R / I$ and $R / \mathrm{in}_{\prec}(I)$ have the same Hilbert function (see Corollary 2.34), the actual computation of the Hilbert series of $R / I$ is a two-step process:

- first one finds a Gröbner basis of $I$ using Buchberger's algorithm, and
- second one computes the Hilbert series of $R / \mathrm{in}_{\prec}(I)$ using elimination of variables.

EXAMPLE 2.43. Let $R=K\left[x_{1}, x_{2}, x_{3}\right]$ be a polynomial ring and let $I=\left(x_{1}^{2}, x_{2}^{2} x_{3}, x_{2}^{3}\right)$. Let us compute the Hilbert series of $R / I$ using elimination. Pick any monomial involving more than one variable, say $x_{2}^{2} x_{3}$. The idea is to eliminate $x_{2}^{2}$ from the monomials containing more than one variable. From the exact sequence of graded modules:

$$
0 \longrightarrow R /\left(x_{1}^{2}, x_{3}, x_{2}\right)(-2) \xrightarrow{x_{2}^{2}} R / I \longrightarrow R /\left(x_{1}^{2}, x_{2}^{2}\right) \longrightarrow 0
$$

and we get,

$$
F(R / I, t)=t^{2}\left[\frac{(1-t)^{2}\left(1-t^{2}\right)}{(1-t)^{3}}\right]+\frac{\left(1-t^{2}\right)^{2}}{(1-t)^{3}}=\frac{-t^{4}+2 t^{2}+2 t+1}{(1-t)}
$$

### 2.3. Hilbert functions

In this section we introduced the tools from commutative algebra and affine and projective varieties needed to study Reed-Muller type codes. In particular we study the behavior of Hilbert functions and examine the main algebraic invariants of graded ideals and affine algebras (e.g., degree, index of regularity,regularity).

Let $S=K\left[t_{1}, \ldots, t_{s}\right]=\oplus_{d=0}^{\infty} S_{d}$ be a graded polynomial ring, over the field $K$, with the standard grading, that is, each $t_{i}$ is homogeneous of degree one and $S_{d}$ is the set of homogeneous polynomials of total degree $d$ in $S$, together with the zero polynomial. The set $S_{d}$ is a $K$-vector space of dimension $\binom{d+s-1}{s-1}$. As usual, $\mathfrak{m}$ will denote the maximal ideal of $S$ generated by $t_{1}, \ldots, t_{s}$. The vector space of polynomials in $S$ (resp. I) of degree at most $i$ is denoted by $S_{\leq i}$ (resp. $I_{\leq i}$ ). The functions

$$
H_{I}^{a}(i)=\operatorname{dim}_{K}\left(S_{\leq i} / I_{\leq i}\right) \text { and } H_{I}(i)=H_{I}^{a}(i)-H_{I}^{a}(i-1)
$$

are called the affine Hilbert function and the Hilbert function of the affine algebra S / I, respectively.

DEfinition 2.44. The graded reverse lexicographical order (GRevLex for short) on the monomials of $S$ is defined as $t^{b} \succ t^{a}$ if and only if $\operatorname{deg}\left(t^{b}\right)>\operatorname{deg}\left(t^{a}\right)$, or $\operatorname{deg}\left(t^{b}\right)=\operatorname{deg}\left(t^{a}\right)$ and the last nonzero entry of $b-a$ is negative.

Let $\succ$ be the GRevLex order on the monomials of $S[u]$, where $u=t_{s+1}$ is a new variable this order extends the GRevLex on the monomials of $S$. For $f \in S$ of degree $e$ define

$$
f^{h}=u^{e} f\left(t_{1} / u, \ldots, t_{s} / u\right) ;
$$

that is, $f^{h}$ is the homogenization of the polynomial $f$ with respect to $u$. The homogenization of $I$ is the ideal $I^{h}$ of $S[u]$ given by $I^{h}=\left(f^{h} \mid f \in I\right)$, and $S[u]$ is given the standard grading.

The Gröbner bases of $I$ and $I^{h}$ are nicely related.
DEFINITION 2.45. The integer $a_{k}(k!)$, denoted by $\operatorname{deg}(S / I)$, is called the degree of $S / I$.
Lemma 2.46. Let I be an ideal of $S$ spanned by a finite set $\mathcal{G}$ and let $\succ$ be the GRevLex order on $S$ and $S[u]$, respectively. Setting $\mathcal{G}^{h}=\left\{g^{h} \mid g \in \mathcal{G}\right\}$ and $\operatorname{in}\left\{\mathcal{G}^{h}\right\}=\left\{\operatorname{in}\left(g^{h}\right) \mid g \in \mathcal{G}\right\}$, the following hold.
(a) If in $\left(\mathcal{G}^{h}\right)=\left(\operatorname{in}\left\{\mathcal{G}^{h}\right\}\right)$, then $\operatorname{in}(I)=(\{\operatorname{in}(g) \mid g \in \mathcal{G}\})$ and $I^{h}=\left(\mathcal{G}^{h}\right)$.
(b) $\mathcal{G}$ is a Gröbner basis of I if and only if $\mathcal{G}^{h}$ is a Gröbner basis of $I^{h}$.
(c) $\operatorname{dim}\left(S[u] / I^{h}\right)=\operatorname{dim}(S / I)+1$.
(d) $H_{I}^{a}(i)=H_{I^{h}}(i)$ for $i \geq 0$.
(e) $\operatorname{deg}(S / I)=\operatorname{deg}\left(S[u] / I^{h}\right)$.

Proof. (a) We set $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$ and $\operatorname{in}\{\mathcal{G}\}=\{\operatorname{in}(g) \mid g \in \mathcal{G}\}$. To show the first equality we need only show that $\operatorname{in}(I) \subset(\operatorname{in}\{\mathcal{G}\})$. Let $m$ be a monomial in the ideal in $(I)$. There is $g \in I$, of degree $e$, such that in $(g)=m$. Writing $g=\sum_{i=1}^{r} f_{i} g_{i}$ for some $f_{1}, \ldots, f_{r}$
in $S$, from the equality

$$
\begin{equation*}
\frac{g^{h}}{u^{e}}=\sum_{i=1}^{r} f_{i}\left(\frac{t_{1}}{u}, \ldots, \frac{t_{s}}{u}\right) g_{i}\left(\frac{t_{1}}{u}, \ldots, \frac{t_{s}}{u}\right) \tag{2.3.1}
\end{equation*}
$$

we get $u^{s} g^{h} \in\left(\mathcal{G}^{h}\right)$ for $s \gg 0$. As $\operatorname{in}\left(g^{h}\right)=\operatorname{in}(g)$, one has $\operatorname{in}\left(u^{s} g^{h}\right)=u^{s} m$. Hence $u^{s} m \in\left(\operatorname{in}\left\{\mathcal{G}^{h}\right\}\right)$. Using in $\left(g_{i}\right)=\operatorname{in}\left(g_{i}^{h}\right)$ yields $m \in(\operatorname{in}\{\mathcal{G}\})$.

To show the second equality it is enough to show that $\left\{g^{h} \mid g \in I\right\} \subset\left(\mathcal{G}^{h}\right)$. By the first equality $\mathcal{G}$ is a Gröbner basis of $I$. Hence any $g \in I$ can be written as $g=\sum_{i=1}^{r} f_{i} g_{i}$, where $\operatorname{in}(g) \succeq \operatorname{in}\left(f_{i} g_{i}\right)$ for all $i$. Notice that $e=\operatorname{deg}(g) \geq \operatorname{deg}\left(f_{i} g_{i}\right)=\operatorname{deg}\left(f_{i}\right)+\operatorname{deg}\left(g_{i}\right)$. Since Eq. (2.3.1) holds, it follows that $g^{h} \in\left(g_{1}^{h}, \ldots, g_{r}^{h}\right)$.
$(\mathrm{b}) \Rightarrow)$ By part (a) we need only show that $\operatorname{in}\left(\mathcal{G}^{h}\right) \subset\left(\operatorname{in}\left\{\mathcal{G}^{h}\right\}\right)$. Let $m \in \operatorname{in}\left(\mathcal{G}^{h}\right)$ be a term, then $m=\operatorname{in}(g)$ for some $g \in\left(\mathcal{G}^{h}\right)$. We may assume that $g$ is homogeneous. We can write $g=u^{p}\left(m_{1}+m_{2} u^{e_{2}}+\cdots+m_{s} u^{e_{s}}\right)$, where $m_{1}, \ldots, m_{s}$ are monomials in $S$ such that $m_{1} \succ m_{2} u^{e_{2}} \succ \cdots \succ m_{s} u^{e_{s}}$. As all $m_{i} u^{e_{i}}$ have the same degree we obtain $0 \leq e_{2} \leq \cdots \leq e_{s}$. It follows that $g^{\prime}=g\left(t_{1}, \ldots, t_{s}, 1\right)$ belongs to $I$ and $\operatorname{in}\left(g^{\prime}\right)=m_{1}$. Therefore $m_{1}$ belongs to $\operatorname{in}(I)=(\operatorname{in}\{\mathcal{G}\})$. Since in $\left(g_{i}\right)=\operatorname{in}\left(g_{i}^{h}\right)$ we obtain that $m \in\left(\operatorname{in}\left\{\mathcal{G}^{h}\right\}\right)$.
$\Leftarrow)$ This implication follows from part (a).
(c): By (b) $\left\{g^{h} \mid g \in \mathcal{G}\right\}$ is a Gröbner basis of $I^{h}$ and $\mathrm{in}_{\prec}(g)=\mathrm{in}_{\prec}\left(g^{h}\right)$ for $g \in \mathcal{G}$. Since $\operatorname{dim}(S / I)=\operatorname{dim}\left(S / \mathrm{in}_{\prec}(I)\right)$ and

$$
\operatorname{dim}(S[u] / I)=\operatorname{dim}\left(S[u] / \mathrm{in}_{\prec}\left(I^{h}\right)\right),
$$

the equality follows.
(d): Fix $i \geq 0$. The mapping $S[u]_{i} \rightarrow S_{\leq i}$ induced by mapping $u \mapsto 1$ is a $K$-linear surjection. Consider the induced composite K-linear surjection $S[u]_{i} \rightarrow S_{\leq i} \rightarrow S_{\leq i} / I_{\leq i}$. An easy check shows that this has kernel $I_{i}^{h}$. Hence, we have a $K$-linear isomorphism of finite-dimensional $K$-vector spaces

$$
S[u]_{i} / I_{i}^{h} \simeq S_{\leq i} / I_{\leq i}
$$

Thus $H_{I}^{a}(i)=H_{I^{h}}(i)$.
(e): By (c), $\operatorname{dim}\left(S[u] / I^{h}\right)$ is equal to $\operatorname{dim}(S / I)+1$. Hence the equality follows from (d).

Proposition 2.47. Let $I \subset S$ be an ideal and let $k$ be the Krull dimension of $S / I$. Then there are unique polynomials

$$
h_{I}^{a}(t)=\sum_{j=0}^{k} a_{j} t^{j} \in \mathbb{Q}[t] \text { and } h_{I}(t)=\sum_{j=0}^{k-1} c_{j} t^{j} \in \mathbb{Q}[t]
$$

of degrees $k$ and $k-1$, respectively, such that $h_{I}^{a}(i)=H_{I}^{a}(i)$ and $h_{I}(i)=H_{I}(i)$ for $i \gg 0$.
Proof. Let $I^{h}$ be the homogenization of $I$ relative to a new variable $u$. By Lemma 2.46, $H_{I}^{a}(i)=H_{I^{h}}(i)$ for $i \gg 0$. Thanks to Theorem 1.115, the Hilbert function of $I^{h}$ is a polynomial function of degree equal to $\operatorname{dim}\left(S[u] / I^{h}\right)-1$. Since $\operatorname{dim}\left(S[u] / I^{h}\right)=\operatorname{dim}(S / I)+1$, we get that $H_{I}^{a}$ is a polynomial function of degree $k$. That $H_{I}$ is a polynomial function of degree $k-1$ follows recalling that $H_{I}(i)=H_{I}^{a}(i)-H_{I}^{a}(i-1)$ for $i \geq 1$.

DEFINITION 2.48. The polynomials $h_{I}^{a}$ and $h_{I}$ are called the affine Hilbert polynomial and the Hilbert polynomial of S/I.

REMARK 2.49. Notice that $a_{k}(k!)=c_{k-1}((k-1)!)$ for $k \geq 1$. If $k=0$, then $H_{I}^{a}(i)=$ $\operatorname{dim}_{K}(S / I)$ for $i \gg 0$ and the degree of $S / I$ is just $\operatorname{dim}_{K}(S / I)$.

Definition 2.50. The regularity index of $S / I$, denoted by ri( $S / I)$, is the least integer $r \geq 0$ such that $h_{I}(d)=H_{I}(d)$ for $d \geq r$. The affine regularity index of $S / I$, denoted by $\operatorname{ri}^{a}(S / I)$, is the least integer $r \geq 0$ such that $h_{I}^{a}(d)=H_{I}^{a}(d)$ for $d \geq r$.

Definition 2.51. Let $I \subset S$ be a graded ideal and let $\mathbb{F}_{\star}$ be the minimal graded free resolution of $S / I$ as an $S$-module:

$$
\mathbb{F}_{\star}: \quad 0 \rightarrow \bigoplus_{j} S(-j)^{b_{g j}} \rightarrow \cdots \rightarrow \bigoplus_{j} S(-j)^{b_{1 j}} \rightarrow S \rightarrow S / I \rightarrow 0
$$

The Castelnuovo-Mumford regularity of S / I (regularity of S / I for short) is defined as

$$
\operatorname{reg}(S / I)=\max \left\{j-i \mid b_{i j} \neq 0\right\}
$$

A reference for the regularity of graded ideals see [Eis05]. There are methods to compute the regularity of $S / I$ avoiding the construction of a minimal graded free resolution; see [BG00, BG06] and [GP12]. These methods work for any homogeneous ideal over an arbitrary field.

LEMMA 2.52. [Eis13] If $0 \rightarrow N \rightarrow M \rightarrow L \rightarrow 0$ is a short exact sequence of graded finitely generated $R$-modules, then
(a) $\operatorname{reg}(N) \leq \max (\operatorname{reg}(M), \operatorname{reg}(L)+1)$.
(b) $\operatorname{reg}(M) \leq \max (\operatorname{reg}(N), \operatorname{reg}(L))$.
(c) $\operatorname{reg}(L) \leq \max (\operatorname{reg}(N)-1, \operatorname{reg}(M))$.

The $a$-invariant, the regularity, and the depth of $S / I$ are closely related.
THEOREM 2.53. [Vas04, Corollary B.4.1] $a(S / I) \leq \operatorname{reg}(S / I)-\operatorname{depth}(S / I)$, with equality if S / I is Cohen-Macaulay.

If $S$ has the standard grading and $I$ is a graded Cohen-Macaulay ideal of $S$ of dimension 1, then $\operatorname{reg}(S / I)$, the Castelnuovo-Mumford regularity of $S / I$ is equal to the regularity index of $S / I$. This follows from Theorem 2.53 . In this case we call $\mathrm{ri}(S / I)$ (resp. $\mathrm{ri}^{a}(S / I)$ ) the regularity (resp. affine regularity) of $S / I$ and denote this number by $\operatorname{reg}(S / I)\left(\operatorname{resp} . \operatorname{reg}^{a}(S / I)\right)$.

DEFINITION 2.54. Let $I \subset S$ be a graded ideal and let $f_{1}, \ldots, f_{r}$ be a minimal homogeneous generating set of $I$. The big degree of $I$ is defined as $\operatorname{bigdeg} I=\max _{i}\left\{\operatorname{deg}\left(f_{i}\right)\right\}$.

If $I$ is graded its regularity is related to the degrees of a minimal generating set of $I$. From the definition of the regularity of $S / I$, one has:

Proposition 2.55. [Eis05] bigdeg $I-1 \leq \operatorname{reg}(S / I)$.
REMARK 2.56. If $I$ is graded, $I_{d}$ is a vector subspace of $S_{d}$ and

$$
H_{I}^{a}(d)=\sum_{i=0}^{d} \operatorname{dim}_{K}\left(S_{d} / I_{d}\right)
$$

for $d \geq 0$. Thus, one has $H_{I}(d)=\operatorname{dim}_{K}\left(S_{d} / I_{d}\right)$ for all $d$.
DEfinition 2.57. Let $I \subset S$ be a graded ideal. The Hilbert series of $S / I$, denoted by $F_{I}(t)$, is given by

$$
F_{I}(t):=\sum_{d=0}^{\infty} H_{I}(d) t^{d}=\sum_{d=0}^{\infty} \operatorname{dim}_{K}(S / I)_{d} t^{d}
$$

THEOREM 2.58. (Hilbert-Serre) Let $I \subset S$ be a graded ideal. Then there is a unique polynomial $h(t) \in \mathbb{Z}[t]$ such

$$
F_{I}(t)=\frac{h(t)}{(1-t)^{\rho}} \text { and } h(1)>0
$$

where $\rho=\operatorname{dim}(S / I)$.
Proof. It follows from Theorem 1.111 because $K$ is an Artinian ring.
Definition 2.59. Let $I \subset S$ be a graded ideal. The $a$-invariant of the graded ring $S / I$, denoted by $a(S / I)$, is the degree of $F_{I}(t)$ as a rational function, i.e.,

$$
a(S / I)=\operatorname{deg}(h(t))-\rho .
$$

THEOREM 2.60. (Hilbert [BH98, Theorem 4.1.3]) Let $I \subset S$ be a graded ideal of dimension $k$. Then there is a polynomial $h_{I}(t) \in \mathbb{Q}[t]$ of degree $k-1$ such that $h_{I}(d)=H_{I}(d)$ for $d \gg 0$.

Proof. It follows from Theorem 1.115 because $K$ is an Artinian ring.
REMARK 2.61. The leading coefficient of the Hilbert polynomial $h_{I}(t)$ is $h(1) /(k-1)$ !. Thus $h(1)$ is equal to $\operatorname{deg}(S / I)$.

LEMMA 2.62. If $I \subset S$ is an ideal generated by homogeneous polynomials $f_{1}, \ldots, f_{r}$, with $r=\operatorname{ht}(I)$ and $\delta_{i}=\operatorname{deg}\left(f_{i}\right)$, then the Hilbert series, the degree, and the regularity of S/I are given by

$$
F_{I}(t)=\frac{\prod_{i=1}^{r}\left(1-t^{\delta_{i}}\right)}{(1-t)^{s}}, \operatorname{deg}(S / I)=\delta_{1} \cdots \delta_{r}, \text { and } \operatorname{reg}(S / I)=\sum_{i=1}^{r}\left(d_{i}-1\right)
$$

Proof. As $S / I$ is Cohen-Macaulay, the result follows from Lemma 1.106, Theorem 2.53, and Remark 2.61.

LEMMA 2.63. If $I \subset S$ is a graded ideal and $u$ is a new variable, then $a(S / I)=a(S[u] / I)+1$.
Proof. Let $F_{1}(t)$ and $F_{2}(t)$ be the Hilbert series of the graded rings $S / I$ and $S[u] / I$ respectively. Using additivity of Hilbert series, from the exact sequence

$$
0 \rightarrow(S[u] / I)[-1] \xrightarrow{u} S[u] / I \rightarrow S[u] /(I, u) \rightarrow 0,
$$

we get $F_{2}(t)=F_{1}(t) /(1-t)$, that is, $\operatorname{deg}\left(F_{1}\right)=1+\operatorname{deg}\left(F_{2}\right)$.
Lemma 2.64. [Vil15, Corollary 5.1.9] Let $I \subset S$ be a graded ideal. Then $\operatorname{ri}(S / I)=0$ if $a(S / I)<0$, and $\operatorname{ri}(S / I)=a(S / I)+1$ otherwise.

Proof. It follows from Corollary 1.119.
Lemma 2.65. Let $I \subset S$ be a graded ideal. If $\operatorname{dim}(S / I)=1$ and $\operatorname{deg}(S / I) \geq 2$, then $\operatorname{ri}(S / I)=\operatorname{ri}^{a}(S / I)+1$.

Proof. Let $u$ be a new variable. The affine regularity index of $S / I$ is the regularity index of $S[u] / I$ because $I$ is graded. Hence, by Lemmas 2.63 and 1.119 it suffices to show that $a(S / I) \geq 0$. If $a(S / I)<0$, the Hilbert series of $S / I$ has the form $F_{I}(t)=1 /(1-t)$, i.e., $H_{I}(d)=1$ for $d \geq 0$ and $\operatorname{deg}(S / I)=1$, a contradiction.

LEMMA 2.66. Let $I \subset S$ be an ideal and let $I=\mathfrak{q}_{1} \cap \mathfrak{q}_{2} \cap \cdots \cap \mathfrak{q}_{m}$ be an irredundant primary decomposition. If $J=\cap_{i=2}^{m} \mathfrak{q}_{i}$, then $\operatorname{dim}\left(S /\left(\mathfrak{q}_{1}+J\right)\right)<\operatorname{dim}(S / J)$.

PROPOSITION 2.67. (Additivity of the degree) If $I$ is an ideal of $S$ and $I=\mathfrak{q}_{1} \cap \mathfrak{q}_{2} \cap \cdots \cap$ $\mathfrak{q}_{m}$ is an irredundant primary decomposition, then

$$
\operatorname{deg}(S / I)=\sum_{\operatorname{ht}\left(\mathfrak{q}_{i}\right)=\operatorname{ht}(I)} \operatorname{deg}\left(S / \mathfrak{q}_{i}\right)
$$

Proof. We may assume that $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ are the associated primes of $I$ of height $\operatorname{ht}(I)$ and that $\operatorname{rad}\left(\mathfrak{q}_{i}\right)=\mathfrak{p}_{i}$ for $i=1, \ldots, r$. The proof is by induction on $m$. We set $J=\cap_{i=2}^{m} \mathfrak{q}_{i}$. There is an exact sequence of $K$-vector spaces

$$
0 \rightarrow S_{\leq i} /\left(\mathfrak{q}_{1} \cap J\right)_{\leq i} \xrightarrow{\varphi} S_{\leq i} /\left(\mathfrak{q}_{1}\right)_{\leq i} \oplus S /(J)_{\leq i} \xrightarrow{\phi} S_{\leq i} /\left(\mathfrak{q}_{1}+J\right)_{\leq i} \rightarrow 0
$$

where $\varphi(\bar{f})=(\bar{f},-\bar{f})$ and $\phi\left(\bar{f}_{1}, \bar{f}_{2}\right)=\overline{f_{1}+f_{2}}$. Hence

$$
\begin{equation*}
H_{\mathfrak{q}_{1}}^{a}(i)+H_{J}^{a}(i)=H_{I}^{a}+H_{\mathfrak{q}_{1}+J}^{a}(i) \tag{2.3.2}
\end{equation*}
$$

As the decomposition of $I$ is irredundant, by Lemma 2.66, one has $\operatorname{dim}\left(S /\left(\mathfrak{q}_{1}+J\right)\right)<$ $\operatorname{dim}(S / J)$. If $r=1$, then $\operatorname{dim}(S / J)<\operatorname{dim}(S / I)$. Hence, from Eq. (2.3.2), we get that $\operatorname{deg}(S / I)=\operatorname{deg}\left(S / \mathfrak{q}_{1}\right)$. If $r>1$, then $\operatorname{dim}(S / J)=\operatorname{dim}(S / I)=\operatorname{dim}\left(S / \mathfrak{q}_{1}\right)$. Hence, from Eq. (2.3.2), we get that $\operatorname{deg}(S / I)$ is $\operatorname{deg}\left(S / \mathfrak{q}_{1}\right)+\operatorname{deg}(S / J)$. Therefore, by induction, we get the required formula.

Lemma 2.68. Let $V \neq\{0\}$ be a vector space over an infinite field $K$. Then $V$ is not a finite union of proper subspaces of $V$.

Proof. By contradiction. Assume that there are proper subspaces $V_{1}, \ldots, V_{m}$ of $V$ such that $V=\bigcup_{i=1}^{m} V_{i}$, where $m$ is the least positive integer with this property. Let

$$
v_{1} \in V_{1} \backslash\left(V_{2} \cup \cdots \cup V_{m}\right) \text { and } v_{2} \in V_{2} \backslash\left(V_{1} \cup V_{3} \cup \cdots \cup V_{m}\right)
$$

Pick $m+1$ distinct non-zero scalars $k_{0}, \ldots, k_{m}$ in $K$. Consider the vectors $\beta_{i}=v_{1}-k_{i} v_{2}$ for $i=0, \ldots, m$. By the pigeon-hole principle there are distinct vectors $\beta_{r}, \beta_{s}$ in $V_{j}$ for some $j$. Since $\beta_{r}-\beta_{s} \in V_{j}$ we get $v_{2} \in V_{j}$. Thus $j=2$ by the choice of $v_{2}$. To finish the proof observe that $\beta_{r} \in V_{2}$ imply $v_{1} \in V_{2}$, which contradicts the choice of $v_{1}$.

Proposition 2.69. Let I be a graded ideal of $S$. If $K$ is infinite and $\mathfrak{m}$ is not in $\operatorname{Ass}(S / I)$, then there is $h_{1} \in S_{1}$ such that $h_{1} \notin \mathcal{Z}(S / I)$.

Proof. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{m}$ be the associated primes of $S / I$. As $S / I$ is graded, $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{m}$ are graded ideals by Lemma 1.100. We proceed by contradiction. Assume that $S_{1}$, the degree 1 part of $S$, is contained in $\mathcal{Z}(S / I)$. Thanks to Lemma 1.25 , one has that $\mathcal{Z}(S / I)=\cup_{i=1}^{m} \mathfrak{p}_{i}$. Hence

$$
S_{1} \subset\left(\mathfrak{p}_{1}\right)_{1} \cup\left(\mathfrak{p}_{2}\right)_{1} \cup \cdots \cup\left(\mathfrak{p}_{m}\right)_{1} \subset S_{1}
$$

where $\left(\mathfrak{p}_{i}\right)_{1}$ is the homogeneous part of degree 1 of the graded ideal $\mathfrak{p}_{i}$. Since $K$ is infinite, from Lemma 2.68, we get $S_{1}=\left(\mathfrak{p}_{i}\right)_{1}$ for some $i$. Hence, $\mathfrak{p}_{i}=\mathfrak{m}$, a contradiction.

The hypothesis that $\mathfrak{m} \notin \operatorname{Ass}(S / I)$ is equivalent to require that $S / I$ has positive depth.

Lemma 2.70. Let I be a graded ideal of $S$. Then $\mathfrak{m} \in \operatorname{Ass}(S / I)$ if and only if $\operatorname{depth}(S / I)$ is zero.

PROOF. It follows from Lemma 1.25.

THEOREM 2.71. Let I be a graded ideal of $S$. If $\operatorname{depth}(S / I)>0$, and $H_{I}$ is the Hilbert function of $S / I$, then $H_{I}(i) \leq H_{I}(i+1)$ for $i \geq 0$.

Proof. Case (I): If $K$ is infinite, by Proposition 2.69, there exists $h \in S_{1}$ a non-zero divisor of $S / I$. The homomorphism of $K$-vector spaces

$$
(S / I)_{i} \longrightarrow(S / I)_{i+1}, \quad \bar{z} \mapsto \overline{h z}
$$

is injective, therefore $H_{I}(i)=\operatorname{dim}_{K}(S / I)_{i} \leq \operatorname{dim}_{K}(S / I)_{i+1}=H_{I}(i+1)$.
Case (II): If $K$ is finite, consider the algebraic closure $\bar{K}$ of $K$. We set

$$
\bar{S}=S \otimes_{K} \bar{K}, \quad \bar{I}=I \bar{S}
$$

Hence, from [Sta78, Lemma 1.1], one has that $H_{I}(i)=H_{\bar{I}}(i)$. This means that the Hilbert function does not change when the base field is extended from $K$ to $\bar{K}$. Applying Case (I) to $H_{\bar{I}}(i)$ we obtain the result.

LEMMA 2.72. Let I be a graded ideal of R. The following hold.
(a) If $R_{i}=I_{i}$ for some $i$, then $R_{\ell}=I_{\ell}$ for all $\ell \geq i$.
(b) If $\operatorname{dim} R / I \geq 2$, then $\operatorname{dim}_{K}(R / I)_{i}>0$ for $i \geq 0$.

Proof. (a) It suffices to prove the case $\ell=i+1$. As $I_{i+1} \subset R_{i+1}$, we need only show $R_{i+1} \subset I_{i+1}$. Take a non-zero monomial $x^{a}$ in $R_{i+1}$. Then, $x^{a}=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$ with $a_{j}>0$ for some $j$. Thus, $x^{a} \in R_{1} R_{i}$. As $R_{1} I_{i} \subset I_{i+1}$, we get $x^{a} \in I_{i+1}$.
(b) If $\operatorname{dim}_{K}(R / I)_{i}=0$ for some $i$, then $R_{i}=I_{i}$. Thus, by (a), $H_{I}(j)$ vanishes for $j \geq i$, a contradiction because the Hilbert polynomial of $R / I$ has degree $\operatorname{dim}(R / I)-1 \geq 1$; see Theorem 1.115.

THEOREM 2.73. [GKR93] Let I be a graded ideal with depth $(R / I)>0$.
(i) If $\operatorname{dim}(R / I) \geq 2$, then $H_{I}(i)<H_{I}(i+1)$ for $i \geq 0$.
(ii) If $\operatorname{dim}(R / I)=1$, then there is an integer $r$ and a constant $c$ such that:

$$
1=H_{I}(0)<H_{I}(1)<\cdots<H_{I}(r-1)<H_{I}(i)=c \quad \text { for } i \geq r .
$$

Proof. Consider the algebraic closure $\bar{K}$ of $K$. Notice that $|\bar{K}|=\infty$. As in the proof of Theorem 2.71, we make a change of coefficients using the functor $(\cdot) \otimes_{K} \bar{K}$. Hence we may assume that $K$ is infinite. By Proposition 2.69, there is $h \in R_{1}$ a non-zero divisor of $R / I$. From the exact sequence

$$
0 \longrightarrow(R / I)[-1] \xrightarrow{h} R / I \longrightarrow R /(h, I) \longrightarrow 0,
$$

we get $H_{I}(i+1)-H_{I}(i)=H_{S}(i+1)$, where $S=R /(h, I)$.
(i) If $H_{S}(i+1)=0$, then, by Lemma 2.72, $\operatorname{dim}_{K}(S)<\infty$. Hence $S$ is Artinian (see Lemma 1.56). Thus, by Theorem 1.59, $\operatorname{dim}(S)=0$, a contradiction.
(ii) Let $r \geq 0$ be the first integer such that $H_{I}(r)=H_{I}(r+1)$, thus $S_{r+1}=(0)$ and $R_{r+1}=(h, I)_{r+1}$. Then, by Lemma 2.72, $S_{k}=(0)$ for $k \geq r+1$. Hence, the Hilbert function of $R / I$ is constant for $k \geq r$ and strictly increasing on $[0, r-1]$.

Hilbert Nullstellensatz. Let $K$ be a field and let $S=K\left[t_{1}, \ldots, t_{s}\right]$ be a polynomial ring. In what follows $\mathbf{t}$ stands for the set of variables of $S$, that is, $S=K[\mathbf{t}]$. We define the affine space of dimension $s$ over $K$, denoted by $\mathbb{A}_{K}^{s}$ or $\mathbb{A}^{s}$, to be the cartesian product $K^{s}=$ $K \times \cdots \times K$.

Given an ideal $I \subset S$, define the zero set or affine variety of $I$ as

$$
V(I)=\left\{\alpha \in \mathbb{A}_{K}^{s} \mid f(\alpha)=0, \forall f \in I\right\} .
$$

By the Hilbert's basis theorem $V(I)$ is the zero locus of a finite collection of polynomials (see Theorem 1.6). Conversely, for any $X \subset \mathbb{A}_{K}^{s}$ define $I(X)$, the vanishing ideal of $X$, as the set of polynomials of $S$ that vanish at all points of $X$. An affine variety is the zero set of an ideal. The dimension of a variety $X$ is the Krull dimension of its coordinate ring $S / I(X)$.

PROPOSITION 2.74. (Zariski topology [Har13, Proposition 1.1])
(a) $V(1)=\varnothing$ and $V(0)=\mathbb{A}_{K}^{s}$.
(b) $V(I \cap J)=V(I) \cup V(J)=V(I J)$, for all ideals $I$ and $J$ of $S$.
(c) $\cap V\left(I_{\alpha}\right)=V\left(\cup I_{\alpha}\right)$, where $\left\{I_{\alpha}\right\}$ is any family of ideals of $S$.

Definition 2.75. Given $X \subset \mathbb{A}_{K}^{s}$, the Zariski closure of $X$, denoted by $\bar{X}$, is the closure of $X$ in the Zariski topology of $\mathbb{A}_{K}^{s}$, i.e., $\bar{X}$ is the smallest affine variety of $\mathbb{A}_{K}^{s}$ containing X.

Proposition 2.76. [Har13, Proposition 1.2] If $X \subset \mathbb{A}_{K^{\prime}}^{s}$, then $\bar{X}=V(I(X))$.
Lemma 2.77. Let $X$ and $Y$ be affine varieties in $\mathbb{A}_{K}^{s}$. If $I(X)=I(Y)$, then $X=Y$
Proof. By symmetry it suffices to show the inclusion $X \subset Y$. Take $\alpha \in X$. There are $g_{1}, \ldots, g_{r}$ in $S$ such that $Y=V\left(g_{1}, \ldots, g_{r}\right)$. Clearly $g_{i} \in I(Y)$ for all $i$. Then any $g_{i}$ vanishes at all points of $X$ because $I(Y)=I(X)$. Thus $g_{i}(\alpha)=0$ for all $i$, that is, $\alpha \in Y$.

Definition 2.78. An affine variety $X \subset \mathbb{A}_{K}^{s}$ is reducible if there are affine varieties $X_{1} \neq X$ and $X_{2} \neq X$ such that $X=X_{1} \cup X_{2}$; otherwise, $X$ is irreducible.

THEOREM 2.79. [Har13, Corollary 1.4] Let $K$ be a field and let $X$ be an affine variety of $\mathbb{A}_{K^{\prime}}^{s}$ then $X$ is irreducible if and only if $I(X)$ is a prime ideal.

THEOREM 2.80. (Noether normalization lemma [Vil15, Corollary 3.1.8]) If $S=K\left[t_{1}, \ldots, t_{s}\right]$ is a polynomial ring over a field $K$ and $I \neq S$ is an ideal, then there is an integral extension

$$
K\left[h_{1}, \ldots, h_{d}\right] \hookrightarrow S / I,
$$

where $h_{1}, \ldots, h_{d}$ are in $S$ and $d=\operatorname{dim}(S / I)$.
THEOREM 2.81. Let $S=K\left[t_{1}, \ldots, t_{s}\right]$ be a polynomial ring over a field $K$ and let $\mathfrak{m}$ be a maximal ideal of $S$. If $K$ is algebraically closed, then there are $a_{1}, \ldots, a_{s} \in K$ such that $\mathfrak{m}=$ $\left(t_{1}-a_{1}, \ldots, t_{s}-a_{s}\right)$.

Proof. There is an integral extension $K\left[h_{1}, \ldots, h_{d}\right] \hookrightarrow S / \mathfrak{m}$, where $d=\operatorname{dim}(S / \mathfrak{m})=0$; see Theorem 2.80. Hence, the canonical map $\varphi: K \rightarrow S / \mathfrak{m}$ is an isomorphism because $K$ is algebraically closed. To complete the proof choose $a_{i} \in K$ so that $\varphi\left(a_{i}\right)=\bar{a}_{i}=\bar{t}_{i}=$ $\varphi\left(t_{i}\right)$.

Proposition 2.82. If $I$ is an ideal of a ring $S$ and $f \in S$, then $f \in \sqrt{I}$ if and only if $(I, 1-t f)=S[t]$, where $t$ is a new variable.

Proof. $\Rightarrow)$ Let $f$ be an element in $\sqrt{I}$. If $(I, 1-t f) \neq S[t]$, take a prime ideal $\mathfrak{p}$ containing $(I, 1-t f)$. Since $f$ must be in $\mathfrak{p}$, because $f^{n}$ is in $I$ for some $n>0$, one concludes $1 \in \mathfrak{p}$ which is impossible.
$\Leftarrow)$ If $1=a_{1} f_{1}+\cdots+a_{q} f_{q}+a_{q+1}(1-t f)$, where $f_{i} \in I, f \in S$ and $a_{i} \in S[t]$. Set $u=1 / t$ and note $1-t f=(u-f) / t$, multiplying the first equation by $u^{m}$, with $m$ large enough, one derives an equality

$$
u^{m}=b_{1} f_{1}+\cdots+b_{q} f_{q}+b_{q+1}(u-f)
$$

where $b_{i} \in S[u]$. As $S[u]$ is a polynomial ring over $S$, making $u=f$ gives $f^{m} \in I$ and $f \in \sqrt{I}$.

THEOREM 2.83 (Hilbert Nullstellensatz). [Har13, Theorem 1.3A] Let S be a polynomial ring over an algebraically closed field $K$ and let $I$ be an ideal of $S$, then

$$
I(V(I))=\sqrt{I}
$$

COROLLARY 2.84. Let $X=V\left(f_{1}, \ldots, f_{r}\right)$ be an affine variety, defined by polynomials $f_{1}, \ldots, f_{r}$ in s variables over an algebraically closed field $K$. Then $r \geq s-\operatorname{dim}(X)$.

Proof. By the Nullstellensatz $I(X)=\sqrt{\left(f_{1}, \ldots, f_{r}\right)}$. Let $\mathfrak{p}$ be a minimal prime of $\left(f_{1}, \ldots, f_{r}\right)$ of height $s-\operatorname{dim}(X)$. Applying Theorem 1.66 we get $s-\operatorname{dim}(X) \leq r$.

Projective closure and Gröbner bases. Let $K$ be a field. We define the projective space of dimension $s-1$ over $K$, denoted by $\mathbb{P}_{K}^{s-1}$ or simply by $\mathbb{P}^{s-1}$, to be the quotient space

$$
\left(K^{s} \backslash\{0\}\right) / \sim
$$

where two points $\alpha, \beta$ in $K^{S} \backslash\{0\}$ are equivalent under $\sim$ if $\alpha=c \beta$ for some $c \in K$. It is usual to denote the equivalence class of $\alpha$ by $[\alpha]$.

For any set $\mathbb{Y} \subset \mathbb{P}^{s-1}$ define $I(\mathbb{Y})$, the vanishing ideal of $\mathbb{Y}$, as the ideal generated by the homogeneous polynomials in $S$ that vanish at all points of $\mathbb{Y}$. Conversely, given a graded ideal $I \subset S$ define its zero set as

$$
V(I)=\left\{[\alpha] \in \mathbb{P}^{s-1} \mid f(\alpha)=0, \forall f \in I \text { homogeneous }\right\} .
$$

A projective variety is the zero set of a graded ideal. It is not difficult to see that the members of the family

$$
\tau=\left\{\mathbb{P}^{s-1} \backslash V(I) \mid I \text { is a graded ideal of } S\right\}
$$

are the open sets of a topology on $\mathbb{P}^{s-1}$, called the Zariski topology. The Zariski closure of $\mathbb{Y}$ is denoted by $\bar{Y}$.

If $\mathbb{Y}($ resp. $Y)$ is a subset of $\mathbb{P}^{s-1}\left(\right.$ resp. $\left.\mathbb{A}^{s}\right)$ it is usual to denote the Hilbert function and Hilbert polynomial of $S / I(\mathbb{Y})$ (resp. affine Hilbert function and affine Hilbert polynomial of $S / I(Y)$ ) by $H_{Y}$ and $h_{Y}(t)$ (resp. $H_{Y}^{a}$ and $\left.h_{Y}^{a}(t)\right)$.

Lemma 2.85. Let $K$ be a field. If $Y$ is a subset of $\mathbb{A}^{s}$ or a subset of $\mathbb{P}^{s-1}$ and $Z=V(I(Y))$, then $I(Z)=I(Y)$. In particular $I(Y)=I(\bar{Y})$.

DEFINITION 2.86. Let $Y \subset \mathbb{A}_{K}^{s}$. The projective closure of $Y$ is defined as $\widetilde{Y}:=\overline{\phi(Y)}$, where $\phi$ is the map $\phi: \mathbb{A}_{K}^{s} \rightarrow \mathbb{P}_{K}^{s}, \alpha \mapsto[(\alpha, 1)]$, and $\overline{\phi(Y)}$ is the closure of $\phi(Y)$ in the Zariski topology of $\mathbb{P}_{K}^{s}$.

Proposition 2.87. If $Y \subset \mathbb{A}_{K^{\prime}}^{s}$ then $\widetilde{Y}=V(I(\phi(Y)))$.
Proposition 2.88. If $Y \subset \mathbb{A}^{s}$ and $\mathbb{Y}=\phi(Y)$, then the following hold:
(a) $H_{Y}^{a}(d)=H_{Y}(d)$ for $d \geq 0$,
(b) $\operatorname{deg} S / I(Y)=\operatorname{deg} S[u] / I(\mathbb{Y})$,
(c) $\mathrm{ri}^{a}(S / I(Y))=\operatorname{ri}(S[u] / I(\mathbb{Y}))$,
(d) $I(\overline{\mathbb{Y}})=I(\mathbb{Y})=I(Y)^{h}$.

Proof. (a) Let $f \in S_{\leq d}$ and let $u$ be a new variable. The homogenization of $f$ with respect to $u$ and $d$, denoted by $f^{\mathfrak{h}}$, is given by

$$
f^{\mathfrak{h}}\left(t_{1}, \ldots, t_{s}, u\right):=u^{d} f\left(t_{1} / u, \ldots, t_{s} / u\right) .
$$

Notice that the polynomial $f^{\mathfrak{h}}$ is homogeneous of degree $d$. Fix $d \geq 1$. The homogenization $\operatorname{map} \psi: S_{\leq d} \rightarrow S[u]_{d}, f \mapsto f^{\mathfrak{h}}$, is an isomorphism of $K$-vector spaces such that $\psi\left(I(Y)_{\leq d}\right)=$ $I(\mathbb{Y})_{d}$. Hence, the induced map

$$
\begin{equation*}
\Phi: S_{\leq d} \rightarrow S[u]_{d} / I(\mathbb{Y})_{d}, \quad f \longmapsto f^{\mathfrak{h}}+I(\mathbb{Y})_{d} \tag{2.3.3}
\end{equation*}
$$

is a surjection. Since $\operatorname{ker}(\Phi)=I(Y)_{\leq d}$, we get that $H_{Y}^{a}(d)=H_{Y}(d)$.
(b), (c) They follow from (a).
(d) By Lemma 2.85 one has $I(\overline{\mathbb{Y}})=I(\mathbb{Y})$. Clearly $I(Y)^{h} \subset I(\mathbb{Y})$. To show the reverse inclusion take $f$ in $I(\mathbb{Y})$ homogeneous of degree $d$. By factoring out $u$ we may assume that at least of the monomials of $f$ does not contains $u$. Then, by the proof of (a), there is $g \in I(Y)_{\leq d}$ such that $g^{h}=g^{\mathfrak{h}}=f$. Thus $f$ is in $I(Y)^{h}$.

Let $\succ$ be the GRevLex order on the monomials of $S[u]$, where $u=t_{s+1}$ is a new variable this order extends the GRevLex on the monomials of $S$.

Proposition 2.89. Let $Y \subset \mathbb{A}_{K}^{s}$ be a set and let $\overline{\phi(Y)} \subset \mathbb{P}_{K}^{s}$ be its projective closure. If $f_{1}, \ldots, f_{r}$ is a Gröbner basis of $I(Y)$, then

$$
I(\overline{\phi(Y)})=I(Y)^{h}=\left(f_{1}^{h}, \ldots, f_{r}^{h}\right)
$$

and the height of $I(Y)$ in $S$ is equal to the height of $I(\overline{\phi(Y)})$ in $S[u]$.
Proof. By Proposition 2.88 one has that $I(\overline{\phi(Y)})=I(Y)^{h}$, and thanks to Lemma 2.46 one has $I(Y)^{h}=\left(f_{1}^{h}, \ldots, f_{r}^{h}\right)$ and ht $I(Y)=\operatorname{ht} I(\overline{\phi(Y)})$.

THEOREM 2.90 (Projective Hilbert Nullstellensatz). Let $K$ be an algebraically closed field and let I be a graded ideal of $S$. If the projective variety $V(I)$ is not empty, then

$$
I(V(I))=\sqrt{I}
$$

Proof. It follows from Theorem 2.83.
Let $\mathbb{Y}=V(I)$ be a projective variety. The dimension of $\mathbb{Y}$, denoted $\operatorname{dim}(\mathbb{Y})$, is the degree of the Hilbert polynomial of $S / I(\mathbb{Y})$, i.e., $\operatorname{dim}(\mathbb{Y})=\operatorname{dim}(S / I(\mathbb{Y}))-1$. If $Y=V(I)$ is an affine variety, the dimension of $Y$ is the degree of the affine Hilbert polynomial of $S / I(Y)$, that is, $\operatorname{dim}(Y)=\operatorname{dim}(S / I(Y))$.

Theorem 2.91. (The Dimension Theorem) Let $K$ be an algebraically closed field and let $I \subsetneq S$ be an ideal. If $\mathbb{Y}=V(I)$ is a projective variety in $\mathbb{P}^{s-1}$ and $I$ is graded $($ resp. $Y=V(I)$ is an affine variety in $\left.\mathbb{A}^{s}\right)$, then $\operatorname{dim}(\mathbb{Y})=\operatorname{dim}(S / I)-1($ resp. $\operatorname{dim}(Y)=\operatorname{dim}(S / I))$.

Proof. It follows from Theorems 2.90 and 2.83, respectively.

LEMMA 2.92. Let $\mathbb{Y}$ be a finite subset of $\mathbb{P}^{s-1}$, let $[\alpha]$ be a point in $\mathbb{Y}$, with $\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ and $\alpha_{k} \neq 0$ for some $k$, and let $I_{[\alpha]}$ be the vanishing ideal of $[\alpha]$. Then $I_{[\alpha]}$ is a prime ideal of height $s-1$,

$$
I_{[\alpha]}=\left(\left\{\alpha_{k} t_{i}-\alpha_{i} t_{k} \mid k \neq i \in\{1, \ldots, s\}\right), \operatorname{deg}\left(S / I_{[\alpha]}\right)=1,\right.
$$

and $I(\mathbb{Y})=\bigcap_{[Q] \in \mathbb{Y}} I_{[Q]}$ is the primary decomposition of $I(\mathbb{Y})$.
A similar statement holds for affine sets in affine spaces.
Lemma 2.93. Let $Y$ be a finite subset of $\mathbb{A}^{s}$, let $\alpha$ be a point in $Y$, with $\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$, and let $I_{\alpha}$ be the vanishing ideal of $\alpha$. Then $I_{\alpha}$ is a prime ideal of height $s$,

$$
I_{\alpha}=\left(t_{1}-\alpha_{1}, \ldots, t_{s}-\alpha_{s}\right), \operatorname{deg}\left(S / I_{\alpha}\right)=1
$$

and $I(Y)=\bigcap_{Q \in Y} I_{Q}$ is the primary decomposition of $I(Y)$.
LEMMA 2.94. If $\mathbb{Y} \subset \mathbb{P}^{s-1}$ is a finite set, then $\operatorname{deg}(S / I(\mathbb{Y}))=|\mathbb{Y}|$.
Proof. For $[P] \in \mathbb{Y}$, let $I_{[P]}$ be its vanishing ideal. Since $I(\mathbb{Y})=\cap_{[P] \in \mathbb{Y}} I_{[P]}$ and since $\operatorname{deg}\left(S / I_{[P]}\right)=1$ (see Lemma 4.5), the lemma follows from the additivity of the degree (see Proposition 4.2).

PROPOSITION 2.95. ([GKR93]) If $\mathbb{Y} \subset \mathbb{P}^{s-1}$ is a finite set, then

$$
1=H_{Y}(0)<H_{Y}(1)<\cdots<H_{Y}(r-1)<H_{Y}(d)=|\mathbb{Y}|
$$

for $d \geq r=\operatorname{reg}(S / I(\mathbb{Y}))$.
Proof. As $S / I(\mathbb{Y})$ is Cohen-Macaulay of dimension 1, by Theorem 1.115, its Hilbert polynomial has degree 0 . Hence, by Lemma 2.94, $H_{Y}(d)=|\mathbb{Y}|$ for $d \gg 0$. Consequently the result follows readily from Theorem 2.73.

LEMMA 2.96. If $\mathbb{Y} \subset \mathbb{P}^{s-1}$ and $\operatorname{dim}(S / I(\mathbb{Y}))=1$, then we have $|\mathbb{Y}|<\infty$ and $\operatorname{deg}(S / I(\mathbb{Y}))=$ $|\mathbb{Y}|$.

Proof. The Hilbert polynomial of $S / I(\mathbb{Y})$ has degree 0 . If $H_{\mathbb{Y}}$ denotes the Hilbert function of $S / I(\mathbb{Y})$, one has that $H_{Y}(d)=a_{0}$ for $d \gg 0$. If $|\mathbb{Y}|>a_{0}$, pick $\left[P_{1}\right], \ldots,\left[P_{a_{0}+1}\right]$ distinct points in $\mathbb{Y}$ and set $I=\cap_{i=1}^{a_{0}+1} I_{\left[P_{i}\right]}$, where $I_{\left[P_{i}\right]}$ is the vanishing ideal of $\left[P_{i}\right]$. Then $\operatorname{dim}(S / I)=1$ and $\operatorname{deg}(S / I)=a_{0}+1$ (see Proposition 4.2). Hence, by Lemma 2.94, $H_{I}(d)=a_{0}+1$ for $d \gg 0$. From the exact sequence

$$
0 \rightarrow I / I(\mathbb{Y}) \rightarrow S / I(\mathbb{Y}) \rightarrow S / I \rightarrow 0
$$

we get that $a_{0}=\operatorname{dim}_{K}(I / I(\mathbb{Y}))_{d}+\left(a_{0}+1\right)$ for $d \gg 0$, a contradiction. Thus $|\mathbb{Y}| \leq a_{0}$ and by Lemma 2.94 one has equality.

LEMMA 2.97. Let I be a graded ideal of a polynomial ring S over a field $K$. Then the radical of I is also graded.

THEOREM 2.98. Let $I \subset S$ be an ideal. The following hold.
(a): If $\operatorname{dim}(S / I)=0$, then $|V(I)| \leq \operatorname{dim}_{K}(S / \operatorname{rad}(I)) \leq \operatorname{dim}_{K}(S / I)<\infty$.
(b): If I is graded, $\operatorname{dim}(S / I)=1$, and $V(I) \subset \mathbb{P}^{s-1}$ is the zero set of $I$, then

$$
|V(I)| \leq \operatorname{deg}(S / \operatorname{rad}(I)) \leq \operatorname{deg}(S / I)
$$

Proof. (a) By Lemma 1.56 and Theorem 1.59 , one has $\operatorname{dim}_{K}(S / I)<\infty$. The second inequality is easy to show because there is an exact sequence of finite dimensional K vector spaces:

$$
0 \rightarrow \operatorname{rad}(I) / I \rightarrow S / I \rightarrow S / \operatorname{rad}(I) \rightarrow 0
$$

We may assume that $I$ is a radical ideal because $V(I)=V(\operatorname{rad}(I))$. Then the irredundant primary decomposition of $I$ has the form:

$$
I=\mathfrak{m}_{1} \cap \cdots \cap \mathfrak{m}_{r}
$$

where $\mathfrak{m}_{i}$ is a maximal ideal of $S$ for $i=1, \ldots, r$. Consequently, one has

$$
\begin{equation*}
V(I)=V\left(\mathfrak{m}_{1}\right) \cup \cdots \cup V\left(\mathfrak{m}_{r}\right) \tag{2.3.4}
\end{equation*}
$$

Notice that for each $i$ either $V\left(\mathfrak{m}_{i}\right)=\varnothing$ or $V\left(\mathfrak{m}_{i}\right)=\{a\}$ for some $a \in \mathbb{A}^{s}$. Indeed if $V\left(\mathfrak{m}_{i}\right) \neq \varnothing$, pick $a \in V\left(\mathfrak{m}_{i}\right)$ with $a=\left(a_{1}, \ldots, a_{s}\right)$, then

$$
\mathfrak{m}_{i} \subset\left(t_{1}-a_{1}, \ldots, t_{s}-a_{s}\right) \Rightarrow \mathfrak{m}_{i}=\left(t_{1}-a_{1}, \ldots, t_{s}-a_{s}\right)
$$

Thus $V\left(\mathfrak{m}_{i}\right)=\{a\}$. Hence, by Eq. (2.3.4), $|V(I)| \leq r$. By additivity of the degree (see Proposition 4.2) we get

$$
\operatorname{dim}_{K}(S / I)=\operatorname{deg}(S / I)=\sum_{i=1}^{r} \operatorname{deg}\left(S / \mathfrak{m}_{i}\right)=\sum_{i=1}^{r} \operatorname{dim}_{K}\left(S / \mathfrak{m}_{i}\right) \geq r
$$

Consequently $\operatorname{dim}_{K}(S / I) \geq r \geq|V(I)|$.
(b) Set $J=\operatorname{rad}(I)$. By Lemma 2.97, $J$ is a graded ideal. There is an exact sequence of graded rings:

$$
0 \rightarrow J / I \rightarrow S / I \rightarrow S / J \rightarrow 0
$$

As $I$ and $J$ are graded ideals of dimension 1, the Hilbert functions $H_{I}(d)$ and $H_{J}(d)$ of $I$ and $J$ are constant for $d \gg 0$. Therefore, from the exact sequence above, we get

$$
\operatorname{deg}(S / I)=H_{I}(d) \geq H_{J}((d)=\operatorname{deg}(S / J) \text { for } d \gg 0
$$

Thus $\operatorname{deg}(S / J) \leq \operatorname{deg}(S / I)$. We may assume that $I$ is a radical ideal because $V(I)=$ $V(\operatorname{rad}(I))$. Thanks to Lemma 1.100, the irredundant primary decomposition of $I$ has the form:

$$
I=\mathfrak{p}_{1} \cap \cdots \cap \mathfrak{p}_{r}
$$

where $\mathfrak{p}_{i}$ is a graded prime ideal of height $s-1$ for all $i$. Hence, one has

$$
\begin{equation*}
V(I)=V\left(\mathfrak{p}_{1}\right) \cup \cdots \cup V\left(\mathfrak{p}_{r}\right) \tag{2.3.5}
\end{equation*}
$$

Notice that for each $i$ either $V\left(\mathfrak{p}_{i}\right)=\varnothing$ or $V\left(\mathfrak{p}_{i}\right)=\{[a]\}$ for some $[a] \in \mathbb{P}^{s-1}$. Indeed if $V\left(\mathfrak{p}_{i}\right) \neq \varnothing$, pick $[a] \in V\left(\mathfrak{p}_{i}\right)$ with $a=\left(a_{1}, \ldots, a_{s}\right)$ and $a_{j} \neq 0$ for some $j$, for simplicity assume $j=1$, then

$$
\mathfrak{p}_{i} \subset I_{[a]}=\left(a_{2} t_{1}-t_{2}, a_{3} t_{1}-t_{3} \ldots, a_{s} t_{1}-t_{s}\right) \Rightarrow \mathfrak{p}_{i}=I_{[a]}
$$

Thus $V\left(\mathfrak{p}_{i}\right)=\{[a]\}$. Hence, by Eq. (2.3.5), $|V(I)| \leq r$. By additivity of the degree (see Proposition 4.2) we get

$$
\operatorname{deg}(S / I)=\sum_{i=1}^{r} \operatorname{deg}\left(S / \mathfrak{p}_{i}\right) \geq r
$$

Consequently $\operatorname{deg}(S / I) \geq r \geq|V(I)|$.
Lemma 2.99. Let $K$ be an algebraically closed field and let $I \subsetneq S$ be an ideal. The following hold.
(a) $V(I) \neq \varnothing$.
(b) If I is graded and $\operatorname{dim}(S / I) \geq 1$, then $V(I) \neq\{0\}$.

Proof. (a) Pick a maximal ideal $\mathfrak{m} \subset S$ containing $I$. By Theorem 2.81 there is $a=$ $\left(a_{1}, \ldots, a_{s}\right) \in K^{s}$ such that $\mathfrak{m}=\left(t_{1}-a_{1}, \ldots, t_{s}-a_{s}\right)$. Thus $V(I)$ is not empty because $a \in V(I)$.
(b) Consider the maximal irrelevant ideal $\mathfrak{m}=\left(t_{1}, \ldots, t_{s}\right)$. Clearly $I \subset \mathfrak{m}$ because $I$ is graded. Then $V_{I}$, the affine variety defined by $I$, contains the vector 0 . If $V_{I}=\{0\}$, by Theorem 2.83, we get that $\operatorname{rad}(I)=\mathfrak{m}$, a contradiction. Thus there is $0 \neq a \in V_{I}$. Hence $[a] \in V(I)$.

COROLLARY 2.100. Let $K$ be an algebraically closed field and let $I \subset S$ be an ideal. The following hold.
(a) If $\operatorname{dim}(S / I)=0$, then $|V(I)|=\operatorname{dim}_{K}(S / \operatorname{rad}(I))<\infty$.
(b) If I is graded and $\operatorname{dim}(S / I)=1$, then $|V(I)|=\operatorname{deg}(S / \operatorname{rad}(I))$.

Proof. It follows from the proof of Theorem 2.98 using Lemma 2.99.

### 2.4. The footprint of an ideal

Let $\prec$ be a monomial order on $S$ and let $(0) \neq I \subset S$ be an ideal.
DEFINITION 2.101. A monomial $t^{a}$ is a standard monomial of $S / I$, with respect to $\prec$, if $t^{a}$ is not the leading monomial of any polynomial in $I$. The set of standard monomials, denoted $\Delta_{\prec}(I)$, is called the footprint of $S / I$.

The image of $\Delta_{\prec}(I)$, under the canonical map $S \mapsto S / I, x \mapsto \bar{x}$, is a K-basis for $S / I$ (see Proposition 2.31). In particular if $I$ is graded, then $H_{I}(d)$ is the number of standard monomials of degree $d$.

LEMMA 2.102. [Car13, p. 2] Let $I \subset S$ be an ideal generated by $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$, then

$$
\Delta_{\prec}(I) \subset \Delta_{\prec}\left(\mathrm{in}_{\prec}\left(g_{1}\right), \ldots, \mathrm{in}_{\prec}\left(g_{r}\right)\right),
$$

with equality if $\mathcal{G}$ is a Gröbner basis.
Proof. Take $t^{a}$ in $\Delta_{\prec}(I)$. If $t^{a} \notin \Delta_{\prec}\left(\operatorname{in}_{\prec}\left(g_{1}\right), \ldots\right.$, in $\left.{ }_{\prec}\left(g_{r}\right)\right)$, then $t^{a}=t^{c}$ in $\prec\left(g_{i}\right)$ for some $i$ and some $t^{c}$. Thus $t^{a}=\operatorname{in}_{\prec}\left(t^{c} g_{i}\right)$, with $t^{c} g_{i}$ in $I$, a contradiction. The second statement holds by the definition of a Gröbner basis.

LEMMA 2.103. Let $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$ be a Gröbner basis of I. If for some $i$, the variable $t_{i}$ does not divides $\mathrm{in}_{\prec}\left(g_{j}\right)$ for all $j$, then $t_{i}$ is a regular element on $S / I$.

Proof. Assume that $t_{i} f \in I$. By the division algorithm we can write $f=g+h$, where $g \in I$ and $h$ is 0 or a standard polynomial. It suffices to show that $h=0$. If $h \neq 0$, then $t_{i} \mathrm{in}_{\prec}(h) \in \operatorname{in}_{\prec}(I)$. Since $t_{i} h \in I$, there are $g_{k}$ and $f$ such that in ${ }_{\prec}\left(t_{i} h\right)=t_{i} \mathrm{in}_{\prec}(h)=$ $f \mathrm{in}_{\prec}\left(g_{k}\right)$. Hence, using our hypothesis on $t_{i}$, we get that $\mathrm{in}_{\prec}(h)$ is a multiple of in $\mathrm{in}_{\prec}\left(g_{k}\right)$, a contradiction.

The element $f$ is called a zero-divisor of $S / I$ if there is $\overline{0} \neq \bar{a} \in S / I$ such that $f \bar{a}=\overline{0}$, and $f$ is called regular on $S / I$ otherwise.

This lemma tells us that if $t_{i}$ is a zero-divisor of $S / I$ for all $i$, then any variable $t_{i}$ must occur in an initial monomial in $\prec_{\prec}\left(g_{j}\right)$ for some $j$.

LEMMA 2.104. Let $\prec$ be a monomial order, let $I \subset S$ be an ideal, and let $f$ be a polynomial of $S$ of positive degree. If $\mathrm{in}_{\prec}(f)$ is regular on $S / \mathrm{in}_{\prec}(I)$, then $f$ is regular on $S / I$.

Proof. Let $g$ be a polynomial of $S$ such that $g f \in I$. It suffices to show that $g \in I$. By the division algorithm (see Theorem 2.24) we may assume that $g=0$ or that $g$ is a standard polynomial of $S / I$. If $g \neq 0$, then $\mathrm{in}_{\prec}(g) \mathrm{in}_{\prec}(f)$ is in $\mathrm{in}_{\prec}(I)$ and consequently $\mathrm{in}_{\prec}(g)$ is in $\mathrm{in}_{\prec}(I)$, a contradiction.

### 2.5. Computing zeros of polynomials

In this section we give a degree formula to compute the number of zeros that a homogeneous polynomial has in any given finite set of points in a projective space over any field.

Proposition 2.105. Let $I \subset S$ be an ideal, let $\prec$ be a monomial order on $S$, let $\Delta_{\prec}(I)$ be the set of standard monomials of $I$, and let X be a finite subset of $\mathbb{A}_{K}^{s}$. The following hold.
(a) If $\left|\Delta_{\prec}(I)\right|<\infty$, then $|V(I)| \leq\left|\Delta_{\prec}(I)\right|$.
(b) $|X|=|V(I(X))|=\left|\Delta_{\prec}(I(X))\right|=\operatorname{deg} S / I(X)=\operatorname{dim}_{K} S / I(X)$.

Proof. By Proposition 2.31, one has the equality $\left|\Delta_{\prec}(I)\right|=\operatorname{dim}_{K}(S / I)$. Hence, by Lemma 1.56, S/I is an Artinian ring. Thus the result follows by recalling that an Artinian ring has dimension zero (see Theorem 1.59) and applying Theorem 2.98 and Proposition 2.95 .

Lemma 2.106. If $I \subset S$ is an ideal and $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$ is a Gröbner basis of $I$, then $\Delta_{\prec}(I)$ is the set of all monomial of $S$ that are not a multiple of any of the leading monomials of $g_{1}, \ldots, g_{r}$.

Proof. It follows from the definition of a Gröbner basis.
Lemma 2.107. Let $I \subset S$ be an ideal generated by $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$, then

$$
\Delta_{\prec}(I) \subset \Delta_{\prec}\left(\operatorname{in}\left(g_{1}\right), \ldots, \operatorname{in}\left(g_{r}\right)\right)
$$

PROOF. Take $t^{a}$ in $\Delta_{\prec}(I)$. If $t^{a} \notin \Delta_{\prec}\left(\operatorname{in}\left(g_{1}\right), \ldots, \operatorname{in}\left(g_{r}\right)\right)$, then $t^{a}$ is a multiple of $\operatorname{in}\left(g_{i}\right)$ for some $i$ and consequently $t^{a}$ is a multiple of a monomial in the initial ideal of $I$, a contradiction.

An ideal $I \subset S$ is called unmixed if all its associated primes have the same height and $I$ is called radical if $I$ is equal to its radical. The radical of $I$ is denoted by $\operatorname{rad}(I)$.

LEMMA 2.108. Let $I \subset S$ be a radical unmixed graded ideal. If $f \in S$ is homogeneous, $(I: f) \neq I$, and $\mathcal{A}$ is the set of all associated primes of $S / I$ that contain $f$, then $\operatorname{ht}(I)=\operatorname{ht}(I, f)$ and

$$
\operatorname{deg} S /(I, f)=\sum_{\mathfrak{p} \in \mathcal{A}} \operatorname{deg} S / \mathfrak{p}
$$

Proof. As $f$ is a zero-divisor of $S / I$ and $I$ is unmixed, there is an associated prime ideal $\mathfrak{p}$ of $S / I$ of height $\operatorname{ht}(I)$ such that $f \in \mathfrak{p}$. Thus $I \subset(I, f) \subset \mathfrak{p}$, and consequently $h t(I)=h t(I, f)$. Therefore the set of associated primes of $(I, f)$ of height equal to $h t(I)$ is not empty and is equal to $\mathcal{A}$. There is an irredundant primary decomposition

$$
\begin{equation*}
(I, f)=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r} \cap \mathfrak{q}_{r+1}^{\prime} \cap \cdots \cap \mathfrak{q}_{t}^{\prime} \tag{2.5.1}
\end{equation*}
$$

where $\operatorname{rad}\left(\mathfrak{q}_{i}\right)=\mathfrak{p}_{i}, \mathcal{A}=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\}$, and $\operatorname{ht}\left(\mathfrak{q}_{i}^{\prime}\right)>\operatorname{ht}(I)$ for $i>r$. We may assume that the associated primes of $S / I$ are $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{m}$. Since $I$ is a radical ideal, we get that $I=\cap_{i=1}^{m} \mathfrak{p}_{i}$. Next we show the following equality:

$$
\begin{equation*}
\mathfrak{p}_{1} \cap \cdots \cap \mathfrak{p}_{m}=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r} \cap \mathfrak{q}_{r+1}^{\prime} \cap \cdots \cap \mathfrak{q}_{t}^{\prime} \cap \mathfrak{p}_{r+1} \cap \cdots \cap \mathfrak{p}_{m} \tag{2.5.2}
\end{equation*}
$$

The inclusion " $\supset$ " is clear because $\mathfrak{q}_{i} \subset \mathfrak{p}_{i}$ for $i=1, \ldots, r$. The equality " $\subset$ " follows by noticing that the right hand side of Eq. (4.2.2) is equal to $(I, f) \cap \mathfrak{p}_{r+1} \cap \cdots \cap \mathfrak{p}_{m}$, and consequently it contains $I=\cap_{i=1}^{m} \mathfrak{p}_{i}$. Notice that $\operatorname{rad}\left(\mathfrak{q}_{j}^{\prime}\right)=\mathfrak{p}_{j}^{\prime} \not \subset \mathfrak{p}_{i}$ for all $i, j$ and $\mathfrak{p}_{j} \not \subset \mathfrak{p}_{i}$ for $i \neq j$. Hence localizing Eq. (4.2.2) at the prime ideal $\mathfrak{p}_{i}$ for $i=1, \ldots, r$, we get that $\mathfrak{p}_{i}=I_{\mathfrak{p}_{i}} \cap S=\left(\mathfrak{q}_{i}\right)_{\mathfrak{p}_{i}} \cap S=\mathfrak{q}_{i}$ for $i=1, \ldots, r$. Using Eq. (4.2.1) and the additivity of the degree the required equality follows.

Given a subset $\mathbb{X} \subset \mathbb{P}^{s-1}$ define $I(\mathbb{X})$, the vanishing ideal of $\mathbb{X}$, as the ideal generated by the homogeneous polynomials in $S$ that vanish at all points of $\mathbb{X}$, and given a graded ideal $I \subset S$ define its zero set w.r.t $\mathbb{X}$ as

$$
V_{\mathbb{X}}(I)=\{[\alpha] \in \mathbb{X} \mid f(\alpha)=0, \forall f \in I \text { homogeneous }\}
$$

In particular, if $f \in S$ is homogeneous, the zero set $V_{\mathbb{X}}(f)$ of $f$ is the set of all $[\alpha] \in \mathbb{X}$ such that $f(\alpha)=0$, that is $V_{\mathbb{X}}(f)$ is the set of zeros of $f$ in $\mathbb{X}$.

THEOREM 2.109. Let $\mathbb{X}$ be a finite subset of $\mathbb{P}^{s-1}$ over a field $K$ and let $I(\mathbb{X}) \subset S$ be its graded vanishing ideal. If $0 \neq f \in S$ is homogeneous, then the number of zeros of $f$ in $\mathbb{X}$ is given by

$$
\left|V_{\mathbb{X}}(f)\right|=\left\{\begin{array}{cl}
\operatorname{deg} S /(I(\mathbb{X}), f) & \text { if }(I(\mathbb{X}): f) \neq I(\mathbb{X}), \\
0 & \text { if }(I(\mathbb{X}): f)=I(\mathbb{X}) .
\end{array}\right.
$$

Proof. Let $\left[P_{1}\right], \ldots,\left[P_{m}\right]$ be the points of $\mathbb{X}$ with $m=|\mathbb{X}|$ and let $[P]$ be a point in $\mathbb{X}$, with $P=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ and $\alpha_{k} \neq 0$ for some $k$. Then the vanishing ideal $I_{[P]}$ of $[P]$ is a prime ideal of height $s-1$,

$$
I_{[P]}=\left(\left\{\alpha_{k} t_{i}-\alpha_{i} t_{k} \mid k \neq i \in\{1, \ldots, s\}\right), \operatorname{deg}\left(S / I_{[P]}\right)=1,\right.
$$

and $I(\mathbb{X})=\bigcap_{i=1}^{m} I_{\left[P_{i}\right]}$ is a primary decomposition (see Lemma 4.5). In particular $I(\mathbb{X})$ is an unmixed radical ideal of dimension 1.

Assume that $(I(\mathbb{X}): f) \neq I(\mathbb{X})$. Let $\mathcal{A}$ be the set of all $I_{\left[P_{i}\right]}$ that contain the polynomial $f$. Then $f\left(P_{i}\right)=0$ if and only if $I_{\left[P_{i}\right]}$ is in $\mathcal{A}$. Hence, by Lemma 4.9, we get

$$
\left|V_{\mathbb{X}}(f)\right|=\sum_{\left[P_{i}\right] \in V_{\mathbb{X}}(f)} \operatorname{deg} S / I_{\left[P_{i}\right]}=\sum_{f \in I_{\left[P_{i}\right]}} \operatorname{deg} S / I_{\left[P_{i}\right]}=\operatorname{deg} S /(I(\mathbb{X}), f)
$$

If $(I(\mathbb{X}): f)=I(\mathbb{X})$, then $f$ is a regular element of $S / I(\mathbb{X})$. This means that $f$ is not in any of the associated primes of $I(\mathbb{X})$, that is, $f \notin I_{\left[P_{i}\right]}$ for all $i$. Thus $V_{\mathbb{X}}(f)=\varnothing$ and $\left|V_{\mathbb{X}}(f)\right|=0$.

The next result will be used to bound the number of zeros of polynomials over finite fields (see Corollary 4.15) and to study the general properties of the minimum distance function of a graded ideal.

Lemma 2.110. [MBPV17] Let $I \subset S$ be an unmixed graded ideal and let $\prec$ be a monomial order. If $f \in S$ is homogeneous and $(I: f) \neq I$, then
(i) $\operatorname{deg} S /(I, f) \leq \operatorname{deg} S /\left(\operatorname{in}_{\prec}(I), \operatorname{in}_{\prec}(f)\right) \leq \operatorname{deg} S / I$,
(ii) $\operatorname{deg} S / I=\operatorname{deg} S /(I: f)+\operatorname{deg} S /(I, f)$ if $f \notin I$, and
(iii) $\operatorname{deg}(S /(I, f))<\operatorname{deg}(S / I)$ if $f \notin I$.

Proof. (i) To simplify notation we set $J=(I, f)$ and $L=\left(\mathrm{in}_{\prec}(I)\right.$, in $\left.{ }_{\prec}(f)\right)$. First we show that $S / J$ and $S / L$ have dimension equal to $\operatorname{dim} S / I$. As $f$ is a zero-divisor of $S / I$ and $I$ is unmixed, there is an associated prime ideal $\mathfrak{p}$ of $S / I$ such that $f \in \mathfrak{p}$ and $\operatorname{dim} S / I=\operatorname{dim} S / \mathfrak{p}$. Since $I \subset J \subset \mathfrak{p}$, we get that $\operatorname{dim} S / J$ is $\operatorname{dim} S / I$. Since $S / I$ and $S / \mathrm{in}_{\prec}(I)$ have the same Hilbert function, and so does $S / \mathfrak{p}$ and $S / \mathrm{in}_{\prec}(\mathfrak{p})$, we obtain

$$
\operatorname{dim} S / \mathrm{in}_{\prec}(I)=\operatorname{dim} S / I=\operatorname{dim} S / \mathfrak{p}=\operatorname{dim} S / \operatorname{in}_{\prec}(\mathfrak{p})
$$

Hence, taking heights in the inclusions $\mathrm{in}_{\prec}(I) \subset L \subset \mathrm{in}_{\prec}(\mathfrak{p})$, we obtain $\operatorname{ht}(I)=\operatorname{ht}(L)$.
Pick a Gröbner basis $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$ of $I$. Then $J$ is generated by $\mathcal{G} \cup\{f\}$ and by Lemma 2.102 one has the inclusions

$$
\begin{aligned}
& \Delta_{\prec}(J)=\Delta_{\prec}(I, f) \subset \Delta_{\prec}\left(\operatorname{in}_{\prec}\left(g_{1}\right), \ldots, \operatorname{in}_{\prec}\left(g_{r}\right), \operatorname{in}_{\prec}(f)\right)= \\
& \quad \Delta_{\prec}\left(\operatorname{in}_{\prec}(I), \operatorname{in}_{\prec}(f)\right)=\Delta_{\prec}(L) \subset \Delta_{\prec}\left(\operatorname{in}_{\prec}\left(g_{1}\right), \ldots, \operatorname{in}_{\prec}\left(g_{r}\right)\right)=\Delta_{\prec}(I) .
\end{aligned}
$$

Thus $\Delta_{\prec}(J) \subset \Delta_{\prec}(L) \subset \Delta_{\prec}(I)$. Recall that $H_{I}(d)$, the Hilbert function of $I$ at $d$, is the number of standard monomials of degree $d$. Hence $H_{J}(d) \leq H_{L}(d) \leq H_{I}(d)$ for $d \geq 0$. If $\operatorname{dim}(S / I)$ is equal to 0 , then

$$
\operatorname{deg} S / J=\sum_{d \geq 0} H_{J}(d) \leq \operatorname{deg} S / L=\sum_{d \geq 0} H_{L}(d) \leq \operatorname{deg} S / I=\sum_{d \geq 0} H_{I}(d)
$$

Assume now that $\operatorname{dim}(S / I) \geq 1$. By the Hilbert theorem, $H_{J}, H_{L}, H_{I}$ are polynomial functions of degree equal to $k=\operatorname{dim}(S / I)-1$. Thus

$$
k!\lim _{d \rightarrow \infty} H_{J}(d) / d^{k} \leq k!\lim _{d \rightarrow \infty} H_{L}(d) / d^{k} \leq k!\lim _{d \rightarrow \infty} H_{I}(d) / d^{k}
$$

that is $\operatorname{deg} S / J \leq \operatorname{deg} S / L \leq \operatorname{deg} S / I$.

If $I$ is an unmixed radical ideal and $f \notin I$, then there is at least one minimal prime that does not contains $f$. Hence, by Lemma 4.9, it follows that $\operatorname{deg}(S /(I, f))<\operatorname{deg}(S / I)$.
(ii) Using that $I$ is unmixed, it is not hard to see that $S / I, S /(I: f)$, and $S /(I, f)$ have the same dimension. There is an exact sequence

$$
0 \longrightarrow S /(I: f)[-d] \xrightarrow{f} S / I \longrightarrow S /(I, f) \longrightarrow 0
$$

Hence, by the additivity of Hilbert functions, we get

$$
\begin{equation*}
H_{I}(i)=H_{(I: f)}(i-d)+H_{(I, f)}(i) \text { for } i \geq 0 \tag{2.5.3}
\end{equation*}
$$

If $\operatorname{dim} S / I=0$, then using Eq. (2.5.3) one has

$$
\sum_{i \geq 0} H_{I}(i)=\sum_{i \geq 0} H_{(I: f)}(i)+\sum_{i \geq 0} H_{(I, f)}(i) .
$$

Therefore, using the definition of degree, the required equality follows. If $k=\operatorname{dim} S / I-$ 1 and $k \geq 1$, by the Hilbert theorem, $H_{I}, H_{(I, f)}$, and $H_{(I: f)}$ are polynomial functions of degree $k$. Then dividing Eq. (2.5.3) by $i^{k}$ and taking limits as $i$ goes to infinity, the required equality follows.
(iii) This part follows at once from part (ii).

REMARK 2.111. Let $I \subset S$ be an unmixed graded ideal of dimension 1. If $f \in S_{d}$, then $(I: f)=I$ if and only if $\operatorname{dim}(S /(I, f))=0$. In this case $\operatorname{deg}(S /(I, f))$ could be greater than $\operatorname{deg}(S / I)$.

Corollary 2.112. Let $\mathbb{X}$ be a finite subset of a projective space $\mathbb{P}^{s-1}$ over a field $K$, let $I(\mathbb{X}) \subset S$ be its graded vanishing ideal, and let $\prec$ be a monomial order. If $0 \neq f \in S$ is homogeneous and $(I(\mathbb{X}): f) \neq I(\mathbb{X})$, then

$$
\left|V_{\mathbb{X}}(f)\right|=\operatorname{deg} S /(I(\mathbb{X}), f) \leq \operatorname{deg} S /\left(\operatorname{in}_{\prec}(I(\mathbb{X})), \operatorname{in}_{\prec}(f)\right) \leq \operatorname{deg} S / I(\mathbb{X})
$$

Proof. It follows from Theorem 4.10 and Lemma 4.14.
The next result gives a sufficient conditions for an ideal of dimension zero to be radical.
LEMMA 2.113. (Seidenberg's Lemma [BW93]) Let I $\subset S$ be an ideal of dimensional zero. If I contains a univariate polynomial $f_{i} \in K\left[t_{i}\right]$ with $\operatorname{gcd}\left(f_{i}, f_{i}^{\prime}\right)=1$ for $i=1, \ldots, s$, then $I$ is an intersection of finitely many maximal ideals. In particular, I is radical.

LEMMA 2.114. Let $I \subsetneq S$ be an ideal. If I is an intersection of a finite number of maximal ideals. Then any ideal containing I is a radical ideal.

Proof. Let $J$ be an ideal containing $I$. The ideal $I$ has a minimal primary decomposition $I=\cap_{i=1}^{m} \mathfrak{m}_{i}$, where $\mathfrak{m}_{i}$ is a maximal ideal for all $i$. Clearly $\operatorname{ht}(I)=\operatorname{ht}(J)=s$.

Therefore the set $\operatorname{Ass}(S / J)$ of associated primes of $S / J$ is a subset of $\operatorname{Ass}(S / I)$. Hence we may assume that $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{r}$ are the associated primes of $S / J$. There is a minimal primary decomposition

$$
J=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}
$$

where $\operatorname{rad}\left(\mathfrak{q}_{i}\right)=\mathfrak{m}_{\mathfrak{i}}$ for $i=1, \ldots, r$. Therefore

$$
I=\mathfrak{m}_{1} \cap \cdots \cap \mathfrak{m}_{m}=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r} \cap \mathfrak{m}_{r+1} \cap \cdots \cap \mathfrak{m}_{m}
$$

Hence localizing this equality at the prime ideal $\mathfrak{m}_{i}$ for $i=1, \ldots, r$, we get that $\mathfrak{m}_{i}=$ $I_{\mathfrak{m}_{i}} \cap S=\left(\mathfrak{q}_{i}\right)_{\mathfrak{m}_{i}} \cap S=\mathfrak{q}_{i}$ for $i=1, \ldots, r$. Thus $J$ is the intersection of $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{r}$ and $J$ is a radical ideal.

Corollary 2.115. Let $X$ be a finite subset of an affine space $\mathbb{A}^{s}$ over a field $K$. Then any ideal containing $I(X)$ is a radical ideal.

Proof. It follows from Lemmas 2.93 and 2.114.

THEOREM 2.116. Let $X$ be a finite subset of an affine space $\mathbb{A}^{s}$ over a field $K$ and let $I(X) \subset S$ be its vanishing ideal. If $0 \neq F \in S$, then the number of zeros of $F$ in $X$ is given by

$$
\left|V_{X}(F)\right|= \begin{cases}\operatorname{deg} S /(I(X), F) & \text { if }(I(X): F) \neq I(X) \\ 0 & \text { if }(I(X): F)=I(X)\end{cases}
$$

Proof. Let $P_{1}, \ldots, P_{m}$ be the points of $X$ with $m=|X|$ and let $P$ be a point in $X$, with $P=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ and $\alpha_{k} \neq 0$ for some $k$. Then the vanishing ideal $I_{P}$ of $P$ is a maximal ideal of height $s$,

$$
I_{P}=\left(t_{1}-\alpha_{1}, \ldots, t_{s}-\alpha_{s}\right), \operatorname{deg}\left(S / I_{P}\right)=1, \text { and }
$$

$I(X)=\bigcap_{P \in X} I_{Q}$ is a primary decomposition of $I(X)$ (see Lemma 2.93). In particular $I(X)$ is an unmixed radical ideal of dimension 0 .

Assume that $(I(X): F) \neq I(X)$. Let $\mathcal{A}$ be the set of all $I_{P_{i}}$ that contain the polynomial $F$. Then $F\left(P_{i}\right)=0$ if and only if $I_{P_{i}}$ is in $\mathcal{A}$. Hence, by Lemma 2.114, we get

$$
\left|V_{X}(F)\right|=\sum_{P_{i} \in V_{X}(F)} \operatorname{deg} S / I_{P_{i}}=\operatorname{deg} S /(I(X), F)
$$

If $(I(X): F)=I(X)$, then $F$ is a regular element of $S / I(X)$. This means that $F$ is not in any of the associated primes of $I(X)$, that is, $F \notin I_{P_{i}}$ for all $i$. Thus $V_{X}(F)=\varnothing$ and $\left|V_{X}(F)\right|=0$.

Let us illustrate the use of Theorem 2.116.

Example 2.117. Let $V_{X}(F)$ be the curve in $X=\mathbb{A}_{K}^{2}$ defined by the polynomial $F=$ $x^{4}+y^{4}-2$ over the finite field $K=\mathbb{F}_{5}$. Using Macaulay 2 [GSa] with the procedure below we obtain that $F$ has 16 zeros in $X$. Notice that $I(X)$ is equal to $\left(x^{5}-x, y^{5}-y\right)$.
$\mathrm{q}=5$
$S=Z Z / q[x, y]$;
$F=x^{\wedge} 4+y^{\wedge} 4-2$
Ix=ideal ( $\left.x^{\wedge} q^{-x}, y^{\wedge} q^{-y}\right)$
quotient $(I x, F)==I x$
$J=i d e a l(I x, F)$
degree J
EXAMPLE 2.118. Let $V_{X}(F)$ be the curve in $X=\mathbb{A}_{K}^{2}$ defined by the polynomial $F=$ $x^{3}+y^{6}-3$ over the finite field $K=\mathbb{F}_{7}$. Using Macaulay 2 [GSa] with the procedure below we obtain that $F$ has no zeros. Notice that $I(X)$ is equal to $\left(x^{7}-x, y^{7}-y\right)$.
$\mathrm{q}=7$
$\mathrm{R}=\mathrm{GF}(\mathrm{q})[\mathrm{x}, \mathrm{y}]$;
$\mathrm{F}=\mathrm{x}^{\wedge} 3+\mathrm{y}^{\wedge} 6-3$
Ix=ideal ( $x^{\wedge} q^{-}-x, y^{\wedge} q-y$ )
J=ideal (Ix, F)
quotient (Ix, $F$ ) $==I x$
degree J
Next we illustrate the use of Theorem 4.10.
Example 2.119. Let $V_{X}(F)$ be the variety in $X=\mathbb{P}^{2}$ defined by the polynomial

$$
F=t_{1}^{3}+t_{2}^{3}+t_{3}^{3}-3 t_{1} t_{2} t_{3}-3 t_{1}^{2} t_{2}-3 t_{2}^{2} t_{3}-3 t_{1} t_{3}^{2}
$$

over the finite field $K=\mathbb{F}_{1} 3$. Using Macaulay 2 [GSa] with the procedure below we obtain that $F$ has no zeros in $\mathbb{P}^{2}$.

```
q=13
```

$\mathrm{R}=\mathrm{GF}(\mathrm{q})[\mathrm{t} 1, \mathrm{t} 2, \mathrm{t} 3]$;
F=ideal (t1^3+t2^3+t3^3-3*t1*t2*t3-3*t1^2*t2-3*t2^2*t3-3*t1*t3^2)
Ix=ideal ( $\mathrm{t} 1^{\wedge} \mathrm{q} * \mathrm{t} 2-\mathrm{t} 1 * \mathrm{t} 2^{\wedge} \mathrm{q}, \mathrm{t} 1 \wedge \mathrm{q} * \mathrm{t} 3-\mathrm{t} 1 * \mathrm{t} 3^{\wedge} \mathrm{q}, \mathrm{t} 2^{\wedge} \mathrm{q} * \mathrm{t} 3-\mathrm{t} 2 * \mathrm{t} 3^{\wedge} \mathrm{q}$ )
J=ideal (Ix,F)
quotient (Ix, $F$ )==Ix
degree J

## CHAPTER 3

## Reed-Muller-Type Codes

In this chapter we study the families of projective and affine Reed-Muller-type codes and their connection to vanishing ideals and Hilbert functions. Also, we show a finite version of Hilbert Nullstellensatz.

### 3.1. Projective Reed-Muller-type codes

Let $S=K\left[t_{1}, \ldots, t_{s}\right]$ be a polynomial ring over a finite field $K=\mathbb{F}_{q}$ with the standard grading $S=\oplus_{d=0}^{\infty} S_{d}$ and let $\mathbb{Y}$ be a subset of $\mathbb{P}^{s-1}$. Let $P_{1}, \ldots, P_{m}$ be a set of representatives for the points of $\mathbb{Y}$ with $m=|\mathbb{Y}|$. Fix a degree $d \geq 1$. For each $i$ there is $f_{i} \in S_{d}$ such that $f_{i}\left(P_{i}\right) \neq 0$. Indeed suppose $P_{i}=\left[\left(a_{1}, \ldots, a_{s}\right)\right]$, there is at least one $j$ in $\{1, \ldots, s\}$ such that $a_{j} \neq 0$. Setting $f_{i}\left(t_{1}, \ldots, t_{s}\right)=t_{j}^{d}$ one has that $f_{i} \in S_{d}$ and $f_{i}\left(P_{i}\right) \neq 0$. There is a K-linear map:

$$
\begin{equation*}
\mathrm{ev}_{d}: S_{d}=K\left[t_{1}, \ldots, t_{s}\right]_{d} \rightarrow K^{|\mathbb{Y}|}, \quad f \mapsto\left(\frac{f\left(P_{1}\right)}{f_{1}\left(P_{1}\right)}, \ldots, \frac{f\left(P_{m}\right)}{f_{m}\left(P_{m}\right)}\right) . \tag{3.1.1}
\end{equation*}
$$

The map $\mathrm{ev}_{d}$ is called an evaluation map. The image of $S_{d}$ under $\mathrm{ev}_{d}$, denoted by $C_{\mathbb{Y}}(d)$, is called a projective Reed-Muller-type code of degree $d$ over $\mathbb{Y}$ [DRTR01, GSRTR02]. It is also called an evaluation code associated to $\mathbb{Y}$ [GLS05].

By a linear code we mean a linear subspace of $K^{m}$ for some $m$ and for some finite field K. Projective Reed-Muller-type codes are a special type of linear codes.

Definition 3.1. Let $0 \neq v \in C_{\mathbb{Y}}(d)$. The Hamming weight of $v$, denoted by $\|v\|$ or by $\omega(v)$, is the number of non-zero entries of $v$. The minimum distance of $C_{Y}(d)$, denoted by $\delta_{Y}(d)$ or $\delta\left(C_{Y}(d)\right)$, is defined as

$$
\left.\left.\delta_{\mathbb{Y}}(d):=\min \{\|v\|): 0 \neq v \in C\right)\right\} .
$$

DEFINITION 3.2. The basic parameters of the linear code $C_{\mathbb{Y}}(d)$ are: its length $|\mathbb{Y}|$, dimension $\operatorname{dim}_{K} C_{\mathbb{Y}}(d)$, and minimum distance $\delta_{\mathbb{Y}}(d)$.

If $\mathbb{Y}=\mathbb{P}^{s-1}, C_{\mathbb{Y}}(d)$ is the classical projective Reed-Muller code, and formulas for its basic parameters are given in [Sor91, Theorem 1].

Definition 3.3. The set $\mathbb{T}=\left\{\left[\left(x_{1}, \ldots, x_{s}\right)\right] \in \mathbb{P}^{s-1} \mid x_{i} \in K^{*}\right.$ for all $\left.i\right\}$ is called a projective torus in $\mathbb{P}^{s-1}$, and the set $T=\left(K^{*}\right)^{s}$ is called an affine torus in $\mathbb{A}^{s}$, where $K^{*}=K \backslash\{0\}$.

If $\mathbb{T}$ is a projective torus in $\mathbb{P}^{s-1}, C_{\mathbb{T}}(d)$ is the generalized projective Reed-Solomon code, and formulas for its basic parameters are given in [SPV11, Theorem 3.5].
If $\mathbb{X}$ is the image of a cartesian product of subsets of $K$, under the morphism $K^{s-1} \rightarrow \mathbb{P}^{s-1}$, $x \rightarrow[x, 1]$, then $C_{\mathbb{X}}(d)$ is an affine cartesian code and formulas for its basic parameters were given in [GT13, LRMV14].

LEMMA 3.4. (a) The map $\mathrm{ev}_{d}$ is well-defined, i.e., it is independent of the set of representatives that we choose for the points of $\mathbb{X}$. (b) The basic parameters of the Reed-Muller-type code $C_{\mathbb{X}}(d)$ are independent of $f_{1}, \ldots, f_{m}$.

PROOF. (a): If $P_{1}^{\prime}, \ldots, P_{m}^{\prime}$ is another set of representatives, there are $\lambda_{1}, \ldots, \lambda_{m}$ in $K^{*}$ such that $P_{i}^{\prime}=\lambda_{i} P_{i}$ for all $i$. Thus, $f\left(P_{i}^{\prime}\right) / f_{i}\left(P_{i}^{\prime}\right)=f\left(P_{i}\right) / f_{i}\left(P_{i}\right)$ for $f \in S_{d}$ and $1 \leq i \leq m$.
(b): Let $f_{1}^{\prime}, \ldots, f_{m}^{\prime}$ be homogeneous polynomials of $S$ of degree $d$ such that $f_{i}^{\prime}\left(P_{i}\right) \neq 0$ for $i=1, \ldots, m$, and let

$$
\mathrm{ev}_{d}^{\prime}: S_{d} \rightarrow K^{|\mathbb{X}|}, \quad f \mapsto\left(\frac{f\left(P_{1}\right)}{f_{1}^{\prime}\left(P_{1}\right)}, \ldots, \frac{f\left(P_{m}\right)}{f_{m}^{\prime}\left(P_{m}\right)}\right)
$$

be the evaluation map relative to $f_{1}^{\prime}, \ldots, f_{m}^{\prime}$. Then note that $\operatorname{ker}\left(\mathrm{ev}_{d}\right)=\operatorname{ker}\left(\mathrm{ev}_{d}^{\prime}\right)$ and $\left\|\mathrm{ev}_{d}(f)\right\|=\left\|\mathrm{ev}_{d}^{\prime}(f)\right\|$ for $f \in S_{d}$. It follows that the basic parameters of $\mathrm{ev}_{d}\left(S_{d}\right)$ and $\operatorname{ev}_{d}^{\prime}\left(S_{d}\right)$ are the same.

Lemma 3.5. (Singleton bound) Let $K$ be a field and let $V \subset K^{s}$ be a vector subspace. Then

$$
\delta_{V} \leq s-\operatorname{dim}_{K}(V)+1
$$

where $\delta_{V}=\min \{\|\alpha\| \mid \alpha \in V \backslash\{0\}\}$.
Proof. Pick $\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ with $\delta_{V}=\|\alpha\|$. Consider the subspace $W$ of $K^{s}$ generated by $e_{1}, \ldots, e_{\delta_{V}-1}$. Notice that $W \cap V=(0)$. Then

$$
s \geq \operatorname{dim}_{K}(V+W)=\operatorname{dim}_{K}(V)+\operatorname{dim}_{K}(W)+\operatorname{dim}_{K}(V \cap W)
$$

Therefore $s \geq \operatorname{dim}_{K}(V)+\delta_{V}-1$, as required.
The following summarizes the well-known relation between projective Reed-Mullertype codes and the theory of Hilbert functions. If $\mathbb{Y}$ is a subset of $\mathbb{P}^{s-1}$, we denote the Hilbert function $S / I(\mathbb{Y})$ by $H_{Y}$.

Proposition 3.6. ([GSRTR02, RMSV11]) The following hold.
(i) $H_{\mathbb{Y}}(d)=\operatorname{dim}_{K} C_{Y}(d)$ for $d \geq 0$.
(ii) $\operatorname{deg}(S / I(\mathbb{Y}))=|\mathbb{Y}|$.
(iii) $\delta_{\mathbb{Y}}(d)=1$ for $d \geq \operatorname{reg}(S / I(\mathbb{Y}))$.
(iv) $S / I(\mathbb{Y})$ is a reduced Cohen-Macaulay graded ring of dimension 1.
(v) $C_{Y}(d) \neq(0)$ for $d \geq 1$.
(vi) Singleton bound) $1 \leq \delta_{\mathbb{X}}(d) \leq|\mathbb{X}|-H_{\mathbb{X}}(d)+1$.

Proof. (i): The kernel of the evaluation map $\mathrm{ev}_{d}$, defined in Eq. (3.1.1), is precisely $I(\mathbb{Y})_{d}$. Hence there is an isomorphism of $K$-vector spaces between $S_{d} / I(\mathbb{Y})_{d}$ and $C_{\mathbb{Y}}(d)$. Thus $H_{Y}(d)$ is equal to $\operatorname{dim}_{K} C_{Y}(d)$.
(ii): This follows readily from Proposition 2.95 .
(iii): For $d \geq \operatorname{reg}(S / I(\mathbb{Y}))$ ), one has that $H_{Y}(d)=|\mathbb{Y}|$. Thus, by part (i), we get that $C_{Y}(d)$ is equal to $K^{|Y|}$. Consequently $\delta_{Y}(d)=1$.
(iv): By Lemma 4.5 , the primary decomposition of $I(\mathbb{Y})$ is

$$
\begin{equation*}
I(\mathbb{Y})=\bigcap_{[Q] \in \mathbb{Y}} I_{[Q]}, \tag{3.1.2}
\end{equation*}
$$

where $I_{[Q]}$ is a prime ideal of height $s-1$ for any $[Q] \in \mathbb{Y}$. Hence the height of $I(\mathbb{Y})$ is $s-1$ and the dimension of $S / I(\mathbb{Y})$ is 1 . Hence depth $(S / I(\mathbb{Y})) \leq 1$ (see Lemma 1.80). To complete the proof notice that, by Eq. (3.1.2), the maximal ideal $\mathfrak{m}=\left(t_{1}, \ldots, t_{s}\right)$ is not an associated prime of $I(\mathbb{Y})$; that is depth $(S / I(\mathbb{Y}))>0$ and $S / I(\mathbb{Y})$ is Cohen-Macaulay.
(v), (vi): Part (v) follows readily from Proposition 2.95 and part (vi) follows from Lemma 3.5.

Degree and regularity via Hilbert series. The degree and the regularity of $S / I(\mathbb{Y})$ can be read off from its Hilbert series. Indeed, the Hilbert series can be written as

$$
F_{\mathfrak{Y}}(t):=\sum_{i=0}^{\infty} H_{\mathrm{Y}}(i) t^{i}=\sum_{i=0}^{\infty} \operatorname{dim}_{K}(S / I(\mathbb{Y}))_{i} t^{i}=\frac{h_{0}+h_{1} t+\cdots+h_{r} t^{r}}{1-t},
$$

where $h_{0}, \ldots, h_{r}$ are positive integers; see [Sta78]. This follows from the fact that $I(\mathbb{Y})$ is a Cohen-Macaulay ideal of height $s-1$. The number $r$ is the regularity of $S / I(\mathbb{Y})$ and $h_{0}+\cdots+h_{r}$ is the degree of $S / I(\mathbb{Y})$.

### 3.2. Regularity and minimum distance

Lemma 3.7. Let $\mathbb{Y}=\{[\alpha],[\beta]\}$ be a subset of $\mathbb{P}^{s-1}$ with two elements. The following hold.
(i) $\operatorname{reg} S / I(\mathbb{Y})=1$.
(ii) There is $h \in S_{1}$, a form of degree 1 , such that $h(\alpha) \neq 0$ and $h(\beta)=0$.
(iii) For each $d \geq 1$, there is $f \in S_{d}$, a form of degree $d$, such that $f(\alpha) \neq 0$ and $f(\beta)=0$.
(iv) If $\mathbb{X}$ is a subset of $\mathbb{P}^{s-1}$ with at least two elements and $d \geq 1$, then there is $f \in S_{d}$ such $f \notin I(\mathbb{X})$ and $(I(\mathbb{X}): f) \neq I(\mathbb{X})$.

Proof. (i): As $H_{\mathbb{Y}}(0)=1$ and $|\mathbb{Y}|=2$, by Proposition 2.95, we get that $H_{\mathbb{Y}}(1)=$ $|\mathbb{Y}|=2$. Thus $S / I(\mathbb{Y})$ has regularity equal to 1 .
(ii): Consider the evaluation map

$$
\mathrm{ev}_{1}: S_{1} \longrightarrow K^{2}, \quad f \mapsto\left(f(\alpha) / f_{1}(\alpha), f(\beta) / f_{2}(\beta)\right) .
$$

By part (i) this map is onto. Thus $(1,0)$ is in the image of $\mathrm{ev}_{1}$ and the result follows.
(iii): It follows from part (ii) by setting $f=h^{d}$.
(iv): By part (iii), there are distinct $[\alpha],[\beta]$ in $\mathbb{X}$ and $f \in S_{d}$ such that $f(\alpha) \neq 0, f(\beta)=0$. Then $f \notin I(\mathbb{X})$. Notice that $f(\beta)=0$ if and only if $f \in I_{[\beta]}$. Therefore, by Theorem 4.3 and Lemma 4.5, we have that $f$ is a zero-divisor of $S / I(\mathbb{X})$, thus $(I(\mathbb{X}): f) \neq I(\mathbb{X})$.

The next result was shown in [RMSV11, Proposition 5.2] for some special type of Reed-Muller-type codes (cf. [Toh09, Proposition 2.1]).

PROPOSITION 3.8. There is an integer $r \geq 0$ such that

$$
|\mathbb{X}|=\delta_{\mathbb{X}}(0)>\delta_{\mathbb{X}}(1)>\cdots>\delta_{\mathbb{X}}(d)=\delta_{\mathbb{X}}(r)=1 \text { for } d \geq r
$$

Proof. Assume that $\delta_{\mathbb{X}}(d)>1$, it suffices to show that $\delta_{\mathbb{X}}(d)>\delta_{\mathbb{X}}(d+1)$. Pick $g \in S_{d}$ such that $g \notin I(\mathbb{X})$ and

$$
\left|V_{\mathbb{X}}(g)\right|=\max \left\{\left|V_{\mathbb{X}}(f)\right|: \operatorname{ev}_{d}(f) \neq 0 ; f \in S_{d}\right\}
$$

Then $\delta_{\mathbb{X}}(d)=|\mathbb{X}|-\left|V_{\mathbb{X}}(g)\right| \geq 2$. Thus there are distinct points $[\alpha],[\beta]$ in $\mathbb{X}$ such that $g(\alpha) \neq 0$ and $g(\beta) \neq 0$. By Lemma 3.7, there is a linear form $h \in S_{1}$ such that $h(\alpha) \neq 0$ and $h(\beta)=0$. Hence the polynomial $h g$ is not in $I(\mathbb{X})$, has degree $d+1$, and has at least $\left|V_{\mathbb{X}}(g)\right|+1$ zeros. Thus $\delta_{\mathbb{X}}(d)>\delta_{\mathbb{X}}(d+1)$, as required.

The regularity of $S / I(\mathbb{X})$, denoted $\operatorname{reg}(S / I(\mathbb{X}))$, is the least integer $r \geq 0$ such that $H_{\mathbb{X}}(d)$ is equal to $h_{I(\mathbb{X})}(d)$ for $d \geq r$. As is seen below, the knowledge of the regularity of $S / I(\mathbb{X})$ is important for applications to coding theory. According to [GKR93] and Proposition 3.8, there are integers $r \geq 0$ and $r_{1} \geq 0$ such that

$$
1=H_{\mathbb{X}}(0)<H_{\mathbb{X}}(1)<\cdots<H_{\mathbb{X}}(r-1)<H_{\mathbb{X}}(d)=|\mathbb{X}|
$$

for $d \geq r=\operatorname{reg}(S / I(\mathbb{X}))$, and

$$
|\mathbb{X}|=\delta_{\mathbb{X}}(0)>\delta_{\mathbb{X}}(1)>\cdots>\delta_{\mathbb{X}}\left(r_{1}-1\right)>\delta_{\mathbb{X}}\left(r_{1}\right)=\delta_{\mathbb{X}}(d)=1 \text { for } d \geq r_{1}
$$

respectively. The integer $r_{1}$ is called the regularity of $\delta_{\mathbb{X}}$ and is denoted reg $\left(\delta_{\mathbb{X}}\right)$. In general $r_{1} \leq r$ (see the discussion below). Using the methods of [RMSV11, TV15], the regularity of $S / I(\mathbb{X})$ can be effectively computed when $\mathbb{X}$ is parameterized by monomials, but $r_{1}$ is very difficult to compute.

The Hilbert function and the minimum distance are related by the Singleton bound:

$$
1 \leq \delta_{\mathbb{X}}(d) \leq|\mathbb{X}|-H_{\mathbb{X}}(d)+1
$$

In particular, if $d \geq \operatorname{reg}(S / I(\mathbb{X})) \geq 1$, then $\delta_{\mathbb{X}}(d)=1$. The converse is not true. Thus, potentially good Reed-Muller-type codes $C_{\mathbb{X}}(d)$ can occur only if $1 \leq d<\operatorname{reg}(S / I(\mathbb{X}))$. There are some families where $d \geq \operatorname{reg}(S / I(\mathbb{X})) \geq 1$ if and only if $\delta_{\mathbb{X}}(d)=1$ [LRMV14, SPV11, Sor91], but we do not know of any set $\mathbb{X}$ parameterized by monomials where this fails. If $\mathbb{X}$ is parameterized by monomials we say that $C_{\mathbb{X}}(d)$ is a projective parameterized code [RMSV11, TV15].

Conjeture. If $\mathbb{X} \subset \mathbb{P}^{s-1}$ is parameterized by monomials and $X=\mathbb{T} \cap \mathbb{X}$, where $\mathbb{T}$ is a projective torus, then we have that $\operatorname{reg}(S / I(\mathbb{X}))=\operatorname{reg}\left(\delta_{\mathbb{X}}\right)$ and $\operatorname{reg}(S / I(X))=\operatorname{reg}\left(\delta_{X}\right)$.

### 3.3. Affine Reed-Muller-type codes

Let $K=\mathbb{F}_{q}$ be a finite field, let $Y$ be a subset of $\mathbb{A}^{s}$, and let $\mathbb{Y}$ be the projective closure of $Y$. As $Y$ is finite, its projective closure is:

$$
\mathbb{Y}=\{[(\alpha, 1)] \mid \alpha \in Y\} \subset \mathbb{P}^{s}
$$

Let $S=K\left[t_{1}, \ldots, t_{s}\right]$ be a polynomial ring, let $P_{1}, \ldots, P_{m}$ be the points of $Y$, and let $S_{\leq d}$ be the $K$-vector space of all polynomials of $S$ of degree at most $d$. The evaluation map

$$
\mathrm{ev}_{d}^{a}: S_{\leq d} \longrightarrow K^{|Y|}, \quad f \mapsto\left(f\left(P_{1}\right), \ldots, f\left(P_{m}\right)\right),
$$

defines a linear map of $K$-vector spaces. The image of $\mathrm{ev}_{d}{ }^{a}$, denoted by $C_{Y}(d)$, defines a linear code. We call $C_{Y}(d)$ the affine Reed-Muller-type code of degree $d$ on $Y$ [TV13]. If $Y$ is a subset of $\mathbb{A}^{s}$, we denote the affine Hilbert function of $S / I(Y)$ by $H_{Y}^{a}$.

The regularity of $S[u] / I(\mathbb{Y})$ is important for applications to coding theory as the next result shows.

LEMMA 3.9. (a) $H_{Y}^{a}(d)=H_{Y}(d)$ for $d \geq 0$.
(b) $\operatorname{dim}_{K}\left(C_{Y}(d)\right)=H_{Y}(d)$ and length of $C_{Y}(d)$ is $\operatorname{deg}(S[u] / I(\mathbb{Y}))$.
(c) $\delta_{Y}(d):=\delta\left(C_{Y}(d)\right)=1$ for $d \geq \operatorname{reg} S[u] / I(\mathbb{Y})$.

Proof. (a): It follows at once from Proposition 2.88.
(b): The kernel of $\mathrm{ev}_{d}^{a}$ is $I(Y)_{\leq d}$. Thus $S_{\leq d} / I(Y)_{\leq d} \simeq C_{Y}(d)$. Therefore $H_{Y}^{a}(d)=$ $\operatorname{dim}_{K} C_{Y}(d)$. Thus, by (a), the required equalities follows.
(c): For $d \geq \operatorname{reg} S[u] / I(\mathbb{Y})$ the linear code $C_{Y}(d)$ coincides with $K^{|Y|}$ and has, accordingly, minimum distance equal to 1 .

Proposition 3.10. The affine Reed-Muller-type code $C_{Y}(d)$ has the same basic parameters that the projective Reed-Muller-type code $\mathrm{C}_{\mathbb{Y}}(d)$.

Proof. We set $Q_{i}=\left(P_{i}, 1\right)$ for $i=1, \ldots, m$, where $P_{1}, \ldots, P_{m}$ are the points of $Y$. Thanks to Lemma 3.4 we may take $Q_{1}, \ldots, Q_{m}$ as the set of representatives of $\mathbb{Y}$ and assume that $C_{\mathbb{Y}}(d)$ is the image of the linear map

$$
\mathrm{ev}_{d}: S[u]_{d} \rightarrow K^{|\mathrm{Y}|}, \quad f \mapsto\left(f\left(Q_{i}\right) / f_{i}\left(Q_{i}\right)\right)_{i=1}^{m},
$$

where $f_{i}\left(t_{1}, \ldots, t_{n}, u\right)=u^{d}$ for $i=1, \ldots, m$ and $u$ is a new variable. Thus it suffices to show that $C_{Y}(d)=C_{Y}(d)$ for $d \geq 1$. Since

$$
S[u]_{d} / I(\mathbb{Y})_{d} \simeq C_{\mathbb{Y}}(d) \text { and } S_{\leq d} / I(Y)_{\leq d} \simeq C_{Y}(d)
$$

by Lemma 3.9, we get that the linear codes $C_{Y}(d)$ and $C_{\mathbb{Y}}(d)$ have the same dimension, and the same length. Thus, it suffices to show the inclusion " $\supset$ ". Any point of $C_{\mathbb{Y}}(d)$ has the form $W=\left(f\left(P_{i}, 1\right)\right)_{i=1}^{m}$ with $f \in S[u]_{d}$. If $\widetilde{f}$ is the polynomial $f\left(t_{1}, \ldots, t_{n}, 1\right)$, then $\tilde{f}$ is in $S_{\leq d}$ and $f\left(P_{i}, 1\right)=\widetilde{f}\left(P_{i}\right)$ for all $i$. Thus, $W$ is in $C_{Y}(d)$, as required.

Affine variety codes. Let $X$ be a finite subset of an affine space $\mathbb{A}_{K}^{s}$ over a field $K$ and let $I(X)$ be its vanishing ideal. The coordinate ring

$$
S / I(X)=K\left[t_{1}, \ldots, t_{s}\right] / I(X)
$$

of the affine variety $X$ is an Artinian ring, because it has Krull dimension zero, and $\operatorname{dim}_{K}(S / I(X))=\operatorname{deg} S / I(X)=|X|$ (see Lemma 3.9). Thus we have an isomorphism of $K$-vector spaces

$$
\phi: S / I(X) \rightarrow \mathbb{A}^{m}, \bar{f} \mapsto\left(f\left(P_{1}\right), \ldots, f\left(P_{m}\right)\right)
$$

where $X=\left\{P_{1}, \ldots, P_{m}\right\}$ and $m=|X|$. If $K=\mathbb{F}_{q}$ is a finite field and $X=\mathbb{A}^{s}$, then $I(X)=\left(t_{1}^{q}-t_{1}, \ldots, t_{s}^{q}-t_{s}\right)$.

Definition 3.11 ([FL98]). Let $K=\mathbb{F}_{q}$ be a finite field and let $L$ be a $K$-linear subspace of $S / I(X)$. The affine variety code, denoted by $C(I(X), L)$, is the image of $L$ under the evaluation map $\phi$.

Affine variety codes are a natural generalization of affine Reed-Muller-type codes. The decoding of affine variety codes using Gröbner basis was studied in [FL98]. The images
in $S / I(X)$ of the set of standard monomials of $I(X)$ with respect to a monomial order $\prec$ form a K-basis of $S / I(X)$. This is why it is natural to use Gröbner basis to study affine variety codes.

## CHAPTER 4

## Generalized Minimum Distance Functions

We explore the $r$-th generalized minimum distance function (gmd function for short) and the corresponding generalized footprint function of a graded ideal in a polynomial ring over a field. If $\mathbb{X}$ is a set of projective points over a finite field and $I(\mathbb{X})$ is its vanishing ideal, we show that the gmd function and the Vasconcelos function of $I(\mathbb{X})$ are equal to the $r$-th generalized Hamming weight of the corresponding Reed-Muller-type code $C_{\mathbb{X}}(d)$. We show that the $r$-th generalized footprint function of $I(\mathbb{X})$ is a lower bound for the $r$-th generalized Hamming weight of $C_{\mathbb{X}}(d)$. As an application to coding theory we show an explicit formula and a combinatorial formula for the second generalized Hamming weight of an affine cartesian code.

### 4.1. Generalized Hamming weights and commutative algebra

In this section we recall some of the results that will be needed throughout this chapter and introduce some more notation. All results of this section are well-known.

Generalized Hamming weights. Let $K=\mathbb{F}_{q}$ be a finite field and let $C$ be a $[m, k]$ linear code of length $m$ and dimension $k$.

The $r$-th generalized Hamming weight of $C$, denoted $\delta_{r}(C)$, is the size of the smallest support of an $r$-dimensional subcode, that is,

$$
\delta_{r}(C):=\min \left\{|\chi(D)|: D \text { is a linear subcode of } C \text { with } \operatorname{dim}_{K}(D)=r\right\}
$$

The weight hierarchy of $C$ is the sequence $\left(\delta_{1}(C), \ldots, \delta_{k}(C)\right)$ and $\delta_{1}(C)$ is called the minimum distance of $C$ and is denoted by $\delta(C)$. According to [Wei91, Theorem 1, Corollary 1] the weight hierarchy is an increasing sequence

$$
1 \leq \delta_{1}(C)<\delta_{2}(C)<\cdots<\delta_{r}(C) \leq m
$$

and $\delta_{r}(C) \leq m-k+r$ for $r=1, \ldots, k$. For $r=1$ this is the Singleton bound for the minimum distance. Notice that $\delta_{r}(C) \geq r$.

Recall that the support $\chi(\beta)$ of a vector $\beta \in K^{m}$ is $\chi(K \beta)$, that is, $\chi(\beta)$ is the set of non-zero entries of $\beta$.

Lemma 4.1. Let $D$ be a subcode of $C$ of dimension $r \geq 1$. If $\beta_{1}, \ldots, \beta_{r}$ is a $K$-basis for $D$ with $\beta_{i}=\left(\beta_{i, 1}, \ldots, \beta_{i, m}\right)$ for $i=1, \ldots, r$, then $\chi(D)=\cup_{i=1}^{r} \chi\left(\beta_{i}\right)$ and the number of elements of $\chi(D)$ is the number of non-zero columns of the matrix:

$$
\left[\begin{array}{ccccc}
\beta_{1,1} & \cdots & \beta_{1, i} & \cdots & \beta_{1, m} \\
\beta_{2,1} & \cdots & \beta_{2, i} & \cdots & \beta_{2, m} \\
\vdots & \cdots & \vdots & \cdots & \vdots \\
\beta_{r, 1} & \cdots & \beta_{r, i} & \cdots & \beta_{r, m}
\end{array}\right] .
$$

Commutative algebra. Let $S=K\left[t_{1}, \ldots, t_{s}\right]=\oplus_{d=0}^{\infty} S_{d}$ be a polynomial ring over a field $K$ with the standard grading and let $I \neq(0)$ be a graded ideal of $S$ of Krull dimension $k$. The Hilbert function of $S / I$ is:

$$
H_{I}(d):=\operatorname{dim}_{K}\left(S_{d} / I_{d}\right), \quad d=0,1,2, \ldots,
$$

where $I_{d}=I \cap S_{d}$. By a theorem of Hilbert [Sta78, p. 58], there is a unique polynomial $h_{I}(x) \in \mathbb{Q}[x]$ of degree $k-1$ such that $H_{I}(d)=h_{I}(d)$ for $d \gg 0$. The degree of the zero polynomial is -1 .

The degree or multiplicity of $S / I$ is the positive integer

$$
\operatorname{deg}(S / I):= \begin{cases}(k-1)!\lim _{d \rightarrow \infty} H_{I}(d) / d^{k-1} & \text { if } k \geq 1, \\ \operatorname{dim}_{K}(S / I) & \text { if } k=0 .\end{cases}
$$

We will use the following multi-index notation: for $a=\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{N}^{s}$, set $t^{a}:=$ $t_{1}^{a_{1}} \cdots t_{s}^{a_{s}}$. The multiplicative group of the field $K$ is denoted by $K^{*}$. As usual $\operatorname{ht}(I)$ will denote the height of the ideal $I$. By the dimension of $I$ (resp. $S / I$ ) we mean the Krull dimension of $S / I$. The Krull dimension of $S / I$ is denoted by $\operatorname{dim}(S / I)$.

One of the most useful and well-known facts about the degree is its additivity:

Proposition 4.2. (Additivity of the degree [OPVV14, Proposition 2.5]) If I is an ideal of $S$ and $I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{m}$ is an irredundant primary decomposition, then

$$
\operatorname{deg}(S / I)=\sum_{\mathrm{ht}\left(\mathfrak{q}_{\mathfrak{i}}\right)=\mathrm{ht}(I)} \operatorname{deg}\left(S / \mathfrak{q}_{i}\right) .
$$

If $F \subset S$, the quotient ideal of $I$ with respect to $(F)$ is given by $(I:(F))$. An element $f$ is called a zero-divisor of $S / I$ if there is $\overline{0} \neq \bar{a} \in S / I$ such that $f \bar{a}=\overline{0}$, and $f$ is called regular on $S / I$ if $f$ is not a zero-divisor. Thus $f$ is a zero-divisor if and only if $(I: f) \neq I$. An associated prime of $I$ is a prime ideal $\mathfrak{p}$ of $S$ of the form $\mathfrak{p}=(I: f)$ for some $f$ in $S$.

THEOREM 4.3. [Vil15, Lemma 2.1.19, Corollary 2.1.30] If $I$ is an ideal of $S$ and $I=\mathfrak{q}_{1} \cap$ $\cdots \cap \mathfrak{q}_{m}$ is an irredundant primary decomposition with $\operatorname{rad}\left(\mathfrak{q}_{i}\right)=\mathfrak{p}_{i}$, then the set of zero-divisors $\mathcal{Z}(S / I)$ of $S / I$ is equal to $\bigcup_{i=1}^{m} \mathfrak{p}_{i}$, and $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{m}$ are the associated primes of $I$.

DEFINITION 4.4. The regularity of $S / I$, denoted $\operatorname{reg}(S / I)$, is the least integer $r \geq 0$ such that $H_{I}(d)$ is equal to $h_{I}(d)$ for $d \geq r$.

The footprint of an ideal. Let $\prec$ be a monomial order on $S$ and let $(0) \neq I \subset S$ be an ideal. A monomial $t^{a}$ is called a standard monomial of $S / I$, with respect to $\prec$, if $t^{a}$ is not the leading monomial of any polynomial in $I$. The set of standard monomials, denoted $\Delta_{\prec}(I)$, is called the footprint of $S / I$. The image of the standard polynomials of degree $d$, under the canonical map $S \mapsto S / I, x \mapsto \bar{x}$, is equal to $S_{d} / I_{d}$, and the image of $\Delta_{\prec}(I)$ is a basis of $S / I$ as a $K$-vector space (see [Vil15, Proposition 3.3.13]). In particular, if $I$ is graded, then $H_{I}(d)$ is the number of standard monomials of degree $d$.

A subset $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$ of $I$ is called a Gröbner basis of $I$ if

$$
\operatorname{in}_{\prec}(I)=\left(\operatorname{in}_{\prec}\left(g_{1}\right), \ldots, \operatorname{in}_{\prec}\left(g_{r}\right)\right)
$$

Vanishing ideal of a finite set. The projective space of dimension $s-1$ over the field $K$ is denoted $\mathbb{P}^{s-1}$. It is usual to denote the equivalence class of $\alpha$ by $[\alpha]$.

For a given a subset $\mathbb{X} \subset \mathbb{P}^{s-1}$ define $I(\mathbb{X})$, the vanishing ideal of $\mathbb{X}$, as the ideal generated by the homogeneous polynomials in $S$ that vanish at all points of $\mathbb{X}$, and given a graded ideal $I \subset S$ define its zero set relative to $\mathbb{X}$ as

$$
V_{\mathbb{X}}(I)=\{[\alpha] \in \mathbb{X} \mid f(\alpha)=0 \forall f \in I \text { homogeneous }\} .
$$

In particular, if $f \in S$ is homogeneous, the zero set $V_{\mathbb{X}}(f)$ of $f$ is the set of all $[\alpha] \in \mathbb{X}$ such that $f(\alpha)=0$, that is $V_{\mathbb{X}}(f)$ is the set of zeros of $f$ in $\mathbb{X}$.

LEMMA 4.5. Let $\mathbb{X}$ be a finite subset of $\mathbb{P}^{s-1}$, and consider $[\alpha]$ be a point in $\mathbb{X}$ with $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ and $\alpha_{k} \neq 0$ for some $k$, and let $I_{[\alpha]}$ be the vanishing ideal of $[\alpha]$. Then $I_{[\alpha]}$ is a prime ideal,

$$
I_{[\alpha]}=\left(\left\{\alpha_{k} t_{i}-\alpha_{i} t_{k} \mid k \neq i \in\{1, \ldots, s\}\right), \operatorname{deg}\left(S / I_{[\alpha]}\right)=1,\right.
$$

$\operatorname{ht}\left(I_{[\alpha]}\right)=s-1$, and $I(\mathbb{X})=\bigcap_{[\beta] \in \mathbb{X}} I_{[\beta]}$ is the primary decomposition of $I(\mathbb{X})$.

DEFINITION 4.6. The set $\mathbb{T}=\left\{\left[\left(x_{1}, \ldots, x_{s}\right)\right] \in \mathbb{P}^{s-1} \mid x_{i} \in K^{*} \forall i\right\}$ is called a projective torus.

### 4.2. Computing the number of points of a variety

In this section we give a degree formula to compute the number of solutions of a system of homogeneous polynomials over any given finite set of points in a projective space over a field.

Lemma 4.7. Let $\mathbb{X}$ be a finite subset of $\mathbb{P}^{s-1}$ over a field $K$. If $F=\left\{f_{1}, \ldots, f_{r}\right\}$ is a set of homogeneous polynomials of $S \backslash\{0\}$, then

$$
V_{\mathbb{X}}(F)=\varnothing \text { if and only if }(I(\mathbb{X}):(F))=I(\mathbb{X})
$$

PROOF. $\Rightarrow$ ) Assume that that $I(\mathbb{X}) \subsetneq(I(\mathbb{X}):(F))$. Pick a homogeneous polynomial $g$ such that $g f_{i} \in I(\mathbb{X})$ for all $i$ and $g \notin I(\mathbb{X})$. Then there is $[\alpha]$ in $\mathbb{X}$ such that $g(\alpha) \neq 0$. Thus $f_{i}(\alpha)=0$ for all $i$, that is, $[\alpha] \in V_{\mathbb{X}}(F)$, a contradiction.
$\Leftarrow)$ We can write $\mathbb{X}=\left\{\left[P_{1}\right], \ldots,\left[P_{m}\right]\right\}$ and $I(\mathbb{X})=\cap_{i=1}^{m} \mathfrak{p}_{i}$, where $\mathfrak{p}_{i}$ is equal to $I_{\left[P_{i}\right]}$, the vanishing ideal of $\left[P_{i}\right]$. We proceed by contradiction assuming that $V_{\mathbb{X}}(F) \neq \varnothing$. Pick $\left[P_{i}\right]$ in $V_{\mathbb{X}}(F)$. For simplicity of notation assume that $i=1$. Notice that $\left(\mathfrak{p}_{1}:(F)\right)=(1)$. Therefore

$$
\bigcap_{i=1}^{m} \mathfrak{p}_{i}=I(\mathbb{X})=(I(\mathbb{X}):(F))=\bigcap_{i=1}^{m}\left(\mathfrak{p}_{i}:(F)\right)=\bigcap_{i=2}^{m}\left(\mathfrak{p}_{i}:(F)\right) \subset \mathfrak{p}_{1}
$$

Hence $\mathfrak{p}_{i} \subset\left(\mathfrak{p}_{i}:(F)\right) \subset \mathfrak{p}_{1}$ for some $i \geq 2$, see [Vil15, p. 74]. Thus $\mathfrak{p}_{i}=\mathfrak{p}_{1}$, a contradiction.

An ideal $I \subset S$ is called unmixed if all its associated primes have the same height, and $I$ is called radical if $I$ is equal to its radical. The radical of $I$ is denoted by $\operatorname{rad}(I)$.

Lemma 4.8. Let $\mathbb{X}$ be a finite subset of $\mathbb{P}^{s-1}$ over a field $K$ and let $I(\mathbb{X}) \subset S$ be its vanishing ideal. If $F=\left\{f_{1}, \ldots, f_{r}\right\}$ is a set of homogeneous polynomials of $S \backslash\{0\}$, then

$$
\left|\mathbb{X} \backslash V_{\mathbb{X}}(F)\right|=\left\{\begin{array}{cl}
\operatorname{deg} S /(I(\mathbb{X}):(F)) & \text { if }(I(\mathbb{X}):(F)) \neq I(\mathbb{X}), \\
\operatorname{deg} S / I(\mathbb{X}) & \text { if }(I(\mathbb{X}):(F))=I(\mathbb{X}) .
\end{array}\right.
$$

Proof. Let $\left[P_{1}\right], \ldots,\left[P_{m}\right]$ be the points of $\mathbb{X}$ with $m=|\mathbb{X}|$, and let $[P]$ be a point in $\mathbb{X}$ with $P=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ and $\alpha_{k} \neq 0$ for some $k$. Then the vanishing ideal $I_{[P]}$ of $[P]$ is a prime ideal of height $s-1$,

$$
I_{[P]}=\left(\left\{\alpha_{k} t_{i}-\alpha_{i} t_{k} \mid k \neq i \in\{1, \ldots, s\}\right), \operatorname{deg}\left(S / I_{[P]}\right)=1,\right.
$$

and $I(\mathbb{X})=\bigcap_{i=1}^{m} I_{\left[P_{i}\right]}$ is a primary decomposition (see Lemma 4.5).

Assume that $(I(\mathbb{X}):(F)) \neq I(\mathbb{X})$. We set $I=I(\mathbb{X})$ and $\mathfrak{p}_{i}=I_{\left[p_{i}\right]}$ for all $i=1, \ldots, m$. Notice that $\left(\mathfrak{p}_{j}: f_{i}\right)=(1)$ if and only if $f_{i} \in \mathfrak{p}_{j}$ if and only if $f_{i}\left(P_{j}\right)=0$. Then

$$
(I:(F))=\bigcap_{i=1}^{r}\left(I: f_{i}\right)=\left(\bigcap_{f_{1}\left(P_{j}\right) \neq 0} \mathfrak{p}_{j}\right) \bigcap \cdots \bigcap\left(\bigcap_{f_{r}\left(P_{j}\right) \neq 0} \mathfrak{p}_{j}\right)=\bigcap_{\left[P_{j}\right] \notin V_{X}(F)} \mathfrak{p}_{j} .
$$

Therefore, by the additivity of the degree of Proposition 4.2, we get that $\operatorname{deg} S /(I:(F))$ is equal to $\left|\mathbb{X} \backslash V_{\mathbb{X}}(F)\right|$. If $(I(\mathbb{X}):(F))=I(\mathbb{X})$, then $V_{\mathbb{X}}(F)=\varnothing$ (see Lemma 4.7). Thus $\left|V_{\mathbb{X}}(F)\right|=0$ and the required formula follows because $|\mathbb{X}|=\operatorname{deg} S / I(\mathbb{X})$.

Lemma 4.9. Let $I \subset S$ be a radical unmixed graded ideal. If $F=\left\{f_{1}, \ldots, f_{r}\right\}$ is a set of homogeneous polynomials of $S \backslash\{0\},(I:(F)) \neq I$, and $\mathcal{A}$ is the set of all associated primes of $S / I$ that contain $F$, then $\operatorname{ht}(I)=h t(I, F)$ and

$$
\operatorname{deg}(S /(I, F))=\sum_{\mathfrak{p} \in \mathcal{A}} \operatorname{deg}(S / \mathfrak{p})
$$

Proof. As $I \subsetneq(I:(F))$, there is $g \in S \backslash I$ such that $g(F) \subset I$. Hence the ideal $(F)$ is contained in the set of zero-divisors of $S / I$. Thus, by Theorem 4.3 and since $I$ is unmixed, $(F)$ is contained in an associated prime ideal $\mathfrak{p}$ of $S / I$ of height ht $(I)$. Thus $I \subset(I, F) \subset \mathfrak{p}$, and consequently $h t(I)=h t(I, F)$. Therefore the set of associated primes of $(I, F)$ of height equal to $h t(I)$ is not empty and is equal to $\mathcal{A}$. There is an irredundant primary decomposition

$$
\begin{equation*}
(I, F)=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r} \cap \mathfrak{q}_{r+1}^{\prime} \cap \cdots \cap \mathfrak{q}_{t}^{\prime} \tag{4.2.1}
\end{equation*}
$$

where $\operatorname{rad}\left(\mathfrak{q}_{i}\right)=\mathfrak{p}_{i}, \mathcal{A}=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\}$, and $\operatorname{ht}\left(\mathfrak{q}_{i}^{\prime}\right)>\operatorname{ht}(I)$ for $i>r$. We may assume that the associated primes of $S / I$ are $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{m}$ with $r \leq m$. Since $I$ is a radical ideal, we get that $I=\cap_{i=1}^{m} \mathfrak{p}_{i}$. Next we show the following equality:

$$
\begin{equation*}
\mathfrak{p}_{1} \cap \cdots \cap \mathfrak{p}_{m}=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r} \cap \mathfrak{q}_{r+1}^{\prime} \cap \cdots \cap \mathfrak{q}_{t}^{\prime} \cap \mathfrak{p}_{r+1} \cap \cdots \cap \mathfrak{p}_{m} \tag{4.2.2}
\end{equation*}
$$

" $\supset$ " is clear because $\mathfrak{q}_{i} \subset \mathfrak{p}_{i}$ for $i=1, \ldots, r$. The inclusion " $\subset$ " follows by noticing that the right hand side of Eq. (4.2.2) is equal to $(I, f) \cap \mathfrak{p}_{r+1} \cap \cdots \cap \mathfrak{p}_{m}$, and consequently it contains $I=\cap_{i=1}^{m} \mathfrak{p}_{i}$. Notice that $\operatorname{rad}\left(\mathfrak{q}_{j}^{\prime}\right)=\mathfrak{p}_{j}^{\prime} \not \subset \mathfrak{p}_{i}$ for all $i, j$ and $\mathfrak{p}_{j} \not \subset \mathfrak{p}_{i}$ for $i \neq j$. Hence localizing Eq. (4.2.2) at the prime ideal $\mathfrak{p}_{i}$ for $i=1, \ldots, r$, we get that $\mathfrak{p}_{i}=I_{\mathfrak{p}_{i}} \cap S=$ $\left(\mathfrak{q}_{i}\right)_{\mathfrak{p}_{i}} \cap S=\mathfrak{q}_{i}$ for $i=1, \ldots, r$. Using Eq. (4.2.1), together with the additivity of the degree of Proposition 4.2, the required equality follows.

LEMMA 4.10. Let $\mathbb{X}$ be a finite subset of $\mathbb{P}^{s-1}$ over a field $K$ and let $I(\mathbb{X}) \subset S$ be its vanishing ideal. If $F=\left\{f_{1}, \ldots, f_{r}\right\}$ is a set of homogeneous polynomials of $S \backslash\{0\}$, then the number of
points of $V_{\mathbb{X}}(F)$ is given by

$$
\left|V_{\mathbb{X}}(F)\right|=\left\{\begin{array}{cl}
\operatorname{deg} S /(I(\mathbb{X}), F) & \text { if }(I(\mathbb{X}):(F)) \neq I(\mathbb{X}) \\
0 & \text { if }(I(\mathbb{X}):(F))=I(\mathbb{X})
\end{array}\right.
$$

Proof. Let $\left[P_{1}\right], \ldots,\left[P_{m}\right]$ be the points of $\mathbb{X}$ with $m=|\mathbb{X}|$. The vanishing ideal $I_{\left[P_{i}\right]}$ of $\left[P_{i}\right]$ is a prime ideal of height $s-1, \operatorname{deg}\left(S / I_{\left[P_{i}\right]}\right)=1$, and $I(\mathbb{X})=\bigcap_{i=1}^{m} I_{\left[P_{i}\right]}$ (see Lemma 4.5).

Assume that $(I(\mathbb{X}):(F)) \neq I(\mathbb{X})$. Let $\mathcal{A}$ be the set of all $I_{\left[P_{i}\right]}$ that contain the set $F$. Notice that $f_{j} \in I_{\left[P_{i}\right]}$ if and only if $f_{j}\left(P_{i}\right)=0$. Then $\left[P_{i}\right]$ is in $V_{\mathbb{X}}(F)$ if and only if $F \subset I_{\left[P_{i}\right]}$. Thus $\left[P_{i}\right]$ is in $V_{\mathbb{X}}(F)$ if and only if $I_{\left[P_{i}\right]}$ is in $\mathcal{A}$. Hence, by Lemma 4.9, we get

$$
\left|V_{\mathbb{X}}(F)\right|=\sum_{\left[P_{i}\right] \in V_{\mathbb{X}}(F)} \operatorname{deg} S / I_{\left[P_{i}\right]}=\sum_{F \subset I_{\left[P_{i}\right]}} \operatorname{deg} S / I_{\left[P_{i}\right]}=\operatorname{deg} S /(I(\mathbb{X}), F)
$$

Assume that $(I(\mathbb{X}): F)=I(\mathbb{X})$. Then, by Lemma 4.7, $V_{\mathbb{X}}(f)=\varnothing$ and $\left|V_{\mathbb{X}}(f)\right|=0$.
Proposition 4.11. If $\mathbb{X}$ is a finite subset of $\mathbb{P}^{s-1}$, then

$$
\operatorname{deg}(S / I(\mathbb{X}))=\operatorname{deg}(S /(I(\mathbb{X}), F))+\operatorname{deg}(S /(I(\mathbb{X}):(F)))
$$

Proof. It follows from Lemmas 4.8 and 4.10.

Theorem 4.12 (Finite Affine Hilbert Nullstellensatz). Let $K=\mathbb{F}_{q}$ be a finite field and let $I \subset S$ be an ideal. Then

$$
I(V(I))=I+\left(t_{1}^{q}-t_{1}, \ldots, t_{s}^{q}-t_{s}\right) .
$$

PROOF. We set $J=\left(t_{1}^{q}-t_{1}, \ldots, t_{s}^{q}-t_{s}\right)$. The inclusion $I+J \subset I(V(I))$ is clear because the elements of $J$ vanish at all points of $\mathbb{A}_{K}^{s}$. Let $\mathbb{F}$ be the algebraic closure of $\mathbb{F}_{q}$ which is an algebraically closed field and let $B=\mathbb{F}\left[t_{1}, \ldots, t_{s}\right]$. As the roots of $t_{i}^{q}-t_{i}$ are exactly the elements of $\mathbb{F}_{q}$ one has $V_{\mathbb{F}}((I+J) B)=V(I+J)$, where $(I+J) B$ is the extension of $I+J$ to $B$. By Seidenberg's Lemma (see Lemma 2.113), we obtain that $(I+J) B$ is a radical ideal of dimension zero. Hence, by Hilbert Nullstellensatz (see Theorem 2.83), one has $I\left(V_{\mathbb{F}}((I+J) B)\right)=(I+J) B$. By this equality any element of $I(V(I+J))$ is in $(I+J) B \cap S=I+J$. To complete the proof notice that $V(I+J)=V(I)$.

Corollary 4.13. Let $K=\mathbb{F}_{q}$ be a finite field and let $I \subset S$ be an ideal. Then $V(I)=\varnothing$ if and only if $I+\left(t_{1}^{q}-t_{1}, \ldots, t_{s}^{q}-t_{s}\right)=S$.

Proof. It follows from the proof of Theorem 4.12.

### 4.3. Generalized minimum distance function of a graded ideal

In this part we study the generalized minimum distance function of a graded ideal and show that it generalizes the generalized Hamming weight of a projective Reed-Mullertype code. To avoid repetitions, we continue to employ the notations and definitions used in the above sections.

LEMmA 4.14. Let $I \subset S$ be an unmixed graded ideal and let $\prec$ be a monomial order. If $F$ is $a$ finite set of homogeneous polynomials of $S$ and $(I:(F)) \neq I$, then

$$
\operatorname{deg}(S /(I, F)) \leq \operatorname{deg}\left(S /\left(\operatorname{in}_{\prec}(I), \operatorname{in}_{\prec}(F)\right)\right) \leq \operatorname{deg}(S / I)
$$

and $\operatorname{deg}(S /(I, F))<\operatorname{deg}(S / I)$ if $I$ is an unmixed radical ideal and $(F) \not \subset I$.
Proof. To simplify notation we set $J=(I, F), L=\left(\operatorname{in}_{\prec}(I)\right.$, in $\left.{ }_{\prec}(F)\right)$, and set $F=$ $\left\{f_{1}, \ldots, f_{r}\right\}$. We denote the Krull dimension of $S / I$ by $\operatorname{dim}(S / I)$. Recall that $\operatorname{dim}(S / I)=$ $\operatorname{dim}(S)-\operatorname{ht}(I)$. First we show that $S / J$ and $S / L$ have Krull dimension equal to $\operatorname{dim}(S / I)$. As $I \subsetneq(I: F)$, all elements of $F$ are zero divisors of $S / I$. Hence, as $I$ is unmixed, there is an associated prime ideal $\mathfrak{p}$ of $S / I$ such that $(F) \subset \mathfrak{p}$ and $\operatorname{dim}(S / I)=\operatorname{dim}(S / \mathfrak{p})$. Since $I \subset J \subset \mathfrak{p}$, we get that $\operatorname{dim}(S / J)$ is $\operatorname{dim}(S / I)$. Since $S / I$ and $S / \mathrm{in}_{\prec}(I)$ have the same Hilbert function, and so does $S / \mathfrak{p}$ and $S / \operatorname{in}_{\prec}(\mathfrak{p})$, we obtain

$$
\operatorname{dim}\left(S / \operatorname{in}_{\prec}(I)\right)=\operatorname{dim}(S / I)=\operatorname{dim}(S / \mathfrak{p})=\operatorname{dim}\left(S / \operatorname{in}_{\prec}(\mathfrak{p})\right)
$$

Hence, taking heights in the inclusions $\mathrm{in}_{\prec}(I) \subset L \subset \mathrm{in}_{\prec}(\mathfrak{p})$, we get $\operatorname{ht}(I)=\operatorname{ht}(L)$.
Pick a Gröbner basis $\mathcal{G}=\left\{g_{1}, \ldots, g_{r}\right\}$ of $I$. Then $J$ is generated by $\mathcal{G} \cup F$ and by Lemma 2.102 one has the inclusions

$$
\begin{aligned}
& \Delta_{\prec}(J)=\Delta_{\prec}(I, F) \subset \Delta_{\prec}\left(\operatorname{in}_{\prec}\left(g_{1}\right), \ldots, \operatorname{in}_{\prec}\left(g_{r}\right), \operatorname{in}_{\prec}(F)\right)= \\
& \quad \Delta_{\prec}\left(\operatorname{in}_{\prec}(I), \operatorname{in}_{\prec}(F)\right)=\Delta_{\prec}(L) \subset \Delta_{\prec}\left(\operatorname{in}_{\prec}\left(g_{1}\right), \ldots, \operatorname{in}_{\prec}\left(g_{r}\right)\right)=\Delta_{\prec}(I) .
\end{aligned}
$$

Thus $\Delta_{\prec}(J) \subset \Delta_{\prec}(L) \subset \Delta_{\prec}(I)$. Recall that $H_{I}(d)$, the Hilbert function of $I$ at $d$, is the number of standard monomials of degree $d$. Hence $H_{J}(d) \leq H_{L}(d) \leq H_{I}(d)$ for $d \geq 0$. If $\operatorname{dim}(S / I)$ is equal to 0 , then

$$
\operatorname{deg}(S / J)=\sum_{d \geq 0} H_{J}(d) \leq \operatorname{deg}(S / L)=\sum_{d \geq 0} H_{L}(d) \leq \operatorname{deg}(S / I)=\sum_{d \geq 0} H_{I}(d)
$$

Assume now that $\operatorname{dim}(S / I) \geq 1$. By a theorem of Hilbert [Sta78, p. 58], $H_{J}, H_{L}, H_{I}$ are polynomial functions of degree equal to $k=\operatorname{dim}(S / I)-1$ (see [BH98, Theorem 4.1.3]). Thus

$$
k!\lim _{d \rightarrow \infty} H_{J}(d) / d^{k} \leq k!\lim _{d \rightarrow \infty} H_{L}(d) / d^{k} \leq k!\lim _{d \rightarrow \infty} H_{I}(d) / d^{k}
$$

that is, $\operatorname{deg}(S / J) \leq \operatorname{deg}(S / L) \leq \operatorname{deg}(S / I)$.
If $I$ is an unmixed radical ideal and $(F) \not \subset I$, then there is at least one minimal prime that does not contains $(F)$. Hence, by Lemma 4.9, it follows that $\operatorname{deg}(S /(I, F))<\operatorname{deg}(S / I)$.

Corollary 4.15. Let $\mathbb{X}$ be a finite subset of $\mathbb{P}^{s-1}$, let $I(\mathbb{X}) \subset S$ be its vanishing ideal, and let $\prec$ be a monomial order. If $F$ is a finite set of homogeneous polynomials of $S$ and $(I(\mathbb{X}):(F)) \neq$ $I(\mathbb{X})$, then

$$
\left|V_{\mathbb{X}}(F)\right|=\operatorname{deg}(S /(I(\mathbb{X}), F)) \leq \operatorname{deg}\left(S /\left(\operatorname{in}_{\prec}(I(\mathbb{X})), \operatorname{in}_{\prec}(F)\right)\right) \leq \operatorname{deg}(S / I(\mathbb{X})),
$$

and $\operatorname{deg}(S /(I(\mathbb{X}), F))<\operatorname{deg}(S / I(\mathbb{X}))$ if $(F) \not \subset I(\mathbb{X})$.
Proof. It follows from Lemmas 4.10 and 4.14.
Lemma 4.16. Let $\mathbb{X}=\left\{\left[P_{1}\right], \ldots,\left[P_{m}\right]\right\}$ be a finite subset of $\mathbb{P}^{s-1}$ and let $D$ be a linear subspace of $C_{\mathbb{X}}(d)$ of dimension $r \geq 1$. The following hold.
(i) There are $\bar{f}_{1}, \ldots, \bar{f}_{r}$ linearly independent elements of $S_{d} / I_{d}$ such that

$$
D=\oplus_{i=1}^{r} K \beta_{i}
$$

where $\beta_{i}$ is $\left(f_{i}\left(P_{1}\right), \ldots, f_{i}\left(P_{m}\right)\right)$, and the support $\chi(D)$ of $D$ is equal to $\cup_{i=1}^{r} \chi\left(\beta_{i}\right)$.
(ii) $|\chi(D)|=\left|\mathbb{X} \backslash V_{\mathbb{X}}\left(f_{1}, \ldots, f_{r}\right)\right|$.
(iii) $\delta_{r}\left(C_{\mathbb{X}}(d)\right)=\min \left\{\left|\mathbb{X} \backslash V_{\mathbb{X}}(F)\right|: F=\left\{f_{i}\right\}_{i=1}^{r} \subset S_{d}\right\}$ where $\left\{\bar{f}_{i}\right\}_{i=1}^{r}$ are linearly independent over $K$.

Proof. (i): This part follows from Lemma 4.1 and using that the evaluation map $\mathrm{ev}_{d}$ induces an isomorphism between $S_{d} / I_{d}$ and $C_{\mathbb{X}}(d)$.
(ii): Consider the matrix $A$ with rows $\beta_{1}, \ldots, \beta_{r}$. Notice that the $i$-th column of $A$ is not zero if and only if $\left[P_{i}\right]$ is in $\mathbb{X} \backslash V_{\mathbb{X}}\left(f_{1}, \ldots, f_{r}\right)$. It suffices to observe that the number of non-zero columns of $A$ is $|\chi(D)|$ (see Lemma 4.1).
(iii): This follows from part (ii) and using the definition of the $r$-th generalized Hamming weight of $C_{\mathbb{X}}(d)$ (see Section 4.1).

Definition 4.17. If $I \subset S$ is a graded ideal, the Vasconcelos function of $I$ is the function $\vartheta_{I}: \mathbb{N}_{+} \times \mathbb{N}_{+} \rightarrow \mathbb{N}$ given by

$$
\vartheta_{I}(d, r):= \begin{cases}\min \left\{\operatorname{deg}(S /(I:(F))) \mid F \in \mathcal{F}_{d, r}\right\} & \text { if } \mathcal{F}_{d, r} \neq \varnothing \\ \operatorname{deg}(S / I) & \text { if } \mathcal{F}_{d, r}=\varnothing\end{cases}
$$

THEOREM 4.18. Let $K$ be a field and let $\mathbb{X}$ be a finite subset of $\mathbb{P}^{s-1}$. If $|\mathbb{X}| \geq 2$ and $\delta_{\mathbb{X}}(d, r)$ is the $r$-th generalized Hamming weight of $C_{\mathbb{X}}(d)$, then

$$
\delta_{\mathbb{X}}(d, r)=\delta_{I(\mathbb{X})}(d, r)=\vartheta_{I}(d, r) \text { for } d \geq 1 \text { and } 1 \leq r \leq H_{I(\mathbb{X})}(d)
$$

and $\delta_{\mathbb{X}}(d, r)=r$ for $d \geq \operatorname{reg}(S / I(\mathbb{X}))$.
Proof. If $\mathcal{F}_{d, r}=\varnothing$, then using Lemmas 4.8, 4.10, and 4.16 we get that $\delta_{\mathbb{X}}(d, r), \delta_{I(\mathbb{X})}(d, r)$, and $\vartheta_{I(\mathbb{X})}(d, r)$ are equal to $\operatorname{deg}(S / I(\mathbb{X}))=|\mathbb{X}|$. Assume that $\mathcal{F}_{d, r} \neq \varnothing$ and set $I=I(\mathbb{X})$. Using Lemma 4.16 and the formula for $V_{\mathbb{X}}(f)$ of Lemma 4.10, we obtain

$$
\begin{aligned}
\delta_{\mathbb{X}}(d, r) & \stackrel{(4.16)}{=} \min \left\{\left|\mathbb{X} \backslash V_{\mathbb{X}}(F)\right|: F \in \mathcal{F}_{d, r}\right\} \\
& \stackrel{(4.10)}{=}|\mathbb{X}|-\max \left\{\operatorname{deg}(S /(I, F)) \mid F \in \mathcal{F}_{d, r}\right\} \\
& =\operatorname{deg}(S / I)-\max \left\{\operatorname{deg}(S /(I, F)) \mid F \in \mathcal{F}_{d, r}\right\} \\
& =\delta_{I}(d, r), \text { and } \\
\delta_{\mathbb{X}}(d, r) & \stackrel{(4.16)}{=} \min \left\{\left|\mathbb{X} \backslash V_{\mathbb{X}}(F)\right|: F \in \mathcal{F}_{d, r}\right\} \\
& \stackrel{(4.8)}{=} \min \left\{\operatorname{deg}(S /(I:(F))) \mid F \in \mathcal{F}_{d, r}\right\} \\
& =\vartheta_{I}(d, r) .
\end{aligned}
$$

In these equalities we used the fact that $\operatorname{deg}(S / I(\mathbb{X}))=|\mathbb{X}|$. As $H_{I}(d)=|\mathbb{X}|$ for $d \geq$ $\operatorname{reg}(S / I)$, using the generalized Singleton bound for the generalized Hamming distance and the fact that the weight hierarchy is an increasing sequence we obtain that $\delta_{\mathbb{X}}(d, r)=r$ for $d \geq \operatorname{reg}(S / I(\mathbb{X})$ ) (see [Wei91, Theorem 1, Corollary 1]).

REMARK 4.19. $r \leq \delta_{\mathbb{X}}(d, r) \leq|\mathbb{X}|$ for $d \geq 1$ and $1 \leq r \leq H_{I(\mathbb{X})}(d)$. This follows from the fact that the weight hierarchy is an increasing sequence (see [Wei91, Theorem 1]).

Lemma 4.20. Let $\prec$ be a monomial order, let $I \subset S$ be an ideal, let $F=\left\{f_{1}, \ldots, f_{r}\right\}$ be a set of polynomial of $S$ of positive degree, and let $\mathrm{in}_{\prec}(F)=\left\{\operatorname{in}_{\prec}\left(f_{1}\right), \ldots, \mathrm{in}_{\prec}\left(f_{r}\right)\right\}$ be the set of initial terms of $F$. If $\left(\mathrm{in}_{\prec}(I):\left(\operatorname{in}_{\prec}(F)\right)\right)=\mathrm{in}_{\prec}(I)$, then $(I:(F))=I$.

Proof. Let $g$ be a polynomial of $(I:(F))$, that is, $g f_{i} \in I$ for $i=1, \ldots, r$. It suffices to show that $g \in I$. Pick a Gröbner basis $g_{1}, \ldots, g_{n}$ of $I$. Then, by the division algorithm [CLO07, Theorem 3, p. 63], we can write $g=\sum_{i=1}^{n} h_{i} g_{i}+h$, where $h=0$ or $h$ is a finite sum of monomials not in $\mathrm{in}_{\prec}(I)=\left(\mathrm{in}_{\prec}\left(g_{1}\right), \ldots\right.$, in $\left.{ }_{\prec}\left(g_{n}\right)\right)$. We need only show that $h=0$. If $h \neq 0$, then $h f_{i}$ is in $I$ and $\operatorname{in}_{\prec}(h) \operatorname{in}_{\prec}\left(f_{i}\right)$ is in the ideal $\mathrm{in}_{\prec}(I)$ for $i=1, \ldots, r$. Hence
$\operatorname{in}_{\prec}(h)$ is in $\left(\operatorname{in}_{\prec}(I):\left(\operatorname{in}_{\prec}(F)\right)\right)$. Therefore, by hypothesis, $\mathrm{in}_{\prec}(h)$ is in the ideal $\mathrm{in}_{\prec}(I)$, a contradiction.

Given integers $d, r \geq 1$, we define $\mathcal{M}_{\prec, d, r}$ to be the set of all subsets $M$ of $\Delta_{\prec}(I)_{d}=$ $\Delta_{\prec}(I) \cap S_{d}$ with $r$ distinct elements such that $\left(\operatorname{in}_{\prec}(I):(M)\right) \neq \operatorname{in}_{\prec}(I)$.

DEFINITION 4.21. The generalized footprint function of $I$, denoted $f p_{I}$, is the function $\mathrm{fp}_{I}: \mathbb{N}_{+} \times \mathbb{N}_{+} \rightarrow \mathbb{Z}$ given by

$$
\begin{cases}\operatorname{deg}(S / I)-\max \left\{\operatorname{deg}\left(S /\left(\operatorname{in}_{\prec}(I), M\right)\right) \mid M \in \mathcal{M}_{\prec, d, r}\right\} & \text { if } \mathcal{M}_{\prec, d, r} \neq \varnothing \\ \operatorname{deg}(S / I) & \text { if } \mathcal{M}_{\prec, d, r}=\varnothing\end{cases}
$$

Let $\mathcal{F}_{\prec, d, r}$ be the set consisting of all subsets $F=\left\{f_{1}, \ldots, f_{r}\right\}$ of $S_{d}$ such that $(I:(F)) \neq$ $I, f_{i}$ is a standard polynomial for all $i, \bar{f}_{1}, \ldots, \bar{f}_{r}$ are linearly independent over the field $K$, and $\operatorname{in}_{\prec}\left(f_{1}\right), \ldots$, in $_{\prec}\left(f_{r}\right)$ are distinct monomials.

Proposition 4.22. The generalized minimum distance function of I is given by

$$
\delta_{I}(d, r)= \begin{cases}\operatorname{deg}(S / I)-\max \left\{\operatorname{deg}(S /(I, F)) \mid F \in \mathcal{F}_{\prec, d, r}\right\} & \text { if } \mathcal{F}_{\prec, d, r} \neq \varnothing \\ \operatorname{deg}(S / I) & \text { if } \mathcal{F}_{\prec, d, r}=\varnothing\end{cases}
$$

Proof. Take $F=\left\{f_{1}, \ldots, f_{r}\right\}$ in $\mathcal{F}_{d, r}$. By the division algorithm any $f_{i}$ can be written as $f_{i}=p_{i}+h_{i}$, where $p_{i}$ is in $I_{d}$ and $h_{i}$ is a $K$-linear combination of standard monomials of degree $d$. Setting $H=\left\{h_{1}, \ldots, h_{r}\right\}$, notice that $(I:(F))=(I:(H)),(I, F)=(I, H)$, $\bar{f}_{i}=\bar{h}_{i}$ for $i=1, \ldots, r$. Thus $H \in \mathcal{F}_{d, r}$, that is, we may assume that $f_{1}, \ldots, f_{r}$ are standard polynomials. Setting $K F=K f_{1}+\cdots+K f_{r}$, we claim that there is a set $G=\left\{g_{1}, \ldots, g_{r}\right\}$ consisting of homogeneous standard polynomials of $S / I$ of degree $d$ such that $K F=K G$, $\mathrm{in}_{\prec}\left(g_{1}\right), \ldots, \mathrm{in}_{\prec}\left(g_{r}\right)$ distinct monomials, and $\mathrm{in}_{\prec}\left(f_{i}\right) \succeq \mathrm{in}_{\prec}\left(g_{i}\right)$ for all $i$. We proceed by induction on $r$. The case $r=1$ is clear. Assume that $r>1$. Permuting the $f_{i}$ 's if necessary we may assume that $\operatorname{in}_{\prec}\left(f_{1}\right) \succeq \cdots \succeq \operatorname{in}_{\prec}\left(f_{r}\right)$. If in n $_{\prec}\left(f_{1}\right) \succ \operatorname{in}_{\prec}\left(f_{2}\right)$, the claim follows applying the induction hypothesis to $f_{2}, \ldots, f_{r}$. If $\mathrm{in}_{\prec}\left(f_{1}\right)=\operatorname{in}_{\prec}\left(f_{2}\right)$, there is $k \geq 2$ such that $\operatorname{in}_{\prec}\left(f_{1}\right)=\operatorname{in}_{\prec}\left(f_{i}\right)$ for $i \leq k$ and $\operatorname{in}_{\prec}\left(f_{1}\right) \succ \operatorname{in}_{\prec}\left(f_{i}\right)$ for $i>k$. We set $h_{i}=f_{1}-f_{i}$ for $i=2, \ldots, k$ and $h_{i}=f_{i}$ for $i=k+1, \ldots, r$. Notice that $\operatorname{in}_{\prec}\left(f_{1}\right) \succ h_{i}$ for $i \geq 2$ and that $h_{2}, \ldots, h_{r}$ are standard monomials of degree $d$ which are linearly independent over $K$. Hence the claim follows applying the induction hypothesis to $H=\left\{h_{2}, \ldots, h_{r}\right\}$. The required expression for $\delta_{I}(d, r)$ follows readily using Theorem 4.18.

THEOREM 4.23. Let $K$ be a field, let $\mathbb{X}$ be a finite subset of $\mathbb{P}^{s-1}$, and let $\prec$ be a monomial order. If $|\mathbb{X}| \geq 2$ and $\delta_{\mathbb{X}}(d, r)$ is the $r$-th generalized Hamming weight of $C_{\mathbb{X}}(d)$, then

$$
\operatorname{fp}_{I(\mathbb{X})}(d, r) \leq \delta_{\mathbb{X}}(d, r) \text { for } d \geq 1 \text { and } 1 \leq r \leq H_{I(\mathbb{X})}(d)
$$

Proof. This follows from Theorem 4.18, Lemma 4.20, and Proposition 4.22.

### 4.4. An integer inequality

For $a: a_{1}, \ldots, a_{m}$ and $b: b_{1}, \ldots, b_{m}$ sequences in $\mathbb{Z}^{+}=\{1,2, \ldots\}$ we define

$$
\pi(a, b):=\prod_{i=1}^{m} a_{i}+\prod_{i=1}^{m} b_{i}-\prod_{i=1}^{m} \min \left(a_{i}, b_{i}\right) .
$$

Fix integers $d \geq 1$ and $1 \leq e_{1} \leq \cdots \leq e_{m}$. Let $1 \leq a_{i}, b_{i} \leq e_{i}$, for $i=1, \ldots, m$, be integers. Suppose $d=\sum a=\sum b$ and $a \neq b$. In this section we will prove the following inequality:

$$
\pi(a, b) \geq\left(\sum_{i=1}^{m} a_{i}-\sum_{i=k+1}^{m} e_{i}-(k-2)\right) e_{k+1} \cdots e_{m}-e_{k+2} \cdots e_{m}
$$

for $k=1, \ldots, m-1$, where $e_{k+2} \cdots e_{m}=1$ when $k=m-1$ (Proposition 4.28).

LEMMA 4.24. Let $a_{1}, a_{2}, b_{1}, b_{2} \in \mathbb{Z}^{+}$. Set $a_{1}^{\prime}=\min \left(a_{1}, a_{2}\right)$ and $a_{2}^{\prime}=\max \left(a_{1}, a_{2}\right)$. Then

$$
\min \left(a_{1}, b_{1}\right) \min \left(a_{2}, b_{2}\right) \leq \min \left(a_{1}^{\prime}, b_{1}^{\prime}\right) \min \left(a_{2}^{\prime}, b_{2}^{\prime}\right)
$$

Proof. It is an easy case-by-case verification of 24 possible cases.
LEMMA 4.25. Let $a: a_{1}, \ldots, a_{m}$ and $b: b_{1}, \ldots, b_{m}$ be sequences in $\mathbb{Z}^{+}$. Suppose:
(i) $r<s, a_{r}>a_{s}$. Set $a_{r}^{\prime}=a_{s}, a_{s}^{\prime}=a_{r}, a_{i}^{\prime}=a_{i}$ for $i \neq r, s$; and $b_{r}^{\prime}=\min \left(b_{r}, b_{s}\right)$, $b_{s}^{\prime}=\max \left(b_{r}, b_{s}\right), b_{i}^{\prime}=b_{i}$ for $i \neq r, s$. Then $\pi(a, b) \geq \pi\left(a^{\prime}, b^{\prime}\right)$.
(ii) $r<s, b_{r}=a_{r} \leq a_{s}<b_{s}$. Set $a_{r}^{\prime}=a_{r}-1, a_{s}^{\prime}=a_{s}+1, a_{i}^{\prime}=a_{i}$ for $i \neq r$, s. Then $\pi(a, b) \geq \pi\left(a^{\prime}, b\right)$.
(iii) $r<s, b_{r}<a_{r} \leq a_{s}$. Set $a_{r}^{\prime}=a_{r}-1, a_{s}^{\prime}=a_{s}+1, a_{i}^{\prime}=a_{i}$ for $i \neq r, s$. Then $\pi(a, b) \geq \pi\left(a^{\prime}, b\right)$.
(iv) $r<s, a_{r}<a_{s}, b_{r}=a_{s}, b_{s}=a_{r}, b_{i}=a_{i}$ for $i \neq r, s, h:=a_{s}-a_{r} \geq 2$. Set $b_{r}^{\prime}=a_{r}+1$, $b_{s}^{\prime}=a_{s}-1, b_{i}^{\prime}=a_{i}$ for $i \neq r, s$. Then $\pi(a, b) \geq \pi\left(a, b^{\prime}\right)$.

## Proof.

$$
\begin{aligned}
& \text { (i) } \pi(a, b)-\pi\left(a^{\prime}, b^{\prime}\right)=\prod a_{i}+\prod b_{i}-\prod a_{i}^{\prime}-\prod b_{i}^{\prime}+\prod \min \left(a_{i}^{\prime}, b_{i}^{\prime}\right)-\prod \min \left(a_{i}, b_{i}\right) \\
& =\left(\min \left(a_{r}^{\prime}, b_{r}^{\prime}\right) \min \left(a_{s}^{\prime}, b_{s}^{\prime}\right)-\min \left(a_{r}, b_{r}\right) \min \left(a_{s}, b_{s}\right)\right) \prod_{i \neq r, s} \min \left(a_{i}, b_{i}\right) \geq 0 . \quad(\text { Lemma 4.24) }
\end{aligned}
$$

$$
\begin{aligned}
\text { (ii) } \begin{aligned}
& \pi(a, b)-\pi\left(a^{\prime}, b\right)=\prod a_{i}-\prod a_{i}^{\prime}+\prod \min \left(a_{i}^{\prime}, b_{i}\right)-\prod \min \left(a_{i}, b_{i}\right) \\
&=\left(a_{r} a_{s}-\left(a_{r}-1\right)\left(a_{s}+1\right)\right) \prod_{i \neq r, s} a_{i} \\
&+\left(\min \left(a_{r}^{\prime}, b_{r}\right) \min \left(a_{s}^{\prime}, b_{s}\right)-\min \left(a_{r}, b_{r}\right) \min \left(a_{s}, b_{s}\right)\right) \prod_{i \neq r, s} \min \left(a_{i}, b_{i}\right) \\
&=\left(a_{s}-a_{r}+1\right) \prod_{i \neq r, s} a_{i}+\left(\left(a_{r}-1\right)\left(a_{s}+1\right)-a_{r} a_{s}\right) \prod_{i \neq r, s} \min \left(a_{i}, b_{i}\right) \\
&=\left(a_{s}-a_{r}+1\right)\left(\prod_{i \neq r, s} a_{i}-\prod_{i \neq r, s} \min \left(a_{i}, b_{i}\right)\right) \geq 0 . \\
&(i i i) \pi(a, b)-\pi\left(a^{\prime}, b\right)=\prod a_{i}-\prod_{i} a_{i}^{\prime}+\prod \min \left(a_{i}^{\prime}, b_{i}\right)-\prod \min \left(a_{i}, b_{i}\right) \\
&=\left(a_{r} a_{s}-\left(a_{r}-1\right)\left(a_{s}+1\right)\right) \prod_{i \neq r, s} a_{i} \\
&+\left(\min \left(a_{r}^{\prime}, b_{r}\right) \min \left(a_{s}^{\prime}, b_{s}\right)-\min \left(a_{r}, b_{r}\right) \min \left(a_{s}, b_{s}\right)\right) \prod_{i \neq r, s} \min \left(a_{i}, b_{i}\right) \\
&=\left(a_{s}-a_{r}+1\right) \prod_{i \neq r, s} a_{i}+b_{r}\left(\min \left(a_{s}+1, b_{s}\right)-\min \left(a_{s}, b_{s}\right)\right) \prod_{i \neq r, s} \min \left(a_{i}, b_{i}\right) \geq 0 .
\end{aligned}
\end{aligned}
$$

For the last inequality note that $\min \left(a_{s}+1, b_{s}\right)-\min \left(a_{s}, b_{s}\right)=0$ or 1 .

$$
\begin{aligned}
\text { (iv) } \pi(a, b)-\pi\left(a, b^{\prime}\right) & =\prod b_{i}-\prod b_{i}^{\prime}+\prod \min \left(a_{i}, b_{i}^{\prime}\right)-\prod \min \left(a_{i}, b_{i}\right) \\
& =\left(a_{r} a_{s}-\left(a_{r}+1\right)\left(a_{s}-1\right)+a_{r}\left(a_{s}-1\right)-a_{r}^{2}\right) \prod_{i \neq r, s} a_{i} \\
& =\left(a_{r}-1\right)(h-1) \prod_{i \neq r, s} a_{i} \geq 0 .
\end{aligned}
$$

LEMMA 4.26. If $a_{1}, \ldots, a_{r}$ are positive integers, then

$$
a_{1} \cdots a_{r} \geq\left(a_{1}+\cdots+a_{r}\right)-(r-1)
$$

Proof. It follows by induction on $r$.
LEMMA 4.27. Let $1 \leq e_{1} \leq \cdots \leq e_{m}$ and $1 \leq a_{i}, b_{i} \leq e_{i}$, for $i=1, \ldots, m$ be integers. Suppose $a_{i}=b_{i}=1$ for $i<r, a_{i}=b_{i}=e_{i}$ for $i>r+1:=s, 1 \leq a_{i}, b_{i} \leq e_{i}$ for $i=r$, $s$, with $a_{r}+a_{s}=b_{r}+b_{s}$ and $\left(a_{r}, a_{s}\right) \neq\left(b_{r}, b_{s}\right)$. If $b_{r} \leq a_{s}$ and $b_{s}=a_{s}-1$, then

$$
\begin{equation*}
\pi(a, b) \geq\left(\sum_{i=1}^{m} a_{i}-\sum_{i=k+1}^{m} e_{i}-(k-2)\right) e_{k+1} \cdots e_{m}-e_{k+2} \cdots e_{m} \tag{4.4.1}
\end{equation*}
$$

for $i=1, \ldots, m-1$, where $e_{k+2} \cdots e_{m}=1$ when $k=m-1$.

Proof. Set $\sigma=\sum_{i=1}^{m} a_{i}-\sum_{i=k+1}^{m} e_{i}-(k-2)$. Since $b_{s}\left(b_{r}-a_{r}\right)=a_{s}-1$, one has the equality

$$
\begin{equation*}
\pi(a, b)=\left(a_{r} a_{s}+b_{r} b_{s}-a_{r} b_{s}\right) \prod_{i=r+2}^{m} e_{i}=\left(a_{r} a_{s}+a_{s}-1\right) \prod_{i=r+2}^{m} e_{i} . \tag{4.4.2}
\end{equation*}
$$

Case $k+1<r$ : The integer $\sigma$ can be rewritten as

$$
\sigma=k+\left(1-e_{k+1}\right)+\cdots+\left(1-e_{r-1}\right)+\left(a_{r}-e_{r}\right)+\left(a_{s}-e_{s}\right)-(k-2) .
$$

Since $a_{r}<b_{r} \leq e_{r}$, it holds that $a_{r}-e_{r} \leq-1$, and hence $\sigma \leq 1$. If $\sigma \leq 0$, Eq. (4.4.1) trivially follows (because the left hand side is positive and the right hand side would be negative). So we may assume $\sigma=1$. This assumption implies that $e_{k+1}=1$ because $a_{r}<b_{r} \leq e_{r}$. Then the right hand side of Eq. (4.4.1) is

$$
(\sigma) e_{k+1} \cdots e_{m}-e_{k+2} \cdots e_{m}=\left(e_{k+1}-1\right) e_{k+2} \cdots e_{r}=0
$$

Case $k+1=r$ : The integer $\sigma$ can be rewritten as

$$
\sigma=k+\left(a_{r}-e_{r}\right)+\left(a_{s}-e_{s}\right)-(k-2)
$$

By the same reason as above, we may assume $\sigma=1$. This assumption implies $a_{r}=e_{r}-1$ and $a_{s}=e_{s}$. Then, by Eq. (4.4.2), we obtain that Eq. (4.4.1) is equivalent to

$$
\left(e_{r} e_{s}-1\right) \prod_{i=r+2}^{m} e_{i} \geq(\sigma) e_{r} \cdots e_{m}-e_{r+1} \cdots e_{m}
$$

which reduces to $e_{r} e_{s}-1 \geq(1) e_{r} e_{s}-e_{s}$, or equivalently, $e_{s} \geq 1$.

Case $k+1=r+1$ : We can rewrite $\sigma$ as

$$
\sigma=(k-1)+a_{r}+\left(a_{s}-e_{s}\right)-(k-2)=a_{r}+\left(a_{s}-e_{s}\right)+1 .
$$

Then, using Eq. (4.4.2), we obtain that Eq. (4.4.1) is equivalent to

$$
\left(a_{r} a_{s}+a_{s}-1\right) \prod_{i=r+2}^{m} e_{i} \geq(\sigma) e_{r+1} \cdots e_{m}-e_{r+2} \cdots e_{m}
$$

which reduces to $a_{r} a_{s}+a_{s} \geq\left(a_{r}+a_{s}-e_{s}+1\right) e_{s}$, or equivalently,

$$
\left(e_{s}-a_{s}\right)\left(e_{s}-a_{r}-1\right) \geq 0
$$

Case $k+1>r+1$ : One can rewrite $\sigma$ as

$$
\sigma=(r-1)+a_{r}+\cdots+a_{k}-(k-2) .
$$

Then, using Eq. (4.4.2), we obtain that Eq. (4.4.1) reduces to

$$
\left(a_{r} a_{s}+a_{s}-1\right) e_{r+2} \cdots e_{k+1} \geq(\sigma) e_{k+1}-1
$$

But, as $a_{s} \geq 2$, using Lemma 4.26, we get

$$
\begin{aligned}
\left(a_{r} a_{s}+a_{s}-1\right) e_{r+2} \cdots e_{k} & \geq\left(a_{r} a_{s}+a_{s}-1\right)+e_{r+2}+\cdots+e_{k}-(k-r-1) \\
& \geq\left(a_{r}+a_{s}\right)+a_{r+2}+\cdots+a_{k}+r-k+1=\sigma
\end{aligned}
$$

So, multiplying by $e_{k+1}$, the required inequality follows.

PROPOSITION 4.28. Let $d \geq 1$ and $1 \leq e_{1} \leq \cdots \leq e_{m}$ be integers. Suppose $1 \leq a_{i} \leq e_{i}$ and $1 \leq b_{i} \leq e_{i}$, for $i=1, \ldots, m$, are integers such that $d=\sum a=\sum b$ and $a \neq b$. Then

$$
\pi(a, b) \geq\left(\sum_{i=1}^{m} a_{i}-\sum_{i=k+1}^{m} e_{i}-(k-2)\right) e_{k+1} \cdots e_{m}-e_{k+2} \cdots e_{m}
$$

for $k=1, \ldots, m-1$, where $e_{k+2} \cdots e_{m}=1$ when $k=m-1$.

Proof. Apply to $(a, b)$ any of the four "operations" described in Lemma 4.25, and let $\left(a^{\prime}, b^{\prime}\right)$ be the new obtained pair. These operations should be applied in such a way that $1 \leq a_{i}^{\prime}, b_{i}^{\prime} \leq e_{i}$ for $i=1, \ldots, m$ and $a^{\prime} \neq b^{\prime}$; this is called a valid operation. One can order the set of all pairs $(a, b)$ that satisfy the hypothesis of the proposition using the GRevLex order defined by $(a, b) \succ\left(a^{\prime}, b^{\prime}\right)$ if and only if the last non-zero entry of $(a, b)-\left(a^{\prime}, b^{\prime}\right)$ is negative. Note that by construction $d=\sum a_{i}^{\prime}=\sum b_{i}^{\prime}=\sum a_{i}$. Repeat this step as many times as possible (which is a finite number because the result ( $a^{\prime}, b^{\prime}$ ) of any valid operation applied to $(a, b)$ satisfies $\left.(a, b) \succ\left(a^{\prime}, b^{\prime}\right)\right)$. Permitting an abuse of notation, let $a$ and $b$ be the resulting sequences at the end of that process. We will show that these $a$ and $b$ satisfy the hypothesis of Lemma 4.27.
Set $r=\min \left(i: a_{i} \neq b_{i}\right)$. By symmetry we may assume $a_{r}<b_{r}$. Pick the first $s>r$ such that $a_{s}>b_{s}$ (the case $a_{r}>b_{r}$ and $a_{s}<b_{s}$ can be shown similarly).

Claim (a): For $p<r, a_{p}=1$. Assume $a_{p}>1$. If $a_{p}>a_{r}$, we can apply Lemma 4.25(i)[p,r], which is assumed not possible; (this last notation means that we are applying Lemma 4.25(i) with the indexes $p$ and $r$ ). Otherwise apply Lemma $4.25(i i)[p, r]$. So $a_{p}=b_{p}=1$ for $p<r$.

Claim (b): $s=r+1$. Assume $r<p<s$. For a contradiction it suffices to show that we can apply a valid operation to $a, b$. By the choice of $s, a_{p} \leq b_{p}$. Assume that $b_{r}>b_{p}$, we apply Lemma $4.25(i)[r, p]$. If $b_{p}>b_{s}$, apply Lemma $4.25(i)[p, s]$. Hence $b_{r} \leq b_{p} \leq b_{s}$. Note that $b_{p} \geq 2$ since $a_{r}<b_{r} \leq b_{p}$. If $a_{p}=b_{p}$, we can apply Lemma 4.25(ii) [p,s]. If $a_{p}<b_{p}$, we can apply Lemma $4.25($ iii $)[p, s]$ because $a_{p}<b_{p} \leq b_{s}<a_{s}$.

Claim (c): For $p>s, a_{p}=b_{p}=e_{p}$. If $b_{p}<a_{p}$, applying Claim (b) to $r$ and $p$ we get a contradiction. Thus we may assume $b_{p} \geq a_{p}$. It suffices to show that $a_{p}=e_{p}$. If $a_{s}>a_{p}$, then by Lemma $4.25(i)[s, p]$ one can apply a valid operation to $a, b$, a contradiction. Thus $a_{s} \leq a_{p}$. If $a_{p}<e_{p}$, then $b_{s}<a_{s} \leq a_{p}<e_{p}$, and by Lemma 4.25 (iii)[s,p] we can apply a valid operation to $a, b$, a contradiction. Hence $a_{p}=e_{p}$.

Claim (d): $b_{r} \leq a_{s}$ and $b_{s}=a_{s}-1$. By the previous claims one has the equalities $s=r+1$ and $a_{r}+a_{s}=b_{r}+b_{s}$. If $a_{s}<b_{r}$. Then $b_{s}<a_{s}<b_{r}$, and by Lemma $4.25(i)[r, s]$ we can apply a valid operation to $a, b$, a contradiction. Hence $a_{s} \geq b_{r}$. Suppose $a_{s}=b_{r}$, then $a_{r}=b_{s}$. If $a_{s}-a_{r} \geq 2$, by Lemma $4.25(i v)[r, s]$ we apply a valid operation to $a, b$, a contradiction. Hence, $a_{s}-b_{s}=a_{s}-a_{r}=1$. Assume $a_{s}>b_{r}$. If $b_{r}>b_{s}$, then $a_{s}>b_{r}>b_{s}$, and we can use Lemma $4.25(i)[r, s]$ to apply a valid operation to $a, b$, a contradiction. Hence $b_{r} \leq b_{s}$. In the case that $a_{s}-b_{s}=b_{r}-a_{r} \geq 2$, then $a_{r}<b_{r} \leq b_{s}<a_{s}$, and by Lemma 4.25 (iii) $[r, s]$ we can apply a valid operation to $a, b$, a contradiction. So, in this other case, also $a_{s}-b_{s}=1$. In conclusion, we have that $b_{r} \leq a_{s}$ and $b_{s}=a_{s}-1$, as claimed.

From Claims (a)-(d), we obtain that $a, b$ satisfy the hypothesis of Lemma 4.27. Hence the required inequality follows from Lemmas 4.25 and 4.27.

LEMMA 4.29. Let $1 \leq d_{1} \leq \cdots \leq d_{m}, 0 \leq \alpha_{i}, \beta_{i} \leq d_{i}-1$ for $i=1, \ldots, m, m \geq 2$, be integers such that $\sum_{i=1}^{m} \alpha_{i}=\sum_{i=1}^{m} \beta_{i}$ and $\left(\alpha_{1}, \ldots, \alpha_{m}\right) \neq\left(\beta_{1}, \ldots, \beta_{m}\right)$. Then

$$
\begin{align*}
& \prod_{i=1}^{m}\left(d_{i}-\alpha_{i}\right)+ \prod_{i=1}^{m}\left(d_{i}-\beta_{i}\right)-  \tag{4.4.3}\\
& \prod_{i=1}^{m} \min \left\{d_{i}-\alpha_{i}, d_{i}-\beta_{i}\right\} \geq \\
&\left(\sum_{i=1}^{k+1}\left(d_{i}-\alpha_{i}\right)-(k-1)-\sum_{i=k+2}^{m} \alpha_{i}\right) d_{k+2} \cdots d_{m}-d_{k+3} \cdots d_{m}
\end{align*}
$$

for $k=0, \ldots, m-2$, where $d_{k+3} \cdots d_{m}=1$ if $k=m-2$.
Proof. Making the substitutions $k=k-1, d_{i}-\alpha_{i}=a_{i}, d_{i}-\beta_{i}=b_{i}$, and $d_{i}=e_{i}$, the inequality follows at once from Proposition 4.28.

### 4.5. Second generalized Hamming weight

Let $A_{1}, \ldots, A_{s-1}$ be subsets of $\mathbb{F}_{q}$ and let $\mathbb{X}$ be the projective cartesian set

$$
\mathbb{X}:=\left[A_{1} \times \cdots \times A_{s-1} \times\{1\}\right] \subset \mathbb{P}^{s-1}
$$

where $d_{i}=\left|A_{i}\right|$ for all $i=1, \ldots, s-1$ and $2 \leq d_{1} \leq \cdots \leq d_{s-1}$.
The Reed-Muller-type code $C_{\mathbb{X}}(d)$ is called an affine cartesian code [LRMV14]. If $\mathbb{X}^{*}=$
$A_{1} \times \cdots \times A_{s-1}$, then $C_{\mathbb{X}}(d)=C_{\mathbb{X}^{*}}(d)$ (see [LRMV14]). We suppose that $d=\sum_{i=1}^{k}\left(d_{i}-1\right)+$ $\ell$, where $0 \leq k \leq s-2$ and $1 \leq \ell \leq d_{k+1}-1$. To prove the inequality " $\leq$ " in Theorem 4.32 we need the following Lemma.

Lemma 4.30. We can find two linearly independent polynomials $F$ and $G \in S_{\leq d}$ such that $\left|V_{\mathbb{X}^{*}}(F) \cap V_{\mathbb{X}^{*}}(G)\right|$ is given by

$$
\begin{cases}d_{1} \cdots d_{s-1}-\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{s-1}+d_{k+3} \cdots d_{s-1} & \text { if } k<s-3 \\ d_{1} \cdots d_{s-1}-\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{s-1}+1 & \text { if } k=s-3 \\ d_{1} \cdots d_{s-1}-d_{s-1}+\ell-1 & \text { if } k=s-2\end{cases}
$$

Proof. Case (I): $k \leq s-3$. Similarly to [LRMV14] we take $A_{i}=\left\{\beta_{i, 1}, \ldots, \beta_{i, d_{i}}\right\}$, for $i=1, \ldots, s-1$. Also, for $i=1, \ldots, k$, let

$$
\begin{aligned}
& f_{i}:=\left(\beta_{i, 1}-t_{i}\right)\left(\beta_{i, 2}-t_{i}\right) \cdots\left(\beta_{i, d_{i-1}}-t_{i}\right) \\
& g:=\left(\beta_{k+1,1}-t_{k+1}\right)\left(\beta_{k+1,2}-t_{k+1}\right) \cdots\left(\beta_{k+1, \ell-1}-t_{k+1}\right)
\end{aligned}
$$

Setting $h_{1}:=\beta_{k+1, \ell}-t_{k+1}$ and $h_{2}:=\beta_{k+2, \ell}-t_{k+2}$. Set $F:=f_{1} \cdots f_{k} \cdot g \cdot h_{1}$ and $G:=$ $f_{1} \cdots f_{k} \cdot g \cdot h_{2}$. Notice that $\operatorname{deg} F=\operatorname{deg} G=\sum_{i=1}^{k}\left(d_{i}-1\right)+\ell=d$ and that they are linearly independent over $\mathbb{F}_{q}$. Let

$$
\begin{aligned}
& V_{1}:=\left(A_{1} \times \cdots \times A_{s-1}\right) \backslash\left(V_{\mathbb{X}^{*}}(F) \cap V_{\mathbb{X}^{*}}(G)\right), \\
& V_{2}:=\left\{\beta_{1, d_{1}}\right\} \times \cdots \times\left\{\beta_{k, d_{k}}\right\} \times\left\{\beta_{k+1, i}\right\}_{i=\ell}^{d_{k+1}} \times A_{k+2} \times \cdots \times A_{s-1}
\end{aligned}
$$

It is easy to see that $V_{1} \subset V_{2}$ and $\left(V_{2} \backslash V_{1}\right) \cap\left(V_{\mathbb{X}^{*}}(F) \cap V_{\mathbb{X}^{*}}(G)\right)=V_{3}$, where $V_{3}$ is given by

$$
\begin{cases}\left\{\beta_{1, d_{1}}\right\} \times \cdots \times\left\{\beta_{k, d_{k}}\right\} \times\left\{\beta_{k+1, \ell}\right\} \times\left\{\beta_{k+2, \ell}\right\} \times A_{k+3} \times \cdots \times A_{s-1} & \text { if } k<s-3 \\ \left\{\beta_{1, d_{1}}\right\} \times \cdots \times\left\{\beta_{k, d_{k}}\right\} \times\left\{\beta_{k+1, \ell}\right\} \times\left\{\beta_{k+2, \ell}\right\} & \text { if } k=s-3 .\end{cases}
$$

Therefore

$$
\left|V_{1}\right|=\left|V_{2}\right|-\left|V_{3}\right|= \begin{cases}\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{s-1}-d_{k+3} \cdots d_{s-1} & \text { if } k<s-3, \\ \left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{s-1}-1 & \text { if } k=s-3,\end{cases}
$$

and the claim follows because $\left|V_{\mathbb{X}^{*}}(F) \cap V_{\mathbb{X}^{*}}(G)\right|=d_{1} \cdots d_{s-1}-\left|V_{1}\right|$.
Case (II): $k=s-2$. As $\ell \leq d_{k+1}-1$ then $\ell+1 \leq d_{k+1}$. We define $h_{3}$ as $\beta_{k+1, \ell+1}-t_{k+1}$, and $F, f_{i}, g, h_{1}$ as in Case (I). Let $G^{\prime}:=f_{1} \cdots f_{k} \cdot g \cdot h_{3}$. If

$$
\begin{aligned}
& V_{1}^{\prime}:=\left(A_{1} \times \cdots \times A_{s-1}\right) \backslash\left(V_{\mathbb{X}^{*}}(F) \cap V_{\mathbb{X}^{*}}\left(G^{\prime}\right)\right), \\
& V_{2}^{\prime}:=\left\{\beta_{1, d_{1}}\right\} \times \cdots \times\left\{\beta_{k, d_{k}}\right\} \times\left\{\beta_{k+1, i}\right\}_{i=\ell}^{d_{k+1}},
\end{aligned}
$$

then (because $h_{1}$ and $h_{3}$ do not have common zeros) $V_{1}^{\prime}=V_{2}^{\prime}$ and thus

$$
\left|V_{1}^{\prime}\right|=d_{k+1}-\ell+1=d_{s-1}-\ell+1
$$

The result follows because $\left|V_{\mathbb{X}^{*}}(F) \cap V_{\mathbb{X}^{*}}\left(G^{\prime}\right)\right|=d_{1} \cdots d_{s-1}-\left|V_{1}^{\prime}\right|$.
LEMMA 4.31. [MBPV16, Lemma 3.3] Let $L \subset S$ be the ideal $\left(t_{1}^{d_{1}}, \ldots, t_{s-1}^{d_{s-1}}\right)$, where $d_{1}, \ldots, d_{s-1}$ are in $\mathbb{N}_{+}$. If $t^{a}=t_{1}^{a_{1}} \cdots t_{s}^{a_{s}}, a_{j} \geq 1$ for some $1 \leq j \leq s-1$, and $a_{i} \leq d_{i}-1$ for $i \leq s-1$, then

$$
\operatorname{deg}\left(S /\left(L, t^{a}\right)\right)=\operatorname{deg}\left(S /\left(L, t_{1}^{a_{1}} \cdots t_{s-1}^{a_{s-1}}\right)\right)=d_{1} \cdots d_{s-1}-\prod_{i=1}^{s-1}\left(d_{i}-a_{i}\right)
$$

We come to one of our applications to coding theory.
THEOREM 4.32. Let $A_{i}, i=1, \ldots, s-1$, be subsets of $\mathbb{F}_{q}$ and let $\mathbb{X} \subset \mathbb{P}^{s-1}$ be the projective cartesian set given by $\mathbb{X}=\left[A_{1} \times \cdots \times A_{s-1} \times\{1\}\right]$. If $d_{i}=\left|A_{i}\right|$ for $i=1, \ldots, s-1$ and $2 \leq d_{1} \leq \cdots \leq d_{s-1}$, then

$$
\delta_{\mathbb{X}}(d, 2)=\left\{\begin{array}{cl}
\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{s-1}-d_{k+3} \cdots d_{s-1} & \text { if } k<s-3 \\
\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{s-1}-1 & \text { if } k=s-3 \\
d_{s-1}-\ell+1 & \text { if } k=s-2 \\
2 & \text { if } d \geq \sum_{i=1}^{s-1}\left(d_{i}-1\right)
\end{array}\right.
$$

where $0 \leq k \leq s-2, d=\sum_{i=1}^{k}\left(d_{i}-1\right)+\ell$ and $1 \leq \ell \leq d_{k+1}-1$.
Proof. We set $n=s-1, I=I(\mathbb{X})$, and $L=\left(t_{1}^{d_{1}}, \ldots, t_{n}^{d_{n}}\right)$. By [Wei91, Theorem 1, Corollary 1], we get $\delta_{\mathbb{X}}(d, 2)=2$ for $d \geq \sum_{i=1}^{s-1}\left(d_{i}-1\right)$. Thus we may assume $d<$ $\sum_{i=1}^{s-1}\left(d_{i}-1\right)$. First we show the inequality " $\geq$ ". Let $\prec$ be a graded monomial order with $t_{1} \succ \cdots \succ t_{s}$. The initial ideal $\mathrm{in}_{\prec}(I)$ of $I$ is equal to $L=\left(t_{1}^{d_{1}}, \ldots, t_{n}^{d_{n}}\right)$; see [LRMV14]. Let $F=\left\{t^{a}, t^{b}\right\}$ be an element of $\mathcal{M}_{\prec, d, 2}$, that is, $t^{a}=t_{1}^{a_{1}} \cdots t_{s}^{a_{s}}, t^{b}=t_{1}^{b_{1}} \cdots t_{s}^{b_{s}}, d=\sum_{i=1}^{s} a_{i}=$ $\sum_{i=1}^{S} b_{i}, a \neq b, a_{i} \leq d_{i}-1$ and $b_{i} \leq d_{i}-1$ for $i=1, \ldots, n$, and $(L:(F)) \neq L$. In particular, from the last condition it follows readily that $a_{i} \neq 0$ and $b_{j} \neq 0$ for some $1 \leq i, j \leq n$. There are exact sequences of graded $S$-modules

$$
\begin{aligned}
0 \rightarrow & \left(S /\left(\left(L, t^{a}\right): t^{b}\right)\right)[-|b|] \xrightarrow{t^{b}} S /\left(L, t^{a}\right) \rightarrow S /\left(L, t^{a}, t^{b}\right) \rightarrow 0, \\
& 0 \rightarrow\left(S /\left(\left(L, t^{b}\right): t^{a}\right)\right)[-|a|] \xrightarrow{t^{a}} S /\left(L, t^{b}\right) \rightarrow S /\left(L, t^{a}, t^{b}\right) \rightarrow 0,
\end{aligned}
$$

where $|a|=\sum_{i=1}^{S} a_{i}$. From the equalities

$$
\begin{aligned}
& \left(\left(L, t^{a}\right): t^{b}\right)=\left(L: t^{b}\right)+\left(t^{a}: t^{b}\right)=\left(t_{1}^{d_{1}-b_{1}}, \ldots, t_{n}^{d_{n}-b_{n}}, \prod_{i=1}^{s} t_{i}^{\max \left\{a_{i}, b_{i}\right\}-b_{i}}\right) \\
& \left(\left(L, t^{b}\right): t^{a}\right)=\left(L: t^{a}\right)+\left(t^{b}: t^{a}\right)=\left(t_{1}^{d_{1}-a_{1}}, \ldots, t_{n}^{d_{n}-a_{n}}, \prod_{i=1}^{s} t_{i}^{\max \left\{a_{i}, b_{i}\right\}-a_{i}}\right)
\end{aligned}
$$

it follows that either $\left(\left(L, t^{a}\right): t^{b}\right)$ or $\left(\left(L, t^{b}\right): t^{a}\right)$ is contained in $\left(t_{1}, \ldots, t_{n}\right)$. Hence at least one of these ideals has height $n$. Therefore, setting

$$
P(a, b)=\prod_{i=1}^{n}\left(d_{i}-a_{i}\right)+\prod_{i=1}^{n}\left(d_{i}-b_{i}\right)-\prod_{i=1}^{n} \min \left\{d_{i}-a_{i}, d_{i}-b_{i}\right\},
$$

and using Lemma 4.31 it is not hard to see that the degree of $S /\left(L, t^{a}, t^{b}\right)$ is

$$
\operatorname{deg}\left(S /\left(L, t^{a}, t^{b}\right)\right)=\prod_{i=1}^{n} d_{i}-P(a, b)
$$

and the second generalized footprint function of $I$ is

$$
\begin{equation*}
\operatorname{fp}_{I}(d, 2)=\min \left\{P(a, b) \mid\left\{t^{a}, t^{b}\right\} \in \mathcal{M}_{\prec, d, 2}\right\} \tag{4.5.1}
\end{equation*}
$$

Making the substitution $-\ell=\sum_{i=1}^{k}\left(d_{i}-1\right)-\sum_{i=1}^{s} a_{i}$ and using the fact that $\mathrm{fp}_{I(\mathbb{X})}(d, r)$ is less than or equal to $\delta_{\mathbb{X}}(d, r)$ (see Theorem 4.23) it suffices to show the inequalities

$$
\begin{equation*}
P(a, b) \geq\left(\sum_{i=1}^{k+1}\left(d_{i}-a_{i}\right)-(k-1)-a_{s}-\sum_{i=k+2}^{n} a_{i}\right) d_{k+2} \cdots d_{n}-d_{k+3} \cdots d_{n} \tag{4.5.2}
\end{equation*}
$$

for $\left\{t^{a}, t^{b}\right\} \in \mathcal{M}_{\prec, d, 2}$ if $0 \leq k \leq s-3$, where $d_{k+3} \cdots d_{n}=1$ if $k=s-3$, and

$$
\begin{equation*}
P(a, b) \geq \sum_{i=1}^{s-1}\left(d_{i}-a_{i}\right)-(s-3)-a_{s} \tag{4.5.3}
\end{equation*}
$$

for $\left\{t^{a}, t^{b}\right\} \in \mathcal{M}_{\prec, d, 2}$ if $k=s-2$. As $\left(a_{1}, \ldots, a_{n}\right)$ is not equal to $\left(b_{1}, \ldots, b_{n}\right)$, one has that either $\prod_{i=1}^{n} d_{i}-\prod_{i=1}^{n}\left(d_{i}-a_{i}\right) \geq 1$ or $\prod_{i=1}^{n} d_{i}-\prod_{i=1}^{n}\left(d_{i}-b_{i}\right) \geq 1$. If $a_{s} \geq 1$ or $b_{s} \geq 1$ (resp. $a_{s}=b_{s}=0$ ), the inequality of Eq. (4.5.2) follows at once from [MBPV17, Proposition 5.7] (resp. Lemma 4.29). If $a_{s} \geq 1$ or $b_{s} \geq 1$ (resp. $a_{s}=b_{s}=0$ ), the inequality of Eq. (4.5.3) follows at once from [MBPV17, Proposition 5.7] (resp. Lemma 4.26(a)). This completes the proof of the inequality " $\geq$ ".

The inequality " $\leq$ " follows directly from Lemma 4.30.

Another of our applications to coding theory is the following purely combinatorial formula for the second generalized Hamming weight of an affine cartesian code which is quite different from the corresponding formula of [BD17, Theorem 5.4].

THEOREM 4.33. Let $\mathcal{P}_{d}$ be the set of all pairs $(a, b), a, b$ in $\mathbb{N}^{s}, a=\left(a_{1}, \ldots, a_{s}\right), b=$ $\left(b_{1}, \ldots, b_{s}\right)$, such that $a \neq b, d=\sum_{i=1}^{s} a_{i}=\sum_{i=1}^{S} b_{i}, 1 \leq a_{i}, b_{i} \leq d_{i}-1$ for $i=1, \ldots, n, n:=$ $s-1, a_{i} \neq 0$ and $b_{j} \neq 0$ for some $1 \leq i, j \leq n$. If we consider $\mathbb{X}=\left[A_{1} \times \cdots \times A_{n} \times\{1\}\right] \subset \mathbb{P}^{n}$,
with $A_{i} \subset \mathbb{F}_{q}, d_{i}=\left|A_{i}\right|$, and $2 \leq d_{1} \leq \cdots \leq d_{n}$, then

$$
\operatorname{fp}_{I(\mathbb{X})}(d, 2)=\delta_{\mathbb{X}}(d, 2)=\min \left\{P(a, b) \mid(a, b) \in \mathcal{P}_{d}\right\} \quad \text { for } d \leq \sum_{i=1}^{n}\left(d_{i}-1\right)
$$

where $P(a, b)=\prod_{i=1}^{n}\left(d_{i}-a_{i}\right)+\prod_{i=1}^{n}\left(d_{i}-b_{i}\right)-\prod_{i=1}^{n} \min \left\{d_{i}-a_{i}, d_{i}-b_{i}\right\}$.
Proof. Let $\psi(d)$ be the formula for $\delta_{\mathbb{X}}(d, 2)$ given in Theorem 4.32. Then using Eqs. (4.5.2) and Eqs. (4.5.3) one has $\psi(d) \leq \mathrm{fp}_{I(\mathbb{X})}(d, 2)$. By Theorem 4.23 one has $\mathrm{fp}_{I(\mathbb{X})}(d, r) \leq$ $\delta_{\mathbb{X}}(d, r)$, and by Lemma 4.30 one has $\delta_{\mathbb{X}}(d, r) \leq \psi(d)$. Therefore

$$
\psi(d) \leq \mathrm{fp}_{I(\mathbb{X})}(d, 2) \leq \delta_{\mathbb{X}}(d, r) \leq \psi(d)
$$

Thus we have equality everywhere and the result follows from Eq. (4.5.1).

### 4.6. Generalized Hamming weights of affine cartesian codes

There is a nice combinatorial formula for the $r$-th generalized Hamming weight of an affine cartesian code [BD17, Theorem 5.4]. Using this combinatorial formula we give an explicit formula to compute the $r$-th generalized Hamming weight for a family of cartesian codes.

THEOREM 4.34. Let $\mathbb{X}:=\left[A_{1} \times \cdots \times A_{s-1} \times\{1\}\right]$ be a subset of $\mathbb{P}^{s-1}$, where $A_{i} \subset \mathbb{F}_{q}$ and $d_{i}=\left|A_{i}\right|$ for $i=1, \ldots, s-1$. If $2 \leq d_{1} \leq \cdots \leq d_{s-1}$, then

$$
\delta_{\mathbb{X}}(d, r)= \begin{cases}d_{k+r+1} \cdots d_{s-1}\left[\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{k+r}-1\right] & \text { if } k<s-r-1  \tag{4.6.1}\\ \left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{s-1}-1 & \text { if } k=s-r-1\end{cases}
$$

where we set $d_{i} \cdots d_{j}=1$ if $i>j$ or $i<1$, and $r \geq 1, k \geq 0, \ell$ are integers such that $d=\sum_{i=1}^{k}\left(d_{i}-1\right)+\ell$, and $1 \leq \ell \leq d_{k+1}-1$.

PROOF. Setting $n=s-1, R=K\left[t_{1}, \ldots, t_{n}\right]$ a polynomial ring with coefficients in $K$, and $L=\left(t_{1}^{d_{1}}, \ldots, t_{n}^{d_{n}}\right)$, we order the set $M_{\leq d}:=\Delta_{\prec}(L) \cap R_{\leq d}$ of all standard monomials of $R / L$ of degree at most $d$ with the lexicographic order (lex order for short), that is, $t^{a} \succ t^{b}$ if and only if the first non-zero entry of $a-b$ is positive. For $r>1$ and $0 \leq k \leq n-r$, the $r$-th monomial $t_{1}^{b_{r, 1}} \cdots t_{n}^{b_{r, n}}$ of $M_{\leq d}$ in decreasing lex order is

$$
t_{1}^{d_{1}-1} \cdots t_{k}^{d_{k}-1} t_{k+1}^{\ell-1} t_{k+r}
$$

and the $r$-th monomial $t_{1}^{a_{r, 1}} \cdots t_{n}^{a_{r, n}}$ of $M_{\geq c_{0}-d}:=\Delta_{\prec}(L) \cap R_{\geq c_{0}-d}$ in ascending lex order, where $c_{0}=\sum_{i=1}^{n}\left(d_{i}-1\right)$, is

$$
t_{k+1}^{d_{k+1}-\ell} t_{k+2}^{d_{k+2}-1} \cdots t_{k+r-1}^{d_{k+r-1}-1} t_{k+r}^{d_{k+r}-2} t_{k+r+1}^{d_{k+r+1}-1} \cdots t_{n}^{d_{n}-1}
$$

Case (I): $0 \leq k<n-r$. The case $r=1$ was proved in [LRMV14, Theorem 3.8]. Thus we may also assume $r \geq 2$. Therefore, applying [BD17, Theorem 5.4], we obtain that $\delta_{\mathbb{X}}(d, r)$ is given by

$$
\begin{aligned}
& 1+\sum_{i=1}^{n} a_{r, i} \prod_{j=i+1}^{n} d_{j}=1+\left(d_{k+1}-\ell\right) d_{k+2} \cdots d_{n}+\sum_{i=k+2, i \neq k+r}^{n}\left(d_{i}-1\right) \prod_{j=i+1}^{n} d_{j} \\
& +\left(d_{k+r}-2\right) d_{k+r+1} \cdots d_{n} \\
& =\left(d_{k+1}-\ell\right) d_{k+2} \cdots d_{n}+\left(1+\sum_{i=k+2}^{n}\left(d_{i}-1\right) \prod_{j=i+1}^{n} d_{j}\right)-d_{k+r+1} \cdots d_{n} \\
& =\left(d_{k+1}-\ell\right) d_{k+2} \cdots d_{n}+\left(d_{k+2} \cdots d_{n}\right)-d_{k+r+1} \cdots d_{n} \\
& =\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{n}-d_{k+r+1} \cdots d_{n} \\
& =d_{k+r+1} \cdots d_{n}\left[\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{k+r}-1\right] .
\end{aligned}
$$

Case (II): $k=n-r$. In this case the $r$-th monomial $t_{1}^{a_{r, 1}} \cdots t_{n}^{a_{r, n}}$ of $M_{\geq c_{0}-d}$ in ascending lex order is

$$
t_{k+1}^{d_{k+1}-\ell} t_{k+2}^{d_{k+2}-1} \cdots t_{k+r-1}^{d_{k+r-1}-1} t_{k+r}^{d_{k+r}-2} t_{k+r+1}^{d_{k+r+1}-1} \cdots t_{n}^{d_{n}-1}
$$

Therefore, applying [BD17, Theorem 5.4], we obtain that $\delta_{\mathbb{X}}(d, r)$ is given by

$$
\begin{aligned}
& 1+\sum_{i=1}^{n} a_{r, i} \prod_{j=i+1}^{n} d_{j}=1+\left(d_{k+1}-\ell\right) d_{k+2} \cdots d_{n}+\sum_{i=k+2}^{n-1}\left(d_{i}-1\right) \prod_{j=i+1}^{n} d_{j}+\left(d_{n}-2\right) \\
& =\left(d_{k+1}-\ell\right) d_{k+2} \cdots d_{n}+\left(1+\sum_{i=k+2}^{n}\left(d_{i}-1\right) \prod_{j=i+1}^{n} d_{j}\right)-1 \\
& =\left(d_{k+1}-\ell\right) d_{k+2} \cdots d_{n}+\left(d_{k+2} \cdots d_{n}\right)-1=\left(d_{k+1}-\ell+1\right) d_{k+2} \cdots d_{n}-1 .
\end{aligned}
$$

Corollary 4.35. Let $\mathbb{T}$ be a projective torus in $\mathbb{P}^{s-1}$ and let $\delta_{\mathbb{T}}(d, r)$ be the $r$-th generalized Hamming weight of $C_{\mathbb{T}}(d)$. Then

$$
\delta_{\mathbb{T}}(d, r)=\left[(q-1)^{r-1}(q-\ell)-1\right](q-1)^{s-k-r-1}
$$

for $1 \leq r \leq s-k-1,1 \leq r \leq H_{\mathbb{T}}(d)$, where $d=k(q-2)+\ell, 0 \leq k \leq s-2,1 \leq \ell \leq q-2$.

## CHAPTER 5

## Cohen-Macaulay vertex-weighted digraphs

We give an effective characterization of the Cohen-Macaulay vertex-weighted oriented trees and forests. For transitive weighted oriented graphs we show that Alexander duality holds. It is shown that edge ideals of weighted acyclic tournaments are CohenMacaulay and satisfy Alexander duality. For a monomial ideal with no embedded primes we classify the normality of its symbolic Rees algebra in terms of the normality of its primary components.

### 5.1. Irreducible decompositions and symbolic powers

In this section we study irreducible representations of monomial ideals and various aspects of symbolic Rees algebras of monomial ideals. Here we continue to employ the notation and definitions used in the introduction of this thesis.

Recall that an ideal $L$ of a Noetherian ring $R$ is called irreducible if $L$ cannot be written as an intersection of two proper ideals of $R$ that properly contain $L$. Let $R=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring over a field $K$. Up to permutation of variables the irreducible monomial ideals of $R$ are of the form

$$
\left(x_{1}^{a_{1}}, \ldots, x_{r}^{a_{r}}\right)
$$

where $a_{1}, \ldots, a_{r}$ are positive integers. According to Theorem 2.17 any monomial ideal $I$ of $R$ has a unique irreducible decomposition:

$$
I=I_{1} \cap \cdots \cap I_{m}
$$

where $I_{1}, \ldots, I_{m}$ are irreducible monomial ideals and $I \neq \cap_{i \neq j} I_{i}$ for $j=1, \ldots, m$, that is, this decomposition is irredundant. The ideals $I_{1}, \ldots, I_{m}$ are called the irreducible components of $I$.

By [Vil15, Proposition 6.1.7] a monomial ideal $\mathfrak{I}$ is a primary ideal if and only if, after permutation of the variables, it has the form:

$$
\begin{equation*}
\mathfrak{I}=\left(x_{1}^{a_{1}}, \ldots, x_{r}^{a_{r}}, x^{b_{1}}, \ldots, x^{b_{s}}\right), \tag{5.1.1}
\end{equation*}
$$

where $a_{i} \geq 1$ and $\cup_{i=1}^{s} \operatorname{supp}\left(x^{b_{i}}\right) \subset\left\{x_{1}, \ldots, x_{r}\right\}$. Thus if $\mathfrak{I}$ is a monomial primary ideal, then $\mathfrak{I}^{k}$ is a primary ideal for $k \geq 1$. Since irreducible ideals are primary, the irreducible
decomposition of $I$ is a primary decomposition of $I$. Notice that the irreducible decomposition of $I$ is not necessarily a minimal primary decomposition, that is, $I_{i}$ and $I_{j}$ could have the same radical for $i \neq j$. If $I$ is a squarefree monomial ideal, its irreducible decomposition is minimal. For edge ideals of weighted oriented graphs one also has that their irreducible decompositions are minimal [PRT17].

DEFINITION 5.1. An irreducible monomial ideal $L \subset R$ is called a minimal irreducible ideal of $I$ if $I \subset L$ and for any irreducible monomial ideal $L^{\prime}$ such that $I \subset L^{\prime} \subset L$ one has that $L=L^{\prime}$.

Proposition 5.2. If $I=I_{1} \cap \cdots \cap I_{m}$ is the irreducible decomposition of a monomial ideal $I$, then $I_{1}, \ldots, I_{m}$ are the minimal irreducible monomial ideals of $I$.

Proof. Let $L$ be an irreducible ideal that contains $I$. Then $I_{i} \subset L$ for some $i$. Indeed if $I_{i} \not \subset L$ for all $i$, for each $i$ pick $x_{j_{i}}^{a_{j_{i}}}$ in $I_{i} \backslash L$. Since $I \subset L$, setting $x^{a}=\operatorname{lcm}\left\{x_{j_{i}}^{a_{j_{i}}}\right\}_{i=1}^{m}$ and writing $L=\left(x_{k_{1}}^{c_{k_{1}}}, \ldots, x_{k_{\ell}}^{c_{k_{\ell}}}\right)$, it follows that $x^{a}$ is in $I$ and $x_{j_{i}}^{a_{j_{i}}}$ is a multiple of $x_{k_{t}}^{c_{k_{t}}}$ for some $1 \leq i \leq m$ and $1 \leq t \leq \ell$. Thus $x_{j_{i}}^{a_{j_{i}}}$ is in $L$, a contradiction. Therefore if $L$ is minimal one has $L=I_{i}$ for some $i$. To complete the proof notice that $I_{i}$ is a minimal irreducible monomial ideal of $I$ for all $i$. This follows from the first part of the proof using that $I=I_{1} \cap \cdots \cap I_{m}$ is an irredundant decomposition.

The unique minimal set of generators of a monomial ideal $I$, consisting of monomials, is denoted by $G(I)$. The next result tells us that in certain cases we may have a sort of Alexander duality obtained by switching the roles of minimal generators and irreducible components [Vil15, Theorem 6.3.39] (see Example 5.46 and Theorem 5.43).

LEmmA 5.3. Let I be a monomial ideal of $R$, and suppose that $G(I)=\left\{x^{v_{1}}, \ldots, x^{v_{r}}\right\}$ where $v_{i}=\left(v_{i 1}, \ldots, v_{i n}\right)$ for $i=1, \ldots, r$, and let $I=I_{1} \cap \cdots \cap I_{m}$ be its irreducible decomposition. Then

$$
V:=\left\{x_{j}^{v_{i j}} \mid v_{i j} \geq 1\right\}=G\left(I_{1}\right) \cup \cdots \cup G\left(I_{m}\right)
$$

Proof. " $\subset$ " Take $x_{j}^{v_{i j}}$ in $V$, without loss of generality we can assume that $i=1$ and $j=1$. We proceed by contradiction assuming that $x_{1}^{v_{11}}$ is not in $\cup_{i=1}^{m} G\left(I_{i}\right)$. Setting $M=$ $x_{1}^{v_{11}-1} x_{2}^{v_{12}} \cdots x_{n}^{v_{1 n}}$, notice that $M$ is in $I$. Indeed for any $I_{j}$ not containing $x_{2}^{v_{12}} \cdots x_{n}^{v_{1 n}}$, one has that $x_{1}^{v_{11}}$ is in $I_{j}$ because $x^{v_{1}}$ is in $I$. Thus there is $x_{1}^{c_{j}}$ in $G\left(I_{j}\right)$ such that $v_{11}>c_{j} \geq 1$ because $x_{1}^{v_{11}}$ is not in $G\left(I_{j}\right)$. Thus $M$ is in $I_{j}$. This proves that $M$ is in $I$, a contradiction to the minimality of $G(I)$ because this monomial that strictly divides one of the elements of $G(I)$ cannot be in $I$. Thus $x_{1}^{v_{11}}$ is in $\cup_{i=1}^{m} G\left(I_{i}\right)$, as required.
" $\supset$ " Take $x_{j}^{a_{j}}$ in $G\left(I_{i}\right)$ for some $i, j$, without loss of generality we may assume that $i=j=1$ and $G\left(I_{1}\right)=\left\{x_{1}^{a_{1}}, \ldots, x_{\ell}^{a_{\ell}}\right\}$. We proceed by contradiction assuming that $x_{1}^{a_{1}} \notin V$. Setting $L=\left(x_{1}^{a_{1}+1}, x_{2}^{a_{2}}, \ldots, x_{\ell}^{a_{\ell}}\right)$, notice that $I \subset L$. Indeed take any monomial $x^{v_{k}}$ in $G(I)$ which is not in $\left(x_{2}^{a_{2}}, \ldots, x_{\ell}^{a_{\ell}}\right)$. Then $x^{v_{k}}$ is a multiple of $x_{1}^{a_{1}}$ because $I \subset I_{1}$. Hence $v_{k 1}>a_{1}$ because $x_{1}^{a_{1}} \notin V$. Thus $x^{v_{k}}$ is in $L$. This proves that $I \subset L \subsetneq I_{1}$, a contradiction to the fact that $I_{1}$ is a minimal irreducible monomial ideal of $I$ (see Proposition 5.2).

Let $I \subset R$ be a monomial ideal. The Alexander dual of $I$, denoted $I^{\vee}$, is the ideal of $R$ generated by all monomials $x^{a}$, with $a=\left(a_{1}, \ldots, a_{n}\right)$, such that $\left\{x_{i}^{\left.a_{i} \mid a_{i} \geq 1\right\}}\right.$ is equal to $G(L)$ for some minimal irreducible ideal $L$ of $I$. The dual of $I$, denoted $I^{*}$, is the intersection of all ideals ( $\left\{x_{i}^{a_{i}} \mid a_{i} \geq 1\right\}$ ) such that $x^{a} \in G(I)$. Thus one has

$$
I^{\vee}=\left(\prod_{f \in G\left(I_{1}\right)} f, \ldots, \prod_{f \in G\left(I_{m}\right)} f\right) \text { and } I^{*}=\bigcap_{x^{a} \in G(I)}\left(\left\{x_{i}^{a_{i}} \mid a_{i} \geq 1\right\}\right),
$$

where $I_{1}, \ldots, I_{m}$ are the irreducible components of $I$. If $I^{*}=I^{\vee}$, we say that Alexander duality holds for $I$. There are other related ways introduced by Ezra Miller [EGSS01, Mil98, Mil00, MS04] to define the Alexander dual of a monomial ideal. It is well known that $I^{*}=I^{\vee}$ for squarefree monomial ideals [Vil15, Theorem 6.3.39].

Definition 5.4. Let $I$ be an ideal of a ring $R$ and let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ be the minimal primes of $I$. Given an integer $k \geq 1$, we define the $k$-th symbolic power of $I$ to be the ideal

$$
I^{(k)}:=\bigcap_{i=1}^{r} \mathfrak{q}_{i}=\bigcap_{i=1}^{r}\left(I^{k} R_{\mathfrak{p}_{i}} \cap R\right),
$$

where $\mathfrak{q}_{i}$ is the $\mathfrak{p}_{i}$-primary component of $I^{k}$.
In other words, one has $I^{(k)}=S^{-1} I^{k} \cap R$, where $S=R \backslash \cup_{i=1}^{r} \mathfrak{p}_{i}$. An alternative notion of symbolic power can be introduced using the whole set of associated primes of $I$ instead (see, e.g., [CEHH13, DDSG $^{+}$15]):

$$
I^{\langle k\rangle}=\bigcap_{\mathfrak{p} \in \operatorname{Ass}(R / I)}\left(I^{k} R_{\mathfrak{p}} \cap R\right)=\bigcap_{\mathfrak{p} \in \operatorname{maxAss}(R / I)}\left(I^{k} R_{\mathfrak{p}} \cap R\right),
$$

where $\max \operatorname{Ass}(R / I)$ is the set of associated primes which are maximal with respect to inclusion [CEHH13, Lemmas 3.1 and 3.2]. Clearly $I^{k} \subset I^{(k)} \subset I^{(k)}$. If $I$ has no embedded primes, e.g. for radical ideals such as squarefree monomial ideals, the two last definitions of symbolic powers coincide. An interesting problem is to give necessary and sufficient conditions for the equality " $I^{k}=I^{(k)}$ for $k \geq 1$ ".

For prime ideals the $k$-th symbolic powers and the $k$-th usual powers are not always equal. Thus the next lemma does not hold in general but the proof below shows that it will hold for an ideal $I$ in Noetherian ring $R$ under the assumption that $\mathfrak{I}_{i}^{k}=\mathfrak{I}_{i}^{(k)}$ for $i=1, \ldots, r$. The next lemma is well known for radical monomial ideals [Vil01, Propositions 3.3.24 and 7.3.14].

LEMMA 5.5. Let $I \subset R$ be a monomial ideal and let $I=\mathfrak{I}_{1} \cap \cdots \cap \mathfrak{I}_{r} \cap \cdots \cap \mathfrak{I}_{m}$ be an irredundant minimal primary decomposition of $I$, where $\mathfrak{I}_{1}, \ldots, \mathfrak{I}_{r}$ are the primary components associated to the minimal primes of I. Then

$$
I^{(k)}=\mathfrak{I}_{1}^{k} \cap \cdots \cap \mathfrak{I}_{r}^{k} \text { for } k \geq 1
$$

Proof. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ be the minimal primes of $I$. By [Vil15, Proposition 6.1.7] any power of $\mathfrak{I}_{i}$ is again a $\mathfrak{p}_{i}$-primary ideal (see Eq. (5.1.1) at the beginning of this section). Thus $\mathfrak{I}_{i}^{k}=\mathfrak{I}_{i}^{(k)}$ for any $i, k$. Fixing integers $k \geq 1$ and $1 \leq i \leq r$, let

$$
I^{k}=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r} \cap \cdots \cap \mathfrak{q}_{s}
$$

be a primary decomposition of $I^{k}$, where $\mathfrak{q}_{j}$ is $\mathfrak{p}_{j}$-primary for $j \leq r$. Localizing at $\mathfrak{p}_{i}$ yields $I^{k} R_{\mathfrak{p}_{i}}=\mathfrak{q}_{i} R_{\mathfrak{p}_{i}}$ and from $I=\mathfrak{I}_{1} \cap \cdots \cap \mathfrak{I}_{r} \cap \cdots \cap \mathfrak{I}_{m}$ one obtains:

$$
I^{k} R_{\mathfrak{p}_{i}}=\left(I R_{\mathfrak{p}_{i}}\right)^{k}=\left(\mathfrak{I}_{i} R_{\mathfrak{p}_{i}}\right)^{k}=\mathfrak{I}_{i}^{k} R_{\mathfrak{p}_{i}}
$$

Thus $\mathfrak{I}_{i}^{k} R_{\mathfrak{p}_{i}}=\mathfrak{q}_{i} R_{\mathfrak{p}_{i}}$ and contracting to $R$ one has $\mathfrak{I}_{i}^{(k)}=\mathfrak{q}_{i}$. Therefore

$$
I^{(k)}=\mathfrak{I}_{1}^{(k)} \cap \cdots \cap \mathfrak{I}_{r}^{(k)}=\mathfrak{I}_{1}^{k} \cap \cdots \cap \mathfrak{I}_{r}^{k}
$$

It was pointed out to us by Ngô Viêt Trung that Lemma 5.5 is a consequence of [HHT07, Lemma 3.1]. This lemma also follows from [CEHH13, Proposition 3.6].

REMARK 5.6. To compute the $k$-th symbolic power $I^{(k)}$ of a monomial ideal $I$ one can use the following procedure for Macaulay2 [GSa].

```
SPG=(I,k)->intersect(for n from 0 to #minimalPrimes(I)-1
list localize(I^k,(minimalPrimes(I))#n))
```

EXAMPLE 5.7. Let $I$ be the ideal $\left(x_{2} x_{3}, x_{4} x_{5}, x_{3} x_{4}, x_{2} x_{5}, x_{1}^{2} x_{3}, x_{1} x_{2}^{2}\right)$. Using the procedure of Remark 5.6 we obtain $I^{(2)}=I^{2}+\left(x_{1} x_{2}^{2} x_{5}, x_{1} x_{2}^{2} x_{3}\right)$.

REMARK 5.8. If one uses $\operatorname{Ass}(R / I)$ to define the symbolic powers of a monomial ideal $I$, the following function for Macaulay2 [GSa] can be used to compute $I^{\langle k\rangle}$.

SPA=(I,k)->intersect(for $n$ from 0 to \#associatedPrimes(I)-1
list localize(I^k, (associatedPrimes(I))\#n))
EXAMPLE 5.9. Let $I$ be the ideal $\left(x_{1} x_{2}^{2}, x_{3} x_{1}^{2}, x_{2} x_{3}^{2}\right)$. Using the procedures of Remarks 5.6 and 5.8 , we obtain

$$
I^{(1)}=I+\left(x_{1} x_{2} x_{3}\right) \text { and } I^{\langle 1\rangle}=I
$$

REMARK 5.10. The following formula is useful to study the symbolic powers $I^{\langle k\rangle}$ of a monomial ideal I [CEHH13, Proposition 3.6]:

$$
I^{k} R_{\mathfrak{p}} \cap R=\left(I R_{\mathfrak{p}} \cap R\right)^{k} \text { for } \mathfrak{p} \in \operatorname{Ass}(R / I) \text { and } k \geq 1
$$

Definition 5.11. An ideal $I$ of a ring $R$ is called normally torsion-free if $\operatorname{Ass}\left(R / I^{k}\right)$ is contained in $\operatorname{Ass}(R / I)$ for all $k \geq 1$.

REMARK 5.12. Let $I$ be an ideal of a ring $R$. If $I$ has no embedded primes, then $I$ is normally torsion-free if and only if $I^{k}=I^{(k)}$ for all $k \geq 1$.

Lemma 5.13. [SZ, Lemma 5, Appendix 6] Let $I \subset R$ be an ideal generated by a regular sequence. Then $I^{k}$ is unmixed for $k \geq 1$. In particular $I^{k}=I^{(k)}$ for $k \geq 1$.

One can also compute the symbolic powers of vanishing ideals of finite sets of reduced projective points using Lemma 5.5 because these ideals are intersections of finitely many prime ideals that are complete intersections. It is well known that complete intersections are normally torsion-free (Lemma 5.24).

REMARK 5.14. (Jonathan $O^{\prime}$ Rourke) If $I$ is a radical ideal of $R$ and all associated primes of $I$ are normally torsion-free, then the $k$-th symbolic power of $I$ can be computed using the following procedure for Macaulay 2 [GSa].

```
SP1 = (I,k) -> (temp = primaryDecomposition I;
temp2 = ((temp_0)^k); for i from 1 to #temp-1 do(temp2 =
intersect(temp2,(temp_i)^k)); return temp2)
```

EXAMPLE 5.15. Let $\mathbb{X}$ be the set $\left\{\left[e_{1}\right],\left[e_{2}\right],\left[e_{3}\right],\left[e_{4}\right],[(1,1,1,1)]\right\}$ of 5 points in general linear position in $\mathbb{P}^{3}$, over the field $\mathbb{Q}$, where $e_{i}$ is the $i$-th unit vector, and let $I=I(\mathbb{X})$ be its vanishing ideal. Using Macaulay2 [GSa] and Remark 5.14 we obtain

$$
I=\left(x_{2} x_{4}-x_{3} x_{4}, x_{1} x_{4}-x_{3} x_{4}, x_{2} x_{3}-x_{3} x_{4}, x_{1} x_{3}-x_{3} x_{4}, x_{1} x_{2}-x_{3} x_{4}\right)
$$

$I^{2}=I^{(2)}, I^{3} \neq I^{(3)}$ and $I$ is a Gorenstein ideal. This example (in greater generality) has been used in [NSZN16, proof of Proposition 4.1 and Remark 4.2(2)].

Proposition 5.16. [HHT07] If $I \subset R$ is a monomial ideal, then the symbolic Rees algebra $R_{s}(I)$ of $I$ is a finitely generated K-algebra.

Proof. It follows at once from Lemma 5.5 and [HHT07, Corollary 1.3].
To compute the generators of the symbolic Rees algebra of a monomial ideal one can use the procedure given in the proof of [HHT07, Theorem 1.1]. Another method will be presented in this section that works when the primary components are normal.

REMARK 5.17. The symbolic Rees algebra of a monomial ideal $I$ is finitely generated if one uses the associated primes of $I$ to define symbolic powers. This follows from [HHT07, Corollary 1.3] and the following formula [CEHH13, Theorem 3.7]:

$$
I^{\langle k\rangle}=\bigcap_{\mathfrak{p} \in \operatorname{maxAss}(R / I)}\left(I R_{\mathfrak{p}} \cap R\right)^{k} \text { for } k \geq 1
$$

COROLLARY 5.18. If I is a monomial ideal, then $R_{s}(I)$ is Noetherian and there is an integer $k \geq 1$ such that $\left[I^{(k)}\right]^{i}=I^{(i k)}$ for $i \geq 1$.

Proof. It follows at once from [GN94, p. 80, Lemma 2.1] or by a direct argument using Proposition 5.16.

For convenience of notation in what follows we will often assume that monomial ideals have no embedded primes but some of the results can be stated and proved for general monomial ideals.

Proposition 5.19. Let $I \subset R$ be a monomial ideal without embedded primes and let $I=$ $\cap_{i=1}^{r} \mathfrak{I}_{i}$ be its minimal irredundant primary decomposition. Then $R_{s}(I)$ is normal if and only if $R\left[\Im_{i} t\right]$ is normal for all $i$.

Proof. $\Rightarrow$ ) Since $R_{S}(I)$ is Noetherian and normal it is a Krull domain by a theorem of Mori and Nagata [Mat80, p. 296]. Therefore, by [ST88, Lemma 2.5], we get that $R_{\mathfrak{p}_{i}}\left[I_{\mathfrak{p}_{i}} t\right]=$ $R_{\mathfrak{p}_{i}}\left[\left(\mathfrak{I}_{i}\right)_{\mathfrak{p}_{i}} t\right]$ is normal. Let $\mathfrak{p}_{i}$ be the radical of $\mathfrak{I}_{i}$. Any power of $\mathfrak{I}_{i}$ is a $\mathfrak{p}_{i}$-primary ideal. This follows from [Vil15, Proposition 6.1.7] (see Eq. (5.1.1) at the beginning of this section). Hence it is seen that $R_{\mathfrak{p}_{i}}\left[\left(\mathfrak{I}_{i}\right)_{\mathfrak{p}_{i}} t\right] \cap R[t]=R\left[\mathfrak{I}_{i} t\right]$. As $R[t]$ is normal it follows that $R\left[\mathfrak{I}_{i} t\right]$ is normal.
$\Leftarrow)$ By Lemma 5.5 one has $\cap_{i=1}^{r} R\left[\Im_{i} t\right]=R_{s}(I)$. As $R\left[\Im_{i} t\right]$ and $R_{s}(I)$ have the same field of quotients it follows that $R_{s}(I)$ is normal.

In general, even for monomial ideals without embedded primes, normally torsionfree ideals may not be normal. For instance $I=\left(x_{1}^{2}, x_{2}^{2}\right)$ is normally torsion-free and is not normal. As a consequence of Proposition 5.19 one recovers the following well known result.

Corollary 5.20. Let I be a squarefree monomial ideal. Then $R_{s}(I)$ is normal and $R[I t]$ is normal if I is normally torsion-free.

Let $I$ be a monomial ideal and let $G(I)=\left\{x^{v_{1}}, \ldots, x^{v_{m}}\right\}$ be its minimal set of generators. We set

$$
\mathcal{A}_{I}=\left\{e_{1}, \ldots, e_{n},\left(v_{1}, 1\right), \ldots,\left(v_{m}, 1\right)\right\}
$$

where $e_{1}, \ldots, e_{n}$ belong to $\mathbb{Z}^{n+1}$, and denote by $\mathbb{R}_{+}(I)$ or $\mathbb{R}_{+} \mathcal{A}_{I}$ (resp. $\mathbb{N} \mathcal{A}_{I}$ ) the cone (resp. semigroup) generated by $\mathcal{A}_{I}$. The integral closure of $R[I t]$ is given by $\overline{R[I t]}=$ $K\left[\mathbb{R}_{+}(I) \cap \mathbb{Z}^{n+1}\right]$. Recall that a finite set $\mathcal{H}$ is called a Hilbert basis if $\mathbb{N} \mathcal{H}=\mathbb{R}_{+} \mathcal{H} \cap \mathbb{Z}^{n+1}$, and that $R[I t]$ is normal if and only if $\mathcal{A}_{I}$ is a Hilbert basis [Vil15, Proposition 14.2.3].

Let $C \subset \mathbb{R}^{n+1}$ be a rational polyhedral cone. A finite set $\mathcal{H}$ is called a Hilbert basis of $C$ if $C=\mathbb{R}_{+} \mathcal{H}$ and $\mathcal{H}$ is a Hilbert basis. A Hilbert basis of $C$ is minimal if it does not strictly contain any other Hilbert basis of $C$. For pointed cones there is unique minimal Hilbert basis [Vil15, Theorem 1.3.9].

If the primary components of a monomial ideal are normal, the next result gives a simple procedure to compute its symbolic Rees algebra using Hilbert bases.

PROPOSITION 5.21. Let I be a monomial ideal without embedded primes and let $I=\cap_{i=1}^{r} \mathfrak{I}_{i}$ be its minimal irredundant primary decomposition. If $R\left[\Im_{i} t\right]$ is normal for all $i$ and $\mathcal{H}$ is the Hilbert basis of the polyhedral cone $\cap_{i=1}^{r} \mathbb{R}_{+}\left(\Im_{i}\right)$, then $R_{s}(I)$ is $K[\mathbb{N H}]$, the semigroup ring of $\mathbb{N H}$.

Proof. As $R\left[\mathfrak{I}_{i} t\right]=K\left[\mathbb{N} \mathcal{A}_{\mathfrak{J}_{i}}\right]$ is normal for $i=1, \ldots, r$, the semigroup $\mathbb{N} \mathcal{A}_{\mathfrak{J}_{i}}$ is equal to $\mathbb{R}_{+}\left(\Im_{i}\right) \cap \mathbb{Z}^{n+1}$ for $i=1, \ldots, r$. Hence, by Lemma 5.5 , we get

$$
\begin{aligned}
R_{S}(I) & =\cap_{i=1}^{r} R\left[\mathfrak{I}_{i} t\right]=\cap_{i=1}^{r} K\left[\mathbb{N} \mathcal{A}_{\mathfrak{I}_{i}}\right]=K\left[\cap_{i=1}^{r} \mathbb{N} \mathcal{A}_{\mathfrak{I}_{i}}\right] \\
& =K\left[\mathbb{R}_{+}\left(\mathfrak{I}_{1}\right) \cap \cdots \cap \mathbb{R}_{+}\left(\mathfrak{I}_{r}\right) \cap \mathbb{Z}^{n+1}\right]=K[\mathbb{N} \mathcal{H}] .
\end{aligned}
$$

DEFINITION 5.22. The rational polyhedral cone $\cap_{i=1}^{r} \mathbb{R}_{+}\left(\mathfrak{I}_{i}\right)$ is called the Simis cone of $I$ and is denoted by $\mathrm{Cn}(I)$.

For squarefree monomial ideals the Simis cone was introduced in [EVY05]. In particular from Proposition 5.21 we recover [EVY05, Theorem 3.5].

EXAMPLE 5.23. The ideal $I=\left(x_{2} x_{3}, x_{4} x_{5}, x_{3} x_{4}, x_{2} x_{5}, x_{1}^{2} x_{3}, x_{1} x_{2}^{2}\right)$ satisfies the hypothesis of Proposition 5.21. Using Normaliz $\left[\mathbf{B I R}^{+}\right]$we obtain that the minimal Hilbert basis of the Simis cone is:

18 Hilbert basis elements:
$000010 \quad 120001$

| 00100 | 201001 |
| :---: | :---: |
| 001000 | 120012 |
| 010000 | 121002 |
| 100000 | 221013 |
| 000111 | 222003 |
| 001101 | 241025 |
| 010011 | 242015 |
| 011001 | 24300 |

Hence $R_{S}(I)$ is generated by the monomials corresponding to these vectors.
Let $I$ be an ideal of $R$. The equality " $I^{k}=I^{(k)}$ for $k \geq 1$ " holds if and only if $I$ has no embedded primes and is normally torsion-free (see Remark 5.12). We refer the reader to [DDSG ${ }^{+}$15] for a recent survey on symbolic powers of ideals.

In [GVV07, Corollary 3.14] it is shown that a squarefree monomial ideal $I$ is normally torsion-free if and only if the corresponding hypergraph satisfies the max-flow min-cut property.

LEMMA 5.24. [SZ, Lemma 5, Appendix 6] Let $I \subset R$ be an ideal generated by a regular sequence. Then $I^{k}$ is unmixed for $k \geq 1$. In particular $I^{k}=I^{(k)}$ for $k \geq 1$.

The next result generalizes a result of Cowsik and Nori [CN76, p. 219].
THEOREM 5.25. [Bro79, (14) Corollary, p. 38] Let $(R, \mathfrak{m})$ be a local Cohen-Macaulay ring, and let $I \subset R$ be an ideal of height $h>0$. Assume that $I R_{\mathfrak{p}}$ is generated by $h$ elements for each minimal prime $\mathfrak{p}$ of $I$. Then the following statements are equivalent:
(i) $I^{k-1} / I^{k}$ is a Cohen-Macaulay module over $R / I$ for infinitely many $k$.
(ii) $R / I^{k}$ is a Cohen-Macaulay ring for infinitely many $k$.
(iii) I is generated by $h$ elements (hence a complete intersection).

REMARK 5.26. If $I \subset R$ is a complete intersection graded ideal of a polynomial ring $R$, then $R / I^{k}$ is Cohen-Macaulay for $k \geq 1$ (see [HU89, Lemma 2.7] and [Mat89, 17.4, p. 139] for more general statements).

Proposition 5.27. Let $\mathbb{X}$ be a finite set of reduced points in a projective space $\mathbb{P}^{n-1}$ over a field $K$. Then $I(\mathbb{X})^{k}=I(\mathbb{X})^{(k)}$ for all $k \geq 1$ if and only if $I(\mathbb{X})$ is a complete intersection.

Proof. $\Rightarrow)$ : Assume that $I(\mathbb{X})^{k}=I(\mathbb{X})^{(k)}$ for all $k \geq 1$. We proceed by contradiction assuming that $I(\mathbb{X})$ is not a complete intersection. Then, by Theorem $5.25, I(\mathbb{X})^{k}$ is not Cohen-Macaulay for some $k$. Hence the depth of $R / I(\mathbb{X})^{k}$ is 0 because $I(\mathbb{X})^{k}$
has dimension 1. Thus $\mathfrak{m}$ is an associated prime of $R / I(\mathbb{X})^{k}$, a contradiction because $\operatorname{Ass}\left(I(\mathbb{X})^{k}\right)=\operatorname{Ass}\left(I(\mathbb{X})^{(k)}\right)=\operatorname{Ass}(R / I(\mathbb{X}))$ and $I(\mathbb{X})$ is a radical Cohen-Macaulay ideal of height $n-1$.
$\Leftarrow)$ : This is a special case of a classical result (see Lemma 5.24 and Remark 5.26).
Question: It seems to be an open question when the symbolic Rees algebra of the vanishing ideal of a finite set of (reduced) points in $\mathbb{P}^{n-1}$ is Noetherian. As pointed out to us by Ngô Viêt Trung, there are examples where this algebra is not finitely generated, the first one having been obtained by M. Nagata [NM65, Nag59] in his famous counterexample to Hilbert's 14th problem (see also [Rob90, p. 462]). According to Roberts [Rob90, p. 462], Nagata's example shows that the ideal of sixteen plane reduced points has a nonNoetherian symbolic algebra

Corollary 5.28. Let $\mathbb{X}$ be a finite set of reduced points in $\mathbb{P}^{n-1}$ over a field $K$. If $I(\mathbb{X})$ is not a complete intersection, then $\operatorname{Ass}\left(R / I^{k}\right)=\operatorname{Ass}(R / I) \cup\{\mathfrak{m}\}$ for $k \gg 0$.

Proof. By Brodmann [Bro79] the sets $\operatorname{Ass}\left(R / I(\mathbb{X})^{k}\right)$ stabilize for large $k$. As $R / I(\mathbb{X})$ is one dimensional, for $k \gg 0$ either $\operatorname{Ass}\left(R / I^{k}\right)=\operatorname{Ass}(R / I) \cup\{\mathfrak{m}\}$ or $\operatorname{Ass}\left(R / I^{k}\right)=$ $\operatorname{Ass}(R / I)$. Hence, by Theorem 5.25, the result follows.

Question (Persistence of Associated Primes): Let $\mathbb{X}$ be a finite set of reduced points in $\mathbb{P}^{n-1}$ over a field $K$. Assume that $\mathfrak{m}$ is an associated prime of $R / I(\mathbb{X})^{k}$. Is $\mathfrak{m}$ an associated prime of $R / I(\mathbb{X})^{k+1}$ ?

Normal ideals of Noetherian rings have the persistence property of associated primes [McA06, Proposition 3.9].

REMARK 5.29. Assume that $\mathfrak{m}$ is an associated prime of $I^{k}$, where $I=I(\mathbb{X})$ and $k \geq 2$ is the first integer such that $I^{k} \neq I^{(k)}$. Then $\mathfrak{m}=\left(I^{k}: D\right)$, for some homogeneous polynomial $D$ (necessarily $D \notin I^{k}$ ). Then

$$
\mathfrak{m} D \subset I^{k} \Rightarrow \mathfrak{m} D I^{\ell} \subset I^{k+\ell} \Rightarrow \mathfrak{m} \subset\left(I^{k+\ell}: D I^{\ell}\right) \text { for } \ell \in \mathbb{N}_{+}
$$

Thus, to show the equality $\mathfrak{m}=\left(I^{k+\ell}: D I^{\ell}\right)$, we need only show that there is some such $D$ of degree $<k$ indeg $(I)$.

Problem: Give a classification of the normality of the vanishing ideal $I(\mathbb{X})$ of a finite set of reduced points $\mathbb{X}$ in a projective space over a field $K$.

If $I(\mathbb{X})$ is a complete intersection, then the Rees algebra $R[I(\mathbb{X}) t]$ is normal. Indeed this follows from a result of [SVV94] after noticing that $I(\mathbb{X})$ is a radical ideal which is generically a complete intersection.

As an application we present a classification of the equality between ordinary and symbolic powers for a family of monomial ideals.

COROLLARY 5.30. Let I be a monomial ideal without embedded primes and let $\mathfrak{I}_{1}, \ldots, \mathfrak{I}_{r}$ be its primary components. If $R\left[\Im_{i} t\right]$ is normal for all $i$, then $I^{k}=I^{(k)}$ for $k \geq 1$ if and only if $\mathrm{Cn}(I)=\mathbb{R}_{+}(I)$ and $R[I t]$ is normal.

Proof. $\Rightarrow$ ) As $R_{s}(I)=R[I t]$, by Proposition 5.21, $R[I t]$ is normal. Therefore one has

$$
K\left[\operatorname{Cn}(I) \cap \mathbb{Z}^{n+1}\right]=R_{s}(I)=R[I t]=\overline{R[I t]}=K\left[\mathbb{R}_{+}(I) \cap \mathbb{Z}^{n+1}\right]
$$

Thus $\operatorname{Cn}(I)=\mathbb{R}_{+}(I)$.
$\Leftrightarrow)$ By the proof of Proposition 5.21 one has $R_{s}(I)=K\left[\operatorname{Cn}(I) \cap \mathbb{Z}^{n+1}\right]$. Hence

$$
R_{s}(I)=K\left[\operatorname{Cn}(I) \cap \mathbb{Z}^{n+1}\right]=K\left[\mathbb{R}_{+}(I) \cap \mathbb{Z}^{n+1}\right]=\overline{R[I t]} .
$$

As $R[I t]$ is normal, we get $R_{s}(I)=R[I t]$, that is, $I^{k}=I^{(k)}$ for $k \geq 1$.

### 5.2. Cohen-Macaulay weighted oriented trees

In this section we show that edge ideals of transitive weighted oriented graphs satisfy Alexander duality. It turns out that edge ideals of weighted acyclic tournaments are Cohen-Macaulay and satisfy Alexander duality. Then we classify all Cohen-Macaulay weighted oriented forests. Here we continue to employ the notation and definitions used in section 5.1.

Let $G$ be a graph with vertex set $V(G)$. A subset $C \subset V(G)$ is a minimal vertex cover of $G$ if: (i) every edge of $G$ is incident with at least one vertex in $C$, and (ii) there is no proper subset of $C$ with the first property. If $C$ satisfies condition (i) only, then $C$ is called a vertex cover of $G$.

Let $\mathcal{D}$ be a weighted oriented graph with underlying graph $G$. Next we recall a combinatorial description of the irreducible decomposition of $I(\mathcal{D})$.

DEfinition 5.31. [PRT17] Let $C$ be a vertex cover of $G$. Consider the set $L_{1}(C)$ of all $x \in C$ such that there is $(x, y) \in E(\mathcal{D})$ with $y \notin C$, the set $L_{3}(C)$ of all $x \in C$ such that $N_{G}(x) \subset C$, and the set $L_{2}(C)=C \backslash\left(L_{1}(C) \cup L_{3}(C)\right)$, where $N_{G}(x)$ is the neighbor set of $x$ consisting of all $y \in V(G)$ such that $\{x, y\}$ is an edge of $G$. A vertex cover $C$ of $G$ is called a strong vertex cover of $\mathcal{D}$ if $C$ is a minimal vertex cover of $G$ or else for all $x \in L_{3}(C)$ there is $(y, x) \in E(\mathcal{D})$ such that $y \in L_{2}(C) \cup L_{3}(C)$ with $d(y) \geq 2$.


Figure 1. A Cohen-Macaulay digraph

THEOREM 5.32. [PRT17] Let $\mathcal{D}$ be a weighted oriented graph. Then $L$ is a minimal irreducible monomial ideal of $I(\mathcal{D})$ if and only if there is a strong vertex cover of $\mathcal{D}$ such that

$$
L=\left(L_{1}(C) \cup\left\{x_{i}^{d_{i}} \mid x_{i} \in L_{2}(C) \cup L_{3}(C)\right\}\right)
$$

THEOREM 5.33. [PRT17] If $\mathcal{D}$ is a weighted oriented graph and $\mathrm{Y}(\mathcal{D})$ is the set of all strong vertex covers of $\mathcal{D}$, then the irreducible decomposition of $I(\mathcal{D})$ is

$$
I(\mathcal{D})=\bigcap_{C \in Y(\mathcal{D})} I_{C}
$$

where $I_{C}=\left(L_{1}(C) \cup\left\{x_{i}^{d_{i}} \mid x_{i} \in L_{2}(C) \cup L_{3}(C)\right\}\right)$.
Proof. This follows at once from Proposition 5.2 and Theorem 5.32.
Corollary 5.34. [PRT17] Let $\mathcal{D}$ be a weighted oriented graph. Then $\mathfrak{p}$ is an associated prime of $I(\mathcal{D})$ if and only if $\mathfrak{p}=(C)$ for some strong vertex cover $C$ of $\mathcal{D}$.

Example 5.35. Let $K$ be the field of rational numbers and let $\mathcal{D}$ be the weighted digraph of Fig. 1 whose edge ideal is $I=\left(x_{1}^{2} x_{3}, x_{1} x_{2}^{2}, x_{3} x_{2}^{2}, x_{3} x_{4}^{2}, x_{4}^{2} x_{5}, x_{2}^{2} x_{5}\right)$. By Theorem 5.33, the irreducible decomposition of $I$ is

$$
I=\left(x_{1}^{2}, x_{2}^{2}, x_{4}^{2}\right) \cap\left(x_{1}, x_{3}, x_{5}\right) \cap\left(x_{2}^{2}, x_{3}, x_{4}^{2}\right) \cap\left(x_{2}^{2}, x_{3}, x_{5}\right)
$$

Using Macaulay2 [GSa], we get that $I$ is a Cohen-Macaulay ideal whose Rees algebra is Cohen-Macaulay and whose integral closure is

$$
\bar{I}=I+\left(x_{1} x_{2} x_{3}, x_{1} x_{3} x_{4}, x_{2} x_{3} x_{4}, x_{2} x_{4} x_{5}\right)
$$

We note that the Cohen-Macaulayness of both $I$ and its Rees algebra is destroyed (or recovered) by a single stroke of reversing the edge orientation of $\left(x_{5}, x_{2}\right)$. This also destroys the unmixedness property of $I$.

In the summer of 2017 Antonio Campillo asked in a seminar at the University of Valladolid if there was anything special if we take an oriented graph $\mathcal{D}$ with underlying graph $G$ and set $d_{i}$ equal to $\operatorname{deg}_{G}\left(x_{i}\right)$ for $i=1, \ldots, n$. It will turn out that in determining the Cohen-Macaulay property of $\mathcal{D}$ one can always make this canonical choice of weights.

LEMMA 5.36. Let $I \subset R$ be a monomial ideal, let $x_{i}$ be a variable and let $h_{1}, \ldots, h_{r}$ be the monomials of $G(I)$ where $x_{i}$ occurs. If $x_{i}$ occurs in $h_{j}$ with exponent 1 for all $j$ and $m$ is a positive integer, then I is Cohen-Macaulay of height $g$ if and only if

$$
\left(\left(G(I) \backslash\left\{h_{j}\right\}_{j=1}^{r}\right) \cup\left\{x_{i}^{m} h_{j}\right\}_{j=1}^{r}\right)
$$

is Cohen-Macaulay of height $g$.
Proof. It follows at once from [NPV14, Lemmas 3.3 and 3.5].
It was pointed out to us by Ngô Viêt Trung that the next proposition follows from the fact that the map $x_{i} \rightarrow y_{i}^{d_{i}}$ (replacing $x_{i}$ by $y_{i}^{d_{i}}$ ) defines a faithfully flat homomorphism from $K[X]$ to $K[Y]$.

PROPOSITION 5.37. Let I be a squarefree monomial ideal and let $d_{i}=d\left(x_{i}\right)$ be a weighting of the variables. If $G^{\prime}$ is set of monomials obtained from $G(I)$ by replacing each $x_{i}$ with $x_{i}^{d_{i}}$, then I is Cohen-Macaulay if and only if $I^{\prime}=\left(G^{\prime}\right)$ is Cohen-Macaulay.

Proof. It follows applying Lemma 5.36 to each $x_{i}$.
If a vertex $x_{i}$ is a $\operatorname{sink}$ (i.e., has only arrows entering $x_{i}$ ), the next result shows that the Cohen-Macaulay property of $I(\mathcal{D})$ is independent of the weight of $x_{i}$.

COROLLARY 5.38. If $x_{i}$ is a sink of a weighted oriented graph $\mathcal{D}$ and $\mathcal{D}^{\prime}$ is the digraph obtained from $\mathcal{D}$ by replacing $d_{i}$ with $d_{i}=1$. Then $I(\mathcal{D})$ is Cohen-Macaulay if and only if $I\left(\mathcal{D}^{\prime}\right)$ is CohenMacaulay.

That is, to determine whether or not an oriented graph $\mathcal{D}$ is Cohen-Macaulay one may assume that all sources and sinks have weight 1 . In particular if all vertices of $\mathcal{D}$ are either sources of sinks and $G$ is its underlying graph, then $I(\mathcal{D})$ is Cohen-Macaulay if and only if $I(G)$ is Cohen-Macaulay.

Let $I$ be a monomial ideal and let $x_{i}$ be a fixed variable that occurs in $G(I)$. Let $q$ be the maximum of the degrees in $x_{i}$ of the monomials of $G(I)$ and let $\mathcal{B}_{i}$ be the set of all monomial of $G(I)$ of degree in $x_{i}$ equal to $q$. For use below we set

$$
\mathcal{A}_{i}:=\left\{x^{a} \mid \operatorname{deg}_{x_{i}}\left(x^{a}\right)<q\right\} \cap G(I)=G(I) \backslash \mathcal{B}_{i},
$$

$p:=\max \left\{\operatorname{deg}_{x_{i}}\left(x^{a}\right) \mid x^{a} \in \mathcal{A}_{i}\right\}$ and $\left.L:=\left(\left\{x^{a} / x_{i} \mid x^{a} \in \mathcal{B}_{i}\right\} \cup \mathcal{A}_{i}\right\}\right)$.

The proof of the next result will be given in Chapter 6 (see Theorem 6.15)
THEOREM 5.39. [MBMVV18] Let I be a monomial ideal. If $p \geq 1$, and $q-p \geq 2$, then

$$
\operatorname{depth}(R / I)=\operatorname{depth}(R / L)
$$

The next corollary will be shown in Chapter 6 (see corollary 6.16)
COROLLARy 5.40. Let $I=I(\mathcal{D})$ be the edge ideal of a vertex-weighted oriented graph with vertices $x_{1}, \ldots, x_{n}$ and let $d_{i}$ be the weight of $x_{i}$. If $\mathcal{U}$ is the digraph obtained from $\mathcal{D}$ by assigning weight 2 to every vertex $x_{i}$ with $d_{i} \geq 2$, then I is Cohen-Macaulay if and only if $I(\mathcal{U})$ is CohenMacaulay.

Lemma 5.41. [Har, Theorem 16.3(4), p. 200] Let $\mathcal{D}$ be an oriented graph. Then $\mathcal{D}$ is acyclic, i.e., $\mathcal{D}$ has no oriented cycles, if and only if there is a linear ordering of the vertex set $V(\mathcal{D})$ such that all the edges of $\mathcal{D}$ are of the form $\left(x_{i}, x_{j}\right)$ with $i<j$.

A complete oriented graph is called a tournament. The next result shows that weighted acyclic tournaments are Cohen-Macaulay.

COROLLARY 5.42. Let $\mathcal{D}$ be a weighted oriented graph. If the underlying graph $G$ of $\mathcal{D}$ is a complete graph and $\mathcal{D}$ has no oriented cycles, then $I(\mathcal{D})$ is Cohen-Macaulay.

Proof. By Lemma 5.41, $\mathcal{D}$ has a source $x_{i}$ for some $i$. Hence $\left\{x_{1}, \ldots, x_{n}\right\}$ is not a strong vertex cover of $\mathcal{D}$ because there is no arrow entering $x_{i}$. Thus, by Corollary 5.34 , the maximal ideal $\mathfrak{m}=\left(x_{1}, \ldots, x_{n}\right)$ cannot be an associated prime of $I(\mathcal{D})$. Therefore $R / I(\mathcal{D})$ has depth at least 1 . As $\operatorname{dim}(R / I(\mathcal{D}))=1$, we get that $R / I(\mathcal{D})$ is Cohen-Macaulay.

The next result gives an interesting family of digraphs whose edge ideals satisfy Alexander duality. Recall that a digraph $\mathcal{D}$ is called transitive if for any two edges $\left(x_{i}, x_{j}\right),\left(x_{j}, x_{k}\right)$ in $E(\mathcal{D})$ with $i, j, k$ distinct, we have that $\left(x_{i}, x_{k}\right) \in E(\mathcal{D})$. Acyclic tournaments are transitive and transitive oriented graphs are acyclic.

TheOrem 5.43. If $\mathcal{D}$ is a transitive oriented graph and $I=I(\mathcal{D})$ is its edge ideal, then Alexander duality holds, that is, $I^{*}=I^{\vee}$.

Proof. " $\supset$ " Take $x^{a} \in G\left(I^{\vee}\right)$. According to Theorem 5.33, there is a strong vertex cover $C$ of $\mathcal{D}$ such that

$$
\begin{equation*}
x^{a}=\left(\prod_{x_{k} \in L_{1}} x_{k}\right)\left(\prod_{x_{k} \in L_{2} \cup L_{3}} x_{k}^{d_{k}}\right) \tag{5.2.1}
\end{equation*}
$$

where $L_{i}=L_{i}(C)$ with $i=1,2,3$. Fix a monomial $x_{i} x_{j}^{d_{j}}$ in $G(I(\mathcal{D}))$, that is, $\left(x_{i}, x_{j}\right) \in E(\mathcal{D})$. It suffices to show that $x^{a}$ is in the ideal $I_{i, j}:=\left(\left\{x_{i}, x_{j}^{d_{j}}\right\}\right)$. If $x_{i} \in C$, then by Eq. (5.2.1) the variable $x_{i}$ occurs in $x^{a}$ because $C$ is equal to $L_{1} \cup L_{2} \cup L_{3}$. Hence $x^{a}$ is a multiple of $x_{i}$ and $x^{a}$ is in $I_{i, j}$, as required. Thus we may assume that $x_{i} \notin C$. By Theorem 5.33 the ideal

$$
I_{C}=\left(L_{1} \cup\left\{x_{k}^{d_{k}} \mid x_{k} \in L_{2} \cup L_{3}\right\}\right)
$$

is an irreducible component of $I(\mathcal{D})$ and $x_{i} x_{j}^{d_{j}} \in I_{C}$.
Case (I): $x_{i} x_{j}^{d_{j}} \in\left(L_{1}\right)$. Then $x_{i} x_{j}^{d_{j}}=x_{k} x^{b}$ for some $x_{k} \in L_{1}$. Hence, as $x_{i} \notin C$, we get $j=k$. Therefore, as $x_{j} \in L_{1}$, there is $x_{\ell} \notin C$ such that $\left(x_{j}, x_{\ell}\right)$ is in $E(\mathcal{D})$. Using that $\mathcal{D}$ is transitive gives $\left(x_{i}, x_{\ell}\right) \in E(\mathcal{D})$ and $x_{i} x_{\ell}^{d_{\ell}} \in I(\mathcal{D})$. In particular $x_{i} x_{\ell}^{d_{\ell}} \in I_{C}$, a contradiction because $x_{i}$ and $x_{\ell}$ are not in $C$. Hence this case cannot occur.

Case (II): $x_{i} x_{j}^{d_{j}} \in\left(\left\{x_{k}^{d_{k}} \mid x_{k} \in L_{2} \cup L_{3}\right\}\right)$. Then we have that $x_{i} x_{j}^{d_{j}}=x_{k}^{d_{k}} x^{b}$ for some $x_{k} \in L_{2} \cup L_{3}$. As $x_{i} \notin C$, we get $j=k$ and by Eq. (5.2.1) we obtain $x^{a} \in I_{i, j}$, as required.
" $\subset$ ": Take a minimal generator $x^{\alpha}$ of $I^{*}$. By Lemma 5.3, for each $i$ either $\alpha_{i}=1$ or $\alpha_{i}=d_{i}$. Consider the set $A=\left\{x_{i} \mid \alpha_{i} \geq 1\right\}$. We can write $A=A_{1} \cup A_{2}$, where $A_{1}$ (resp. $A_{2}$ ) is the set of all $x_{i}$ such that $\alpha_{i}=1$ (resp. $\alpha_{i}=d_{i} \geq 2$ ). As $(A)$ contains $I$, from the proof of Proposition 5.2, and using Theorem 5.33, there exists a strong vertex cover $C$ of $\mathcal{D}$ contained in $A$ such that the ideal

$$
I_{C}=\left(L_{1}(C) \cup\left\{x_{i}^{d_{i}} \mid x_{i} \in L_{2}(C) \cup L_{3}(C)\right\}\right)
$$

is an irreducible component of $I(\mathcal{D})$. Thus it suffices to show that any monomial of $G\left(I_{C}\right)$ divides $x^{\alpha}$ because this would give $x^{a} \in I^{\vee}$.

Claim (I): If $x_{k} \in A_{1}$, then $d_{k}=1$ or $x_{k} \in L_{1}(A)$. Assume that $d_{k} \geq 2$. Since $x^{\alpha}$ is a minimal generator of $I^{*}$, the monomial $x^{\alpha} / x_{k}$ is not in $I^{*}$. Then there is and edge ( $x_{i}, x_{j}$ ) such that $x^{\alpha} / x_{k}$ is not in the ideal $I_{i, j}:=\left(\left\{x_{i}, x_{j}^{d_{j}}\right\}\right)$. As $x^{\alpha} \in I^{*}$ and $d_{k} \geq 2$, one has that $x^{\alpha}$ is in $I_{i, j}$ and $i=k$. Notice that $x_{j}$ is not in $A_{2}$ because $x^{\alpha} / x_{k}$ is not in $I_{k, j}$. If $x_{j}$ is not in $A_{1}$ the proof is complete because $x_{k} \in L_{1}(A)$. Assume that $x_{k}$ is in $A_{1}$. Then $d_{j} \geq 2$ because $x^{\alpha} / x_{k}$ is not in $I_{k, j}$. Setting $k_{1}=k$ and $k_{2}=j$ and applying the previous argument to $x^{\alpha} / x_{k_{2}}$, there is $x_{k_{3}} \notin A_{2}$ such that $\left(x_{k_{2}}, x_{k_{3}}\right)$ is in $E(\mathcal{D})$. Since $\mathcal{D}$ is transitive, $\left(x_{k_{1}}, x_{k_{3}}\right)$ is in $E(\mathcal{D})$. If $x_{k_{3}}$ is not in $A_{1}$ the proof is complete. If $x_{k_{3}}$ is in $A_{1}$, then $d_{k_{3}} \geq 2$ and we can continue using the previous argument. Suppose we have constructed $x_{k_{1}}, \ldots, x_{k_{s}}$ for some $s \leq r$ such that $x_{k_{s}} \notin A_{2}$, and ( $x_{k_{1}}, x_{k_{s-1}}$ ) and ( $x_{k_{s-1}}, x_{k_{s}}$ ) are in $E(\mathcal{D})$. Since $\mathcal{D}$ is transitive, $\left(x_{k_{1}}, x_{k_{s}}\right)$ is in $E(\mathcal{D})$. If $x_{k_{s}}$ is not in $A_{1}$ the proof is complete. If $x_{k_{s}}$ is in $A_{1}$ and $s<r$, then $d_{k_{s}} \geq 2$ and we can continue the process. If $x_{k_{s}}$ is in $A_{1}$ and $s=r$, that is, $A_{1}=\left\{x_{k_{1}}, \ldots, x_{k_{r}}\right\}$, then applying the previous argument to $x^{\alpha} / x_{k_{r}}$ there is $x_{r+1}$ not in $A$
such that $\left(x_{r}, x_{r+1}\right)$ is in $E(\mathcal{D})$. Thus by transitivity $\left(x_{k_{1}}, x_{r+1}\right)$ is in $E(\mathcal{D})$, that is, $x_{k_{1}}$ is in $L_{1}(A)$.

Claim (II): If $x_{k} \in A_{2}$, then $x_{k} \in L_{2}(A)$. Since $x^{\alpha} \in G\left(I^{*}\right)$ and $\alpha_{k}=d_{k} \geq 2$, there is $\left(x_{i}, x_{k}\right)$ in $E(\mathcal{D})$ such that $x^{\alpha} / x_{k}$ is not in $I_{i, k}=\left(\left\{x_{i}, x_{k}^{d_{k}}\right\}\right)$. In particular $x_{i}$ is not in $A$. To prove that $x_{k}$ is in $L_{2}(A)$ it suffices to show that $x_{k}$ is not in $L_{1}(A)$. If $x_{k}$ is in $L_{1}(A)$, there is $x_{j}$ not in $A$ such that $\left(x_{k}, x_{j}\right)$ is in $E(\mathcal{D})$. As $\mathcal{D}$ is transitive, we get that $\left(x_{i}, x_{j}\right)$ is in $E(\mathcal{D})$ and $A \cap\left\{x_{i}, x_{j}\right\}=\varnothing$, a contradiction because $(A)$ contains $I$.

Take a monomial $x_{k}^{a_{k}}$ of $G\left(I_{C}\right)$.
Case (A): $x_{k} \in L_{1}(C)$. Then $a_{k}=1$. There is $\left(x_{k}, x_{j}\right) \in E(\mathcal{D})$ with $x_{j} \notin C$. Notice $x_{k} \in A_{1}$. Indeed if $x_{k} \in A_{2}$, then $x_{k}$ is in $L_{2}(A)$ because of Claim (II). Then there is $\left(x_{i}, x_{k}\right)$ in $E(\mathcal{D})$ with $x_{i} \notin A$. By transitivity $\left(x_{i}, x_{j}\right) \in E(\mathcal{D})$ and $\left\{x_{i}, x_{j}\right\} \cap C=\varnothing$, a contradiction because (C) contains $I$. Thus $x_{k} \in A_{1}$, that is, $\alpha_{k}=1$. This proves that $x_{k}^{a_{k}}$ divides $x^{\alpha}$.

Case (B): $x_{k} \in L_{2}(C)$. Then $x_{k}^{a_{k}}=x_{k}^{d_{k}}$. First assume $x_{k} \in A_{1}$. Then, by Claim (I), $d_{k}=1$ or $x_{k} \in L_{1}(A)$. Clearly $x_{k} \notin L_{1}(A)$ because $L_{1}(A) \subset L_{1}(C)$ and $x_{k}$-being in $L_{2}(C)$ cannot be in $L_{1}(C)$. Thus $d_{k}=1$ and $x_{k}^{d_{k}}$ divides $x^{\alpha}$. Next assume $x_{k} \in A_{2}$. Then, by construction of $A_{2}, x_{k}^{d_{k}}$ divides $x^{\alpha}$.

Case (C): $x_{k} \in L_{3}(C)$. Then $x_{k}^{a_{k}}=x_{k}^{d_{k}}$. First assume $x_{k} \in A_{1}$. Then, by Claim (I), $d_{k}=1$ or $x_{k} \in L_{1}(A)$. Clearly $x_{k} \notin L_{1}(A)$ because $L_{1}(A) \subset L_{1}(C)$ and $x_{k}$-being in $L_{3}(C)$ cannot be in $L_{1}(C)$. Thus $d_{k}=1$ and $x_{k}^{d_{k}}$ divides $x^{\alpha}$. Next assume $x_{k} \in A_{2}$. Then, by construction of $A_{2}, x_{k}^{d_{k}}$ divides $x^{\alpha}$.

Corollary 5.44. If $\mathcal{D}$ is a weighted acyclic tournament, then $I(\mathcal{D})^{*}=I(\mathcal{D})^{\vee}$, that is, Alexander duality holds.

Proof. The result follows readily from Theorem 5.43 because acyclic tournaments are transitive.

EXAMPLE 5.45. Let $\mathcal{D}$ be the weighted oriented graph whose edges and weights are

$$
\left(x_{2}, x_{1}\right),\left(x_{3}, x_{2}\right),\left(x_{3}, x_{4}\right),\left(x_{3}, x_{1}\right),
$$

and $d_{1}=1, d_{2}=2, d_{3}=1, d_{4}=1$, respectively. This digraph is transitive. Thus $I(\mathcal{D})^{*}=$ $I(\mathcal{D})^{\vee}$.

EXAMPLE 5.46. The irreducible decomposition of the ideal $I=\left(x_{1} x_{2}^{2}, x_{1} x_{3}^{2}, x_{2} x_{3}^{2}\right)$ is

$$
I=\left(x_{1}, x_{2}\right) \cap\left(x_{1}, x_{3}^{2}\right) \cap\left(x_{2}^{2}, x_{3}^{2}\right)
$$

in this case $I^{\vee}=\left(x_{1} x_{2}, x_{1} x_{3}^{2}, x_{2}^{2} x_{3}^{2}\right)=\left(x_{1}, x_{2}^{2}\right) \cap\left(x_{1}, x_{3}^{2}\right) \cap\left(x_{2}, x_{3}^{2}\right)=I^{*}$.

Example 5.47. The irreducible decomposition of the ideal $I=\left(x_{1} x_{2}^{2}, x_{3} x_{1}^{2}, x_{2} x_{3}^{2}\right)$ is

$$
I=\left(x_{1}^{2}, x_{2}\right) \cap\left(x_{1}, x_{3}^{2}\right) \cap\left(x_{2}^{2}, x_{3}\right) \cap\left(x_{1}^{2}, x_{2}^{2}, x_{3}^{2}\right),
$$

in this case $I^{\vee}=\left(x_{1}^{2} x_{2}, x_{1} x_{3}^{2}, x_{2}^{2} x_{3}\right) \subsetneq\left(x_{1}, x_{2}^{2}\right) \cap\left(x_{3}, x_{1}^{2}\right) \cap\left(x_{2}, x_{3}^{2}\right)=I^{*}$.
EXAMPLE 5.48. The irreducible decomposition of the ideal $I=\left(x_{1} x_{2}^{2}, x_{1}^{2} x_{3}\right)$ is

$$
I=\left(x_{1}\right) \cap\left(x_{1}^{2}, x_{2}^{2}\right) \cap\left(x_{3}, x_{2}^{2}\right),
$$

in this case $I^{\vee}=\left(x_{1}, x_{2}^{2} x_{3}\right) \supsetneq I^{*}=\left(x_{1}, x_{2}^{2}\right) \cap\left(x_{1}^{2}, x_{3}\right)=\left(x_{1}^{2}, x_{1} x_{3}, x_{2}^{2} x_{3}\right)$.
We come to the main result of this section.
Theorem 5.49. Let $\mathcal{D}$ be a weighted oriented forest without isolated vertices and let $G$ be its underlying forest. The following conditions are equivalent:
(a) $\mathcal{D}$ is Cohen-Macaulay.
(b) $I(\mathcal{D})$ is unmixed, that is, all its associated primes have the same height.
(c) G has a perfect matching $\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{r}, y_{r}\right\}$ so that for $i=1, \ldots, r$ we have

$$
\operatorname{deg}_{G}\left(y_{i}\right)=1 \text { and } d\left(x_{i}\right)=d_{i}=1 \text { if }\left(x_{i}, y_{i}\right) \in E(\mathcal{D}) .
$$

Proof. It suffices to show the result when $G$ is connected, that is, when $\mathcal{D}$ is an oriented tree. Indeed $\mathcal{D}$ is Cohen-Macaulay (resp. unmixed) if and only if all connected components of $\mathcal{D}$ are Cohen-Macaulay (resp. unmixed) [PRT17, Vil90].
$(a) \Rightarrow(b)$ : This implication follows from the general fact that Cohen-Macaulay graded ideals are unmixed [Vil15, Corollary 3.1.17].
$(b) \Rightarrow(c)$ : According to the results of $[$ Vil90] one has that $|V(G)|=2 r$ and $G$ has a perfect matching $\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{r}, y_{r}\right\}$ so that $\operatorname{deg}_{G}\left(y_{i}\right)=1$ for $i=1, \ldots, r$. Consider the oriented graph $\mathcal{H}$ with vertex set $V(\mathcal{H})=\left\{x_{1}, \ldots, x_{r}\right\}$ whose edges are all $\left(x_{i}, x_{j}\right)$ such that $\left(x_{i}, x_{j}\right) \in E(\mathcal{D})$. As $\mathcal{H}$ is acyclic, by Lemma 5.41 , we may assume that the vertices of $\mathcal{H}$ have a "topological" order, that is, if $\left(x_{i}, x_{j}\right) \in E(\mathcal{H})$, then $i<j$. If $\left(y_{i}, x_{i}\right) \in E(\mathcal{D})$ for $i=1, \ldots, r$, there is nothing to prove. Assume that $\left(x_{k}, y_{k}\right) \in E(\mathcal{D})$ for some $k$. To complete the proof we need only show that $d\left(x_{k}\right)=d_{k}=1$. We proceed by contradiction assuming that $d_{k} \geq 2$. In particular $x_{k}$ cannot be a source of $\mathcal{H}$. Setting $X=\left\{x_{1}, \ldots, x_{r}\right\}$, consider the set of vertices

$$
C=\left(X \backslash N_{\mathcal{H}}^{-}\left(x_{k}\right)\right) \cup\left\{y_{i} \mid x_{i} \in N_{\mathcal{H}}^{-}\left(x_{k}\right)\right\} \cup\left\{y_{k}\right\},
$$

where $N_{\mathcal{H}}^{-}\left(x_{k}\right)$ is the in-neighbor set of $x_{k}$ consisting of all $y \in V(\mathcal{H})$ such that $\left(y, x_{k}\right) \in$ $E(\mathcal{H})$. Clearly $C$ is a vertex cover of $G$ with $r+1$ elements because the set $N_{\mathcal{H}}^{-}\left(x_{k}\right)$ is an independent set of $G$. Let us show that $\mathcal{C}$ is a strong cover of $\mathcal{D}$. The set $N_{\mathcal{H}}^{-}\left(x_{k}\right)$ is not
empty because $x_{k}$ is not a source of $\mathcal{D}$. Thus $x_{k}$ is not in $L_{3}(C)$. Since $L_{3}(C) \subset\left\{x_{k}, y_{k}\right\} \subset C$, we get $L_{3}(C)=\left\{y_{k}\right\}$. There is no arrow of $\mathcal{D}$ with source at $x_{k}$ and head outside of $C$, that is, $x_{k}$ is in $L_{2}(C)$. Hence $\left(x_{k}, y_{k}\right)$ is in $E(\mathcal{D})$ with $x_{k} \in L_{2}(C)$ and $d\left(x_{k}\right) \geq 2$. This means that $C$ is a strong cover of $\mathcal{D}$. Applying Theorem 5.34 gives that $\mathfrak{p}=(C)$ is an associated prime of $I(\mathcal{D})$ with $r+1$ elements, a contradiction because $I(\mathcal{D})$ is an unmixed ideal of height $r$.
$(c) \Rightarrow(a)$ : We proceed by induction on $r$. The case $r=1$ is clear because $I(\mathcal{D})$ is a principal ideal, hence Cohen-Macaulay. Let $\mathcal{H}$ be the graph defined in the proof of the previous implication. As before we may assume that the vertices of $\mathcal{H}$ are in topological order and we set $R=K\left[x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right]$.

Case (I): Assume that $\left(y_{r}, x_{r}\right) \in E(\mathcal{D})$. Then $x_{r}$ is a sink of $\mathcal{D}$ (i.e., has only arrows entering $x_{r}$ ). Using the equalities

$$
\left(I(\mathcal{D}): x_{r}^{d_{r}}\right)=\left(N_{G}\left(x_{r}\right), I\left(\mathcal{D} \backslash N_{G}\left(x_{r}\right)\right)\right) \text { and }\left(I(\mathcal{D}), x_{r}^{d_{r}}\right)=\left(x_{r}^{d_{r}}, I\left(\mathcal{D} \backslash\left\{x_{r}\right\}\right)\right),
$$

and applying the induction hypothesis to $I\left(\mathcal{D} \backslash N_{G}\left(x_{r}\right)\right)$ and $I\left(\mathcal{D} \backslash\left\{x_{r}\right\}\right)$ we obtain that the ideals $\left(I(\mathcal{D}): x_{r}^{d_{r}}\right)$ and $\left(I(\mathcal{D}), x_{r}^{d_{r}}\right)$ are Cohen-Macaulay of dimension $r$. Therefore, as $I(\mathcal{D})$ has height $r$, from the exact sequence

$$
0 \rightarrow R /\left(I(\mathcal{D}): x_{r}^{d_{r}}\right)\left[-d_{r}\right] \xrightarrow{x_{r}^{d_{r}}} R / I(\mathcal{D}) \rightarrow R /\left(I(\mathcal{D}), x_{r}^{d_{r}}\right) \rightarrow 0
$$

and using the depth lemma (see [Vil15, Lemma 2.3.9]) we obtain that $I(\mathcal{D})$ is CohenMacaulay.

Case (II): Assume that $\left(x_{r}, y_{r}\right) \in E(\mathcal{D})$. Then $d\left(x_{r}\right)=d_{r}=1$ and $x_{r} y_{r}^{e_{r}} \in I(\mathcal{D})$, where $d\left(y_{r}\right)=e_{r}$. Using the equalities

$$
\left(I(\mathcal{D}): x_{r}\right)=\left(N_{G}\left(x_{r}\right) \backslash\left\{y_{r}\right\}, y_{r}^{e_{r}}, I\left(\mathcal{D} \backslash N_{G}\left(x_{r}\right)\right)\right) \text { and }\left(I(\mathcal{D}), x_{r}\right)=\left(x_{r}, I\left(\mathcal{D} \backslash\left\{x_{r}\right\}\right)\right)
$$

and applying the induction hypothesis to $I\left(\mathcal{D} \backslash N_{G}\left(x_{r}\right)\right)$ and $I\left(\mathcal{D} \backslash\left\{x_{r}\right\}\right)$ we obtain that the ideals $\left(I(\mathcal{D}): x_{r}\right)$ and $\left(I(\mathcal{D}), x_{r}\right)$ are Cohen-Macaulay of dimension $r$. Therefore, as $I(\mathcal{D})$ has height $r$, from the exact sequence

$$
0 \rightarrow R /\left(I(\mathcal{D}): x_{r}\right)[-1] \xrightarrow{x_{r}} R / I(\mathcal{D}) \rightarrow R /\left(I(\mathcal{D}), x_{r}\right) \rightarrow 0
$$

and using the depth lemma [Vil15, Lemma 2.3.9] we obtain that $I(\mathcal{D})$ is Cohen-Macaulay.

The following result was conjectured in a preliminary version of this thesis and proved recently in $\left[\mathbf{H L M}^{+} \mathbf{1 8}\right]$ using polarization of monomial ideals.

Theorem 5.50. [HLM ${ }^{+} \mathbf{1 8}$, Theorem 3.1] Let $\mathcal{D}$ be a weighted oriented graph and let $G$ be its underlying graph. Suppose that $G$ has a perfect matching $\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{r}, y_{r}\right\}$ where $\operatorname{deg}_{G}\left(y_{i}\right)=1$ for each $i$. The following conditions are equivalent:
(a) $\mathcal{D}$ is Cohen-Macaulay.
(b) $I(\mathcal{D})$ is unmixed, that is, all its associated primes have the same height.
(c) $d\left(x_{i}\right)=1$ for any edge of $\mathcal{D}$ of the form $\left(x_{i}, y_{i}\right)$.

The equivalence between $(b)$ and ( $c$ ) was also proved in [PRT17, Theorem 4.16].
Remark 5.51. If $\mathcal{D}$ is a Cohen-Macaulay weighted oriented graph, then $I(\mathcal{D})$ is unmixed and $\operatorname{rad}(I(\mathcal{D}))$ is Cohen-Macaulay. This follows from the fact that Cohen-Macaulay ideals are unmixed and using a result of Herzog, Takayama and Terai [HTT05, Theorem 2.6] which is valid for any monomial ideal. It is an open question whether the converse is true [PRT17, Conjecture 5.5].

Example 5.52. The radical of the ideal $I=\left(x_{2} x_{1}, x_{3} x_{2}^{2}, x_{3} x_{4}\right)$ is Cohen-Macaulay and $I$ is not unmixed. The irreducible components of $I$ are $\left(x_{1}, x_{3}\right),\left(x_{2}, x_{3}\right),\left(x_{1}, x_{2}^{2}, x_{4}\right),\left(x_{2}, x_{4}\right)$.

Example 5.53. (Terai) The ideal $I=\left(x_{1}, x_{2}\right)^{2} \cap\left(x_{2}, x_{3}\right)^{2} \cap\left(x_{3}, x_{4}\right)^{2}$ is unmixed, $\operatorname{rad}(I)$ is Cohen-Macaulay, and $I$ is not Cohen-Macaulay.

## CHAPTER 6

## Depth and regularity of monomial ideals via polarization and combinatorial optimization

Here we use polarization to study the behavior of the depth and regularity of a monomial ideal $I$, locally at a variable $x_{i}$, when we lower the degree of all the highest powers of the variable $x_{i}$ occurring in the minimal generating set of $I$, and examine the depth and regularity of powers of edge ideals of clutters using combinatorial optimization techniques. If $I$ is the edge ideal of an unmixed clutter with the max-flow min-cut property, we show that the powers of $I$ have non-increasing depth and non-decreasing regularity. As a consequence edge ideals of unmixed bipartite graphs have non-increasing depth. We are able to show that the symbolic powers of the ideal of covers of the clique clutter of a strongly perfect graph have non-increasing depth. A similar result holds for the ideal of covers of a uniform ideal clutter.

### 6.1. Depth and regularity of monomial ideals via polarization

Let $R=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring over a field $K$ and let $I$ be a monomial ideal. The unique minimal set of generators of $I$ consisting of monomials is denoted by $G(I)$. The goal of this section is to use polarization to control the depth and regularity of $R / I$ when the powers of a variable appearing in $G(I)$ are reduced. To do so, we first recall some known results, then show a series of equivalent conditions that will allow us to study the behavior of the depth and the regularity of $R / I$.

In [DHS13, Lemma 5.1] it was shown that depth $\left(R /\left(I: x_{i}\right)\right) \geq \operatorname{depth}(R / I)$ for all $i$. By noting that a generating set for $\left(I: x_{i}\right)$ can be found from $G(I)$ by reducing all powers of $x_{i}$ by one, this can be viewed as the first step in reaching the goal. The result was recently generalized in $\left[\mathbf{C H H}^{+} \mathbf{1 7}\right.$, Theorem 3.1] to any monomial ideal. We provide an alternate proof using polarization. We begin by treating the squarefree case using Stanley-Reisner complexes.

Recall that if $\Delta$ is a simplicial complex with vertices $x_{1}, \ldots, x_{n}$, the Stanley-Reisner ideal of $\Delta$, denoted by $I_{\Delta}$, is the ideal of $R$ whose squarefree monomial generators correspond to non-faces of $\Delta$. That is,

$$
I_{\Delta}=\left(x_{i_{1}} \cdots x_{i_{t}} \mid\left\{x_{i_{1}}, \ldots, x_{i_{t}}\right\} \notin \Delta\right)
$$

The following result shows how the structure of the simplicial complex can be used to find the depth of the associated ideal.

THEOREM 6.1. $\left[\mathbf{S}^{+} \mathbf{9 0}\right]$ Let $\Delta$ be a simplicial complex with vertex set $V=\left\{x_{1}, \ldots, x_{n}\right\}$, let $I_{\Delta}$ be its Stanley-Reisner ideal, and $K[\Delta]=R / I_{\Delta}$. Then

$$
\operatorname{depth}\left(R / I_{\Delta}\right)=1+\max \left\{i \mid K\left[\Delta^{i}\right] \text { is Cohen-Macaulay }\right\}
$$

where $\Delta^{i}=\{F \in \Delta \mid \operatorname{dim}(F) \leq i\}$ is the $i$-skeleton and $-1 \leq i \leq \operatorname{dim}(\Delta)$.
The star of a face $\sigma$ in a simplicial complex $\Delta$, denoted $\operatorname{star}_{\Delta}(\sigma)$, is defined to be the subcomplex of $\Delta$ generated by all facets of $\Delta$ that contain $\sigma$.

LEMMA 6.2. $\left[\mathbf{C H H}^{+} \mathbf{1 7}\right.$, Theorem 3.1] Let $I \subset R$ be a squarefree monomial ideal and let $f$ be a squarefree monomial. Then $\operatorname{depth}(R /(I: f)) \geq \operatorname{depth}(R / I)$.

Proof. Let $\sigma=\operatorname{supp}(f)$ be the set of all variables that occur in $f$. We may assume that $f$ is a zero divisor of $R / I$ because otherwise $(I: f)=I$ and there is nothing to prove. We may also assume that $f$ is not in all minimal primes of $I$ because in this case $(I: f)=R$ and depth $(0)=\infty$. Let $\Delta$ and $\Delta^{\prime}$ be the Stanley-Reisner complexes of $I$ and $(I: f)$, respectively. Setting $d=\operatorname{dim}(\Delta), d^{\prime}=\operatorname{dim}\left(\Delta^{\prime}\right)$, one has $d^{\prime} \leq d$. Assume that $\Delta^{i}$ is Cohen-Macaulay for some $i \leq d$. We claim that $i \leq d^{\prime}$. If $i>d^{\prime}$, take a facet $F$ of $\Delta^{\prime}$ of dimension $d^{\prime}$, that is, $F$ is a facet of $\Delta$ of dimension $d^{\prime}$ containing $\sigma$. As $F$ is a face of $\Delta^{i}$ and this complex is pure, we get that $F$ is properly contained in a face of $\Delta$ of dimension $i$, a contradiction. Hence $i \leq d^{\prime}$. The simplicial complex $\Delta^{\prime}$ is equal to $\operatorname{star}_{\Delta}(\sigma)$. Therefore, from the equalities

$$
\left(\Delta^{\prime}\right)^{i}=\left(\operatorname{star}_{\Delta}(\sigma)\right)^{i}=\operatorname{star}_{\Delta^{i}}(\sigma)
$$

and using that the star of a face of a Cohen-Macaulay complex is again Cohen-Macaulay [Vil15, p. 224], we get that $\left(\Delta^{\prime}\right)^{i}$ is Cohen-Macaulay. Hence, by Theorem 6.1, it follows that the depth of $R /(I: f)$ is greater than or equal to depth $(R / I)$.

A common technique in commutative algebra is to start with a short exact sequence of the form

$$
0 \longrightarrow R /(I: f)[-k] \xrightarrow{f} R / I \longrightarrow R /(I, f) \longrightarrow 0
$$

where $I \subset R$ is a graded ideal and $f$ is a homogeneous polynomial of degree $k$, and use information about two of the terms to glean desired information about the third. Both depth and regularity are known to behave well relative to short exact sequences. There are several versions of the depth lemma that appear in the literature. The following lemmas provide the information relating the depths and regularity of the terms of a short exact sequence in a format that will be particularly useful in the remainder of this chapter.

LEmmA 6.3. Let $0 \rightarrow N \rightarrow M \rightarrow L \rightarrow 0$ be a short exact sequence of modules over a local ring $R$. The following conditions are equivalent.
(a) $\operatorname{depth}(N) \geq \operatorname{depth}(M)$.
(b) $\operatorname{depth}(M)=\operatorname{depth}(N)$ or $\operatorname{depth}(M)=\operatorname{depth}(L)$.
(c) $\operatorname{depth}(L) \geq \operatorname{depth}(M)-1$.

Proof. It follows from the depth lemma [Vil15, Lemma 2.3.9].
There is a similar statement for the regularity.
Lemma 6.4. Let $0 \rightarrow N \rightarrow M \rightarrow L \rightarrow 0$ be a short exact sequence of graded finitely generated $R$-modules. The following conditions are equivalent.
(a) $\operatorname{reg}(M) \geq \operatorname{reg}(N)-1$.
(b) $\operatorname{reg}(M)=\operatorname{reg}(N)$ or $\operatorname{reg}(M)=\operatorname{reg}(L)$.
(c) $\operatorname{reg}(M) \geq \operatorname{reg}(L)$.

Proof. It follows from [Eis13, Corollary 20.19].
LEMMA 6.5. Let $0 \rightarrow N \rightarrow M \rightarrow L \rightarrow 0$ be an exact sequence of graded finitely generated $R$-modules with homomorphisms of degree 0 and $k \geq 1$ an integer. The following are equivalent.
(a) $\operatorname{reg}(N) \leq \operatorname{reg}(M)+k$.
(b) $\operatorname{reg}(L) \leq \operatorname{reg}(M)+k-1$.

Proof. (a) $\Rightarrow$ (b): We may assume $\operatorname{reg}(M) \leq \operatorname{reg}(L)-1$, otherwise there is nothing to prove. Hence, by [Eis13, Corollary 20.19], we get

$$
\operatorname{reg}(L) \leq \max (\operatorname{reg}(N)-1, \operatorname{reg}(M)) \leq \operatorname{reg}(M)+k-1
$$

(b) $\Rightarrow$ (a): As $\operatorname{reg}(L)+1 \leq \operatorname{reg}(M)+k$, by [Eis13, Corollary 20.19], we get

$$
\operatorname{reg}(N) \leq \max (\operatorname{reg}(M), \operatorname{reg}(L)+1) \leq \operatorname{reg}(M)+k
$$

Let $\mathcal{C}$ be a clutter with vertex set $X=\left\{x_{1}, \ldots, x_{n}\right\}$, that is, $\mathcal{C}$ consists of a family of subsets of $X$, called edges, none of which is included in another. The sets of vertices and edges of $\mathcal{C}$ are denoted by $V(\mathcal{C})$ and $E(\mathcal{C})$, respectively. If $V \subset X$, the clutter obtained from $\mathcal{C}$ by deleting all edges of $\mathcal{C}$ that intersect $V$ will be denoted by $\mathcal{C} \backslash V$. The edge ideal of $\mathcal{C}$, denoted $I(\mathcal{C})$, is the ideal of $R$ generated by all squarefree monomials $x_{e}=\prod_{x_{i} \in e} x_{i}$ such that $e \in E(\mathcal{C})$. The ideal of covers $I(\mathcal{C})^{\vee}$ of $\mathcal{C}$ is the edge ideal of $\mathcal{C}^{\vee}$, the clutter of minimal vertex covers of $\mathcal{C}$ [Vil15, p. 221]. The ideal $I(\mathcal{C})^{\vee}$ is also called the Alexander dual of $I(\mathcal{C})$ or simply the cover ideal of $\mathcal{C}$.

Lemma 6.6. Let $I(\mathcal{C}) \subset R$ be the edge ideal of a clutter $\mathcal{C}$ and let $f=x_{i_{1}} \cdots x_{i_{k}}$ be a squarefree monomial of $R$. The following hold.
(i) $\left(I(\mathcal{C})^{\vee}: f\right)^{\vee}=I\left(\mathcal{C} \backslash\left\{x_{i_{1}}, \ldots, x_{i_{k}}\right\}\right)$.
(ii) $(I(\mathcal{C}): f)^{\vee}=I\left(\mathcal{C}^{\vee} \backslash\left\{x_{i_{1}}, \ldots, x_{i_{k}}\right\}\right)$.
(iii) If $x_{i}$ is a variable, then $\left(I(\mathcal{C}), x_{i}\right)^{\vee}=x_{i} I\left(\mathcal{C} \backslash\left\{x_{i}\right\}\right)^{\vee}$.

Proof. (i): Let $E(\mathcal{C})$ be the set of edges of $\mathcal{C}$. We set $V=\left\{x_{i_{1}}, \ldots, x_{i_{k}}\right\}$ and $I=I(\mathcal{C})$. Then

$$
\left(I^{\vee}: f\right)^{\vee}=\left(\bigcap_{e \in E(\mathcal{C})}(e): f\right)^{\vee}=\left(\bigcap_{e \in E(\mathcal{C} \backslash V)}(e)\right)^{\vee}=\left(I(\mathcal{C} \backslash V)^{\vee}\right)^{\vee}=I(\mathcal{C} \backslash V) .
$$

(ii): Notice the equalities $I\left(\mathcal{C}^{\vee}\right)^{\vee}=\left(I(\mathcal{C})^{\vee}\right)^{\vee}=I(\mathcal{C})$. Thus this part follows from (i) by replacing $\mathcal{C}$ with $\mathcal{C}^{\vee}$.
(iii): Setting $L=\left(I(\mathcal{C}), x_{i}\right)$ and $J=I\left(\mathcal{C} \backslash\left\{x_{i}\right\}\right)$, it follows readily that

$$
L=\left(I\left(\mathcal{C} \backslash\left\{x_{i}\right\}\right), x_{i}\right)=\left(J, x_{i}\right)=\bigcap_{\mathfrak{p} \in \operatorname{Ass}(R / J)}\left(x_{i}, \mathfrak{p}\right) .
$$

Hence, by duality [Vil15, Theorem 6.3.39], one has $\left(I(\mathcal{C}), x_{i}\right)^{\vee}=x_{i} I\left(\mathcal{C} \backslash\left\{x_{i}\right\}\right)^{\vee}$.
Our interest in the duality results above is partially motivated by the following result relating regularity and projective dimension, and thus depth, when passing to the dual.

Theorem 6.7. (Terai [Ter99]) If $I \subset R$ is a squarefree monomial ideal, then

$$
\operatorname{reg}(I)=1+\operatorname{reg}(R / I)=\operatorname{pd}\left(R / I^{\vee}\right) .
$$

In [ $\mathbf{C H H}^{+} \mathbf{1 7}$, Theorem 3.1] it is shown that conditions (ii) and (iv) of the next result hold (cf. [DHS13, Lemmas 5.1 and 2.10]). For squarefree monomial ideals-using the above duality theorem of Terai [Ter99]-we show that these conditions are in fact equivalent (cf. Remark 6.9). Roughly speaking the inequalities of (ii) and (iv) are dual of each other via the duality theorem of Terai.

Proposition 6.8. Let $I \subset R$ be a squarefree monomial ideal and let $f=x_{i_{1}} \cdots x_{i_{k}}$ be a squarefree monomial of $R$ of degree $k$. Then any of the following equivalent conditions hold.
(i) $\operatorname{depth}(R /(f, I)) \geq \operatorname{depth}(R / I)-1$.
(ii) $\left[\mathbf{C H H}^{+} \mathbf{1 7}\right.$, Theorem 3.1] $\operatorname{depth}(R / I) \leq \operatorname{depth}(R /(I: f))$.
(iii) $\operatorname{depth}\left(R /\left(x_{i_{1}}, \ldots, x_{i_{k}} I\right)\right) \geq \operatorname{depth}(R / I)-k$.
(iv) $\left[\mathbf{C H H}^{+}\right.$17, Theorem 3.1] $\operatorname{reg}(R / I) \geq \operatorname{reg}(R /(I: f))$.
(v) $\operatorname{reg}(R /(f, I)) \leq \operatorname{reg}(R / I)+k-1$.

Proof. By Lemma 6.2, condition (ii) holds for any squarefree monomial ideal $I$ and for any squarefree monomial $f$. Thus it suffices to show that (i) and (ii) are equivalent and that (i) and (iii)-(v) are equivalent conditions. Since $I$ is squarefree, there is a clutter $\mathcal{C}$ such that $I=I(\mathcal{C})$.
(i) $\Leftrightarrow$ (ii): This follows from applying Lemma 6.3 to the short exact sequence

$$
\begin{equation*}
0 \longrightarrow R /(I: f)[-k] \xrightarrow{f} R / I \longrightarrow R /(I, f) \longrightarrow 0 . \tag{6.1.1}
\end{equation*}
$$

(i) $\Rightarrow$ (iii): This follows directly by induction on $k$.
(iii) $\Rightarrow$ (iv): As (iii) holds for squarefree monomials, applying (iii) to $I\left(\mathcal{C}^{\vee}\right)$, we get

$$
k+\operatorname{depth}\left(R /\left(x_{i_{1}}, \ldots, x_{i_{k}} I\left(\mathcal{C}^{\vee}\right)\right)\right) \geq \operatorname{depth}\left(R / I\left(\mathcal{C}^{\vee}\right)\right)
$$

Therefore, setting $V=\left\{x_{i_{1}}, \ldots, x_{i_{k}}\right\}$ and $X=\left\{x_{1}, \ldots, x_{n}\right\}$, we get

$$
\begin{aligned}
\operatorname{depth}\left(R / I\left(\mathcal{C}^{\vee} \backslash V\right)\right) & =k+\operatorname{depth}\left(K[X \backslash V] / I\left(\mathcal{C}^{\vee} \backslash V\right)\right) \\
& =k+\operatorname{depth}\left(R /\left(V, I\left(\mathcal{C}^{\vee}\right)\right)\right) \geq \operatorname{depth}\left(R / I\left(\mathcal{C}^{\vee}\right)\right)
\end{aligned}
$$

that is, $\operatorname{depth}\left(R / I\left(\mathcal{C}^{\vee} \backslash V\right)\right) \geq \operatorname{depth}\left(R / I\left(\mathcal{C}^{\vee}\right)\right)$, where $I\left(\mathcal{C}^{\vee}\right)=I(\mathcal{C})^{\vee}$. Hence, applying the Auslander-Buchsbaum formula [Vil15, Theorem 3.5.13] to both sides of this inequality and then using Terai's formula of Theorem 6.7, we get

$$
\operatorname{reg}(R / I(\mathcal{C})) \geq \operatorname{reg}\left(R / I\left(\mathcal{C}^{\vee} \backslash V\right)^{\vee}\right)
$$

By Lemma 6.6(ii) one has $I\left(\mathcal{C}^{\vee} \backslash V\right)=(I(\mathcal{C}): f)^{\vee}$. Thus, $I\left(\mathcal{C}^{\vee} \backslash V\right)^{\vee}=(I(\mathcal{C}): f)$, and the required inequality follows.
(iv) $\Rightarrow$ (iii): As (iv) holds for squarefree monomials, applying (iv) to $I\left(\mathcal{C}^{\vee}\right)$, we get

$$
\operatorname{reg}\left(R / I\left(\mathcal{C}^{\vee}\right)\right) \geq \operatorname{reg}\left(R /\left(I\left(\mathcal{C}^{\vee}\right): f\right)\right)
$$

Therefore, applying Terai's formula of Theorem 6.7 and Lemma 6.6(i), we get

$$
\operatorname{pd}_{R}(R / I(\mathcal{C})) \geq \operatorname{pd}_{R}(R / I(\mathcal{C} \backslash V))
$$

Hence, applying the Auslander-Buchsbaum formula [Vil15, Theorem 3.5.13] to both sides of this inequality and using depth properties, we obtain

$$
\begin{aligned}
k+\operatorname{depth}(R /(V, I(\mathcal{C}))) & =k+\operatorname{depth}(K[X \backslash V] / I(\mathcal{C} \backslash V)) \\
& =\operatorname{depth}(R / I(\mathcal{C} \backslash V)) \geq \operatorname{depth}(R / I(\mathcal{C}))
\end{aligned}
$$

(iv) $\Leftrightarrow(\mathrm{v})$ : Since $\operatorname{reg}((R /(I: f))[-k])=k+\operatorname{reg}(R /(I: f))$, the equivalence between (iv) and (v) follows applying Lemma 6.5 to the exact sequence of Eq. (6.1.1).

In [CHH ${ }^{+} \mathbf{1 7}$, Corollary 3.3] it is shown that condition (vii) below holds (cf. [DHS13, Lemma 2.10]).

REMARK 6.9. (A) Conditions (i)-(v) are equivalent to
(vi) $\operatorname{depth}(R / I)=\operatorname{depth}(R /(I: f))$ or depth $(R / I)=\operatorname{depth}(R /(f, I))$.
(B) For $k=\operatorname{deg}(f)=1$ conditions (i)-(vi) are equivalent to:
(vii) $\operatorname{reg}(R / I)=\operatorname{reg}(R /(I: f))+1$ or $\operatorname{reg}(R / I)=\operatorname{reg}(R /(f, I))$.

This follows applying Lemmas 6.3 and 6.4 to the exact sequence given in Eq. (6.1.1).
Depth and regularity via polarization. In what follows we will use the polarization technique due to Fröberg that we briefly recall now (see [Vil15, p. 203] and the references therein). Note that alternate labelings of polarizations and partial polarizations exist in the literature (see, for example, [Far06, HH11, Pee10]); however, the notation used here will prove beneficial in Section 6.2.

Let $J \subset R$ be a monomial ideal minimally generated by $G(J)=\left\{g_{1}, \ldots, g_{s}\right\}$. We set $\gamma_{i}$ equal to $\max \left\{\operatorname{deg}_{x_{i}}(g) \mid g \in G(J)\right\}$. To polarize $J$ we use the set of new variables

$$
X_{J}=\cup_{i=1}^{n}\left\{x_{i, 2}, \ldots, x_{i, \gamma_{i}}\right\}
$$

where $\left\{x_{i, 2}, \ldots, x_{i, \gamma_{i}}\right\}$ is empty if $\gamma_{i}=0$ or $\gamma_{i}=1$. It is convenient to identify the variable $x_{i}$ with $x_{i, 1}$ for all $i$. Recall that a power $x_{i}^{c_{i}}$ of a variable $x_{i}, 1 \leq c_{i} \leq \gamma_{i}$, polarizes to $\left(x_{i}^{c_{i}}\right)^{\mathrm{pol}}=x_{i}$ if $\gamma_{i}=1$, to $\left(x_{i}^{c_{i}}\right)^{\mathrm{pol}}=x_{i, 2} \cdots x_{i, c_{i}+1}$ if $c_{i}<\gamma_{i}$, and to $\left(x_{i}^{c_{i}}\right)^{\mathrm{pol}}=x_{i, 2} \cdots x_{i, \gamma_{i}} x_{i}$ if $c_{i}=\gamma_{i}$. This induces a polarization $g_{i}^{\mathrm{pol}}$ of $g_{i}$ for each $i=1, \ldots, s$. The full polarization $J^{\mathrm{pol}}$ of $J$ is the ideal of $R\left[X_{J}\right]$ generated by $g_{1}^{\mathrm{pol}}, \ldots, g_{s}^{\mathrm{pol}}$. The next lemma is well known.

Lemma 6.10. Let $J$ be a monomial ideal of $R$. Then
(a) (Fröberg [Frö82]) $\operatorname{depth}\left(R\left[X_{J}\right] / J^{\mathrm{pol}}\right)=\left|X_{J}\right|+\operatorname{depth}(R / J)=\operatorname{depth}\left(R\left[X_{J}\right] / J\right)$.
(b) $\operatorname{pd}(R / J)=\operatorname{pd}\left(R\left[X_{J}\right] / J^{\mathrm{pol}}\right)$.
(c) $\operatorname{pd}(R / J)=\operatorname{reg}\left(R\left[X_{J}\right] /\left(J^{\mathrm{pol}}\right)^{\vee}\right)+1$.
(d) [HH11, Corollary 1.6.3] $\operatorname{reg}(R / J)=\operatorname{reg}\left(R\left[X_{J}\right] / J^{\mathrm{pol}}\right)$.

Proof. Part (b) follows applying the Auslander-Buchsbaum formula [Vil15, Theorem 3.5.13]to part (a). Part (c) follows from Theorem 6.7 and part (b).

Let $I \subset R$ be a monomial ideal and let $f$ be a monomial. Using polarization, one can extend Proposition 6.8 and Remark 6.9 to general monomial ideals. The following result will be needed when relating the depth and the regularity of a monomial ring $R / I$ with those of the ring $R\left[X_{L}\right] / I^{\text {pol }}$, where $L$ is the ideal $(f, I)$ and $I^{\mathrm{pol}}$ is the polarization of $I$ with respect to $R\left[X_{L}\right]$ (cf. Lemma 6.10).

Proposition 6.11. Let $I \subset R$ be a monomial ideal and let $f$ be a monomial. If $L=(f, I)$ and $X_{L}$ is the set of new variables that are needed to polarize $L$, then
(i) $\operatorname{depth}\left(R\left[X_{L}\right] / L^{\mathrm{pol}}\right)-\operatorname{depth}\left(R\left[X_{L}\right] /\left(f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right)=\operatorname{depth}(R / L)-\operatorname{depth}(R / I)$,
(ii) $\operatorname{reg}\left(R\left[X_{L}\right] / L^{\mathrm{pol}}\right)=\operatorname{reg}(R / L)$ and $\operatorname{reg}\left(R\left[X_{L}\right] /\left(f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right)=\operatorname{reg}(R / I)$, where $G(I)=\left\{f_{1}, \ldots, f_{r}\right\}$, and $f_{i}^{\mathrm{pol}}$ is the polarization of $f_{i}$ in $R\left[X_{L}\right]$.

Proof. (i): We may assume $f$ is not in $I$, otherwise there is nothing to prove. Let $L^{\text {pol }} \subset R\left[X_{L}\right]$ be the full polarization of $L$. For use below we set

$$
\delta_{i}=\max \left\{\operatorname{deg}_{i}(g) \mid g \in G(I)\right\}
$$

and $f=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$. The set of variables of $R$ is denoted by $X=\left\{x_{1}, \ldots, x_{n}\right\}$.
Subcase (i.a): $a_{i}>\delta_{i}$ for some $i$. Then $G(L)=\left\{f, f_{1}, \ldots, f_{r}\right\}$. For simplicity of notation we assume there is an integer $k$ such that $a_{1}>\delta_{1}, \ldots, a_{k}>\delta_{k}$ and $a_{i} \leq \delta_{i}$ for $i>k$. If $\delta_{i}=0$ for some $i>k$, then the variable $x_{i}$ does not occur in any element of $G(L)$ because $a_{i}=0$. Hence we can replace $R$ by $K\left[X \backslash\left\{x_{i}\right\}\right]$. Thus we may assume that $\delta_{i} \geq 1$ for $i>k$. To polarize $L$ we use the set of variables

$$
X_{L}=\left(\cup_{i=1}^{k}\left\{x_{i, 2}, \ldots, x_{i, \delta_{i}}, x_{i, \delta_{i}+1}, \ldots, x_{i, a_{i}}\right\}\right) \cup\left(\cup_{i=k+1}^{n}\left\{x_{i, 2}, \ldots, x_{i, \delta_{i}}\right\}\right),
$$

where $\left\{x_{i, 2}, \ldots, x_{i, c}\right\}$ is the empty set if $c=0$ or $c=1$. We identify $x_{i}$ with $x_{i, 1}$ for all $i$. In this setting the monomial $x_{i}^{a_{i}}$ polarizes to $\left(x_{i}^{a_{i}}\right)^{\mathrm{pol}}=x_{i, 2} \cdots x_{i, a_{i}} x_{i}$ for $i=1, \ldots, k$ and the monomial $x_{i}^{\delta_{i}}$ polarizes to $\left(x_{i}^{\delta_{i}}\right)^{\mathrm{pol}}=x_{i, 2} \cdots x_{i, \delta_{i}} x_{i}$ for $i>k$. Let $f^{\mathrm{pol}}$ and $f_{i}^{\mathrm{pol}}$ be the polarizations in $R\left[X_{L}\right]$ of $f$ and $f_{i}$ (see Example 6.14). By Lemma 6.10 one has

$$
\begin{equation*}
\operatorname{depth}\left(R\left[X_{L}\right] / L^{\mathrm{pol}}\right)=\left|X_{L}\right|+\operatorname{depth}(R / L)=\sum_{i=1}^{k}\left(a_{i}-1\right)+\sum_{i=k+1}^{n}\left(\delta_{i}-1\right)+\operatorname{depth}(R / L) \tag{6.1.2}
\end{equation*}
$$

Next we relate the depth of $\left.R\left[X_{L}\right] /\left(f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right)$ to the depth of $R / I$. For this consider the polynomial ring $R^{\prime}=K\left[X^{\prime}\right]$, where $X^{\prime}=\left(X \backslash\left\{x_{i}\right\}_{i=1}^{k}\right) \cup\left\{x_{1, \delta_{i}+1}\right\}_{i=1}^{k}$, and let $f_{i}^{\prime}$ be the polynomial of $R^{\prime}$ obtained from $f_{i}$ by replacing $x_{i}$ by $x_{i, \delta_{i}+1}$ for $i=1, \ldots, k$. If $I^{\prime}$ is the ideal of $R^{\prime}$ generated by $f_{1}^{\prime}, \ldots, f_{r}^{\prime}$, then $K[X] / I$ and $K\left[X^{\prime}\right] / I^{\prime}$ are isomorphic and have the same depth. By polarizing $f_{i}^{\prime}$ with respect to

$$
X_{I^{\prime}}=\cup_{i=1}^{n}\left\{x_{i, 2}, \ldots, x_{i, \delta_{i}}\right\}
$$

we obtain that $\left(f_{i}^{\prime}\right)^{\mathrm{pol}}$ is equal to $f_{i}^{\mathrm{pol}}$, the polarization of $f_{i}$ with respect to $X_{L}$. The full polarization of $I^{\prime}$ is $\left(I^{\prime}\right)^{\mathrm{pol}}=\left(\left(f_{1}^{\prime}\right)^{\mathrm{pol}}, \ldots,\left(f_{r}^{\prime}\right)^{\mathrm{pol}}\right)$. Therefore, by Lemma 6.10, one has

$$
\begin{equation*}
\operatorname{depth}\left(R\left[X_{L}\right] /\left(f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right)=\operatorname{depth}\left(R\left[X_{L}\right] /\left(\left(f_{1}^{\prime}\right)^{\mathrm{pol}}, \ldots,\left(f_{r}^{\prime}\right)^{\mathrm{pol}}\right)\right) \tag{6.1.3}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{depth}\left(R^{\prime}\left[X_{I^{\prime}}\right] /\left(\left(f_{1}^{\prime}\right)^{\mathrm{pol}}, \ldots,\left(f_{r}^{\prime}\right)^{\mathrm{pol}}\right)\right)=\left|X_{I^{\prime}}\right|+\operatorname{depth}\left(R^{\prime} / I^{\prime}\right)=\left|X_{I^{\prime}}\right|+\operatorname{depth}(R / I) \tag{6.1.4}
\end{equation*}
$$

As $\left|X \cup X_{L}\right|=\sum_{i=1}^{k} a_{i}+\sum_{i=k+1}^{n} \delta_{i}$ and $\left|X^{\prime} \cup X_{I^{\prime}}\right|=\sum_{i=1}^{n} \delta_{i}$, we get

$$
\left|\left(X \cup X_{L}\right) \backslash\left(X^{\prime} \cup X_{I^{\prime}}\right)\right|=\sum_{i=1}^{k}\left(a_{i}-\delta_{i}\right)
$$

that is, the number of variables of $R\left[X_{L}\right]$ that do not occur in $R^{\prime}\left[X_{I^{\prime}}\right]$ is $\sum_{i=1}^{k}\left(a_{i}-\delta_{i}\right)$. Therefore from Eqs. (6.1.3) and (6.1.4), and using that $\left|X_{I^{\prime}}\right|=\sum_{i=1}^{n}\left(\delta_{i}-1\right)$, we get

$$
\begin{align*}
& \operatorname{depth}\left(R\left[X_{L}\right] /\left(f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right)
\end{align*}=\sum_{i=1}^{k}\left(a_{i}-\delta_{i}\right)+\operatorname{depth}\left(R^{\prime}\left[X_{I^{\prime}}\right] /\left(\left(f_{1}^{\prime}\right)^{\mathrm{pol}}, \ldots,\left(f_{r}^{\prime}\right)^{\mathrm{pol}}\right)\right)
$$

Using Eqs. (6.1.2) and (6.1.5) the required equality follows.
Subcase (i.b): $a_{i} \leq \delta_{i}$ for all $i$. This case follows adapting the arguments of Subcase (i.a), noting that $k=0$ in this case.
(ii): To prove this part we keep the notation of part (i).

Subcase (ii.a): Assume that $a_{i}>\delta_{i}$ for some $i$. The first equality follows at once from Lemma 6.10. As $R^{\prime}\left[X_{I^{\prime}}\right]$ is a subring of $R\left[X_{L}\right]$, the regularity of $\left(I^{\prime}\right)^{\mathrm{pol}} R^{\prime}\left[X_{I^{\prime}}\right]$ is equal to that of $\left(I^{\prime}\right)^{\text {pol }} R\left[X_{L}\right]$. Hence, by Lemma 6.10, we get

$$
\operatorname{reg}\left(R\left[X_{L}\right] /\left(I^{\prime}\right)^{\mathrm{pol}}\right)=\operatorname{reg}\left(R^{\prime}\left[X_{I^{\prime}}\right] /\left(I^{\prime}\right)^{\mathrm{pol}}\right)=\operatorname{reg}\left(R^{\prime} / I^{\prime}\right)=\operatorname{reg}(R / I)
$$

Subcase (ii.b): $a_{i} \leq \delta_{i}$ for all $i$. This case follows adapting the arguments of Subcase (ii.a).

The following corollary extends Proposition 6.8 and Remark 6.9 from squarefree monomial ideals to arbitrary monomial ideals using polarization. It will be used throughout the thesis (e.g., Lemma 6.20, Theorem 6.34, Proposition 6.40). This result is later extended using Gröbner bases (Corollary 6.13).

Corollary 6.12. Let $I \subset R$ be a monomial ideal, let $f$ be a monomial of degree $k$, and let $x_{i_{1}}, \ldots, x_{i_{k}}$ be a set of distinct variables of $R$. The following hold.
(i) $\operatorname{depth}(R /(f, I)) \geq \operatorname{depth}(R / I)-1$.
(ii) $\left[\mathbf{C H H}^{+} \mathbf{1 7}\right.$, Theorem 3.1] depth $(R / I) \leq \operatorname{depth}(R /(I: f))$.
(iii) $\operatorname{depth}\left(R /\left(x_{i_{1}}, \ldots, x_{i_{k}}, I\right)\right) \geq \operatorname{depth}(R / I)-k$.
(iv) $\left[\mathbf{C H H}^{+} \mathbf{1 7}\right.$, Theorem 3.1] $\operatorname{reg}(R / I) \geq \operatorname{reg}(R /(I: f))$.
(v) $\operatorname{reg}(R /(f, I)) \leq \operatorname{reg}(R / I)+k-1$.
(vi) $\operatorname{depth}(R / I)=\operatorname{depth}(R /(I: f))$ or $\operatorname{depth}(R / I)=\operatorname{depth}(R /(f, I))$.
(vii) $\left[\mathbf{C H H}^{+} \mathbf{1 7}\right.$, DHS13] If $k=1$, then $\operatorname{reg}(R / I)=\operatorname{reg}(R /(I: f))+1$ or $\operatorname{reg}(R / I)=\operatorname{reg}(R /(f, I))$.

Proof. If $I$ and $f$ are squarefree, the result holds true. Indeed, by Lemma 6.2, one has the inequality depth $(R /(I: f)) \geq \operatorname{depth}(R / I)$. Then by Proposition 6.8 and Remark 6.9 the statements all hold. To show the general case we will use the polarization technique.
(i) One may assume that $f \notin I$. We set $G(I)=\left\{f_{1}, \ldots, f_{r}\right\}$ and $L=(f, I)$. Let $X_{L}$ be the set of new variables needed to polarize $L$ and let $f^{\mathrm{pol}}, f_{i}^{\mathrm{pol}}$ be the polarizations in $R\left[X_{L}\right]$ of $f, f_{i}$, respectively. As these polarizations are squarefree, by Proposition 6.8 one has

$$
\operatorname{depth}\left(R\left[X_{L}\right] /\left(f^{\mathrm{pol}}, f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right) \geq \operatorname{depth}\left(R\left[X_{L}\right] /\left(f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right)-1
$$

where $L^{\mathrm{pol}}=\left(f^{\mathrm{pol}}, f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)$. Hence, by Proposition 6.11,

$$
\operatorname{depth}(R / L) \geq \operatorname{depth}(R / I)-1
$$

(ii): According to Lemma 6.3 parts (ii) and (i) are equivalent.
(iii): It follows from part (i) using induction on $k$.
(iv)-(v): Setting $N=(R /(I: f))[-k], M=R / I$ and $L=R /(I, f)$, and noticing that $\operatorname{reg}(N)=k+\operatorname{reg}(R /(I: f))$, from Lemma 6.5 it follows that (iv) and (v) are equivalent. Since $f^{\mathrm{pol}}, f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}$ are squarefree, by Proposition 6.8 one has

$$
\operatorname{reg}\left(R\left[X_{L}\right] / L^{\mathrm{pol}}\right)-\operatorname{reg}\left(R\left[X_{L}\right] /\left(f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right) \leq k-1
$$

Hence, by Proposition 6.11, one has $\operatorname{reg}(R / L)-\operatorname{reg}(R / I) \leq k-1$. Thus (v) and (iv) hold.
(vi): This condition is equivalent to (i). This follows applying Lemma 6.3 to the exact sequence

$$
0 \longrightarrow R /(I: f)[-k] \xrightarrow{f} R / I \longrightarrow R /(I, f) \longrightarrow 0 .
$$

(vii): Recall that $\operatorname{reg}(R /(I: f))[-k]=k+\operatorname{reg}(R /(I: f))$. If $k=1$, using Lemma 6.4 it follows that conditions (vii) and (iv) are equivalent.

COROLLARY 6.13. Let $I \subset R$ be a monomial ideal and let $f$ be a homogeneous polynomial of degree $k$. If there exists a monomial order $\prec$ on $R$ such that

$$
\operatorname{in}_{\prec}(I, f)=I+\left(\operatorname{in}_{\prec}(f)\right),
$$

then
(a) $\operatorname{depth}(R /(I: f)) \geq \operatorname{depth}(R / I)$,
(b) $\operatorname{reg}(R /(I, f)) \leq \operatorname{reg}(R / I)+k-1$.
(c) $\operatorname{reg}(R / I) \geq \operatorname{reg}(R /(I: f))$.

Proof. (a): Assume that depth $(R / I)>\operatorname{depth}(R /(I: f))$. From the exact sequence

$$
0 \longrightarrow R /(I: f)[-k] \xrightarrow{f} R / I \longrightarrow R /(I, f) \longrightarrow 0,
$$

using the depth lemma [Vil15, Lemma 2.3.9] and the fact that the depth of $R /(I, f)$ is greater than or equal to the depth of $R / \mathrm{in}_{\prec}(I, f)$ [HH11, Theorem 3.3.4(d)], we get

$$
\operatorname{depth}(R /(I: f))=\operatorname{depth}(R /(I, f))+1 \geq \operatorname{depth}\left(R /\left(I+\operatorname{in}_{\prec}(f)\right)\right)+1 .
$$

By Corollary 6.12(i), we have $\operatorname{depth}\left(R /\left(I+\mathrm{in}_{\prec}(f)\right)\right) \geq \operatorname{depth}(R / I)-1$. Hence we obtain $\operatorname{depth}(R /(I: f)) \geq \operatorname{depth}(R / I)$, a contradiction.
(b): Using that the regularity of $R /(I, f)$ is less than or equal to the regularity of $R / \mathrm{in}_{\prec}(I, f)$ [HH11, Theorem 3.3.4(c)] and Corollary 6.12(v), we get

$$
\operatorname{reg}(R /(I, f)) \leq \operatorname{reg}\left(R / \operatorname{in}_{\prec}(I, f)\right)=\operatorname{reg}\left(R /\left(I+\operatorname{in}_{\prec}(f)\right)\right) \leq \operatorname{reg}(R / I)+k-1
$$

(c): Setting $N=R /(I: f)[-k], M=R / I$, and $L=R /(I, f)$. If $\operatorname{reg}(R /(I: f))>$ $\operatorname{reg}(R / I)$, that is, $\operatorname{reg}(N) \geq \operatorname{reg}(M)+k+1$. On the other hand, by part $(\mathrm{b})$, one has $\operatorname{reg}(L) \leq \operatorname{reg}(N)-2$. According to [Eis13, Corollary 20.19](a), one has either reg $(N) \leq$ $\operatorname{reg}(M)$ or $\operatorname{reg}(N) \leq \operatorname{reg}(L)+1$, a contradiction.

The next example illustrates the polarizations used in the proof of Proposition 6.11. For convenience we use the notation of that proof.

EXAMPLE 6.14. Let $f=x_{1}^{3} x_{2}^{3}, f_{1}=x_{1}^{2} x_{3}, f_{2}=x_{1} x_{3}^{2}, f_{3}=x_{2}^{2} x_{3}$ be monomials in the polynomial ring $R=K\left[x_{1}, x_{2}, x_{3}\right]$ and set $I=\left(f_{1}, f_{2}, f_{3}\right)$ and $L=(f, I)$. Setting

$$
f^{\mathrm{pol}}=x_{1,2} x_{1,3} x_{1} x_{2,2} x_{2,3} x_{2}, f_{1}^{\mathrm{pol}}=x_{1,2} x_{1,3} x_{3,2}, f_{2}^{\mathrm{pol}}=x_{1,2} x_{3,2} x_{3}, f_{3}^{\mathrm{pol}}=x_{2,2} x_{2,3} x_{3,2},
$$

and $X_{L}=\left\{x_{1,2}, x_{1,3}\right\} \cup\left\{x_{2,2}, x_{2,3}\right\} \cup\left\{x_{3,2}\right\}$, the full polarization of $L$ is

$$
L^{\mathrm{pol}}=\left(f^{\mathrm{pol}}, f_{1}^{\mathrm{pol}}, f_{2}^{\mathrm{pol}}, f_{3}^{\mathrm{pol}}\right) \subset R\left[X_{L}\right] .
$$

Making the change of variables $x_{1} \rightarrow x_{1,3}, x_{2} \rightarrow x_{2,3}$ in $I$ and setting

$$
f_{1}^{\prime}=x_{1,3}^{2} x_{3}, f_{2}^{\prime}=x_{1,3} x_{3}^{2}, f_{3}^{\prime}=x_{2,3}^{2} x_{3}, I^{\prime}=\left(f_{1}^{\prime}, f_{2}^{\prime}, f_{3}^{\prime}\right),
$$

$X_{I^{\prime}}=\left\{x_{1,2}\right\} \cup\left\{x_{2,2}\right\} \cup\left\{x_{3,2}\right\}, R^{\prime}=K\left[x_{1,3}, x_{2,3}, x_{3}\right]$, the full polarization of $I^{\prime}$ is

$$
\left(I^{\prime}\right)^{\mathrm{pol}}=\left(\left(f_{1}^{\prime}\right)^{\mathrm{pol}},\left(f_{2}^{\prime}\right)^{\mathrm{pol}},\left(f_{3}^{\prime}\right)^{\mathrm{pol}}\right) \subset R^{\prime}\left[X_{I^{\prime}}\right],
$$

where $\left(f_{1}^{\prime}\right)^{\mathrm{pol}}=x_{1,2} x_{1,3} x_{3,2}\left(f_{2}^{\prime}\right)^{\mathrm{pol}}=x_{1,2} x_{3,2} x_{3},\left(f_{3}^{\prime}\right)^{\mathrm{pol}}=x_{2,2} x_{2,3} x_{3,2}$. Thus $f_{i}^{\mathrm{pol}}$ is equal to $\left(f_{i}^{\prime}\right)^{\text {pol }}$ for $i=1,2,3$. Setting $X_{I}=\left\{x_{1,2}, x_{2,2}, x_{3,2}\right\}$ the full polarization of $I$ is generated by the monomials $x_{1,2} x_{1} x_{3,2}, x_{1,2} x_{3,2} x_{3}, x_{2,2} x_{2} x_{3,2}$.

### 6.2. Depth and regularity locally at each variable

In this section we use polarization to study the behavior of the depth and regularity of a monomial ideal locally at each variable when lowering the top degree.

Let $R=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring over a field $K$, let $I$ be a monomial ideal of $R$ and let $x_{i}$ be a fixed variable that occurs in $G(I)$. Given a monomial $x^{a}=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$, we set $\operatorname{deg}_{x_{i}}\left(x^{a}\right)=a_{i}$. Consider the integer

$$
q:=\max \left\{\operatorname{deg}_{x_{i}}\left(x^{a}\right) \mid x^{a} \in G(I)\right\}
$$

and the corresponding set $\mathcal{B}_{i}:=\left\{x^{a} \mid \operatorname{deg}_{x_{i}}\left(x^{a}\right)=q\right\} \cap G(I)$. That is, $\mathcal{B}_{i}$ is the set of all monomial of $G(I)$ of highest degree in $x_{i}$. Setting

$$
\mathcal{A}_{i}:=\left\{x^{a} \mid \operatorname{deg}_{x_{i}}\left(x^{a}\right)<q\right\} \cap G(I)=G(I) \backslash \mathcal{B}_{i}
$$

$p:=\max \left\{\operatorname{deg}_{x_{i}}\left(x^{a}\right) \mid x^{a} \in \mathcal{A}_{i}\right\}$ and $\left.L:=\left(\left\{x^{a} / x_{i} \mid x^{a} \in \mathcal{B}_{i}\right\} \cup \mathcal{A}_{i}\right\}\right)$, we are interested in comparing the depth (resp. regularity) of $R / I$ with the depth (resp. regularity) of $R / L$.

One of the main results of this section shows that the depth is locally non-decreasing at each variable $x_{i}$ when lowering the top degree:

THEOREM 6.15. Let I be a monomial ideal of $R$ and let $x_{i}$ be a variable. The following hold.
(a) If $p \geq 1$ and $q-p \geq 2$, then $\operatorname{depth}(R / I)=\operatorname{depth}(R / L)$.
(b) If $p \geq 0$ and $q-p=1$, then $\operatorname{depth}(R / L) \geq \operatorname{depth}(R / I)$.
(c) If $p=0$ and $q \geq 2$, then

$$
\left.\operatorname{depth}(R / I)=\operatorname{depth}\left(R /\left(\left\{x^{a} / x_{i}^{q-1} \mid x^{a} \in \mathcal{B}_{i}\right\} \cup \mathcal{A}_{i}\right\}\right)\right)
$$

PROOF. (a): By simplicity set $i=1$. We may assume that $G(I)=\left\{f_{1}, \ldots, f_{r}\right\}$, where $f_{1}, \ldots, f_{m}$ is the set of all elements of $G(I)$ that contain $x_{1}^{q}$ and $f_{m+1}, \ldots, f_{s}$ is the set of all elements of $G(I)$ that contain some positive power $x_{1}^{\ell}$ of $x_{1}$ for some $1 \leq \ell<q$. Making a partial polarization of $x_{1}^{q}$ with respect to the new variables $x_{1,2}, \ldots, x_{1, q-1}$ [Vil15, p. 203], gives that $f_{j}$ polarizes to $f_{j}^{\text {pol }}=x_{1,2} \cdots x_{1, q-1} x_{1}^{2} f_{j}^{\prime}$ for $j=1, \ldots, m$, where $f_{1}^{\prime}, \ldots, f_{m}^{\prime}$ are monomials that do not contain $x_{1}$ and $f_{j}=x_{1}^{q} f_{j}^{\prime}$ for $j=1, \ldots, m$. Hence, using that $q-p \geq 2$, one has the partial polarization

$$
I^{\mathrm{pol}}=\left(x_{1,2} \cdots x_{1, q-1} x_{1}^{2} f_{1}^{\prime}, \ldots, x_{1,2} \cdots x_{1, q-1} x_{1}^{2} f_{m}^{\prime}, f_{m+1}^{\mathrm{pol}}, \ldots, f_{s}^{\mathrm{pol}}, f_{s+1}, \ldots, f_{r}\right)
$$

where $f_{m+1}^{\mathrm{pol}}, \ldots, f_{s}^{\mathrm{pol}}$ do not contain $x_{1}$ and $I^{\mathrm{pol}}$ is an ideal of $R^{\mathrm{pol}}=R\left[x_{1,2}, \ldots, x_{1, q-1}\right]$. On the other hand, from the equality

$$
G(L)=\left\{f_{1} / x_{1}, \ldots, f_{m} / x_{1}, f_{m+1}, \ldots, f_{r}\right\}
$$

one has the partial polarization

$$
L^{\mathrm{pol}}=\left(x_{1,2} \cdots x_{1, q-1} x_{1} f_{1}^{\prime}, \ldots, x_{1,2} \cdots x_{1, q-1} x_{1} f_{m}^{\prime}, f_{m+1}^{\mathrm{pol}}, \ldots, f_{s}^{\mathrm{pol}}, f_{s+1}, \ldots, f_{r}\right)
$$

By making the substitution $x_{1}^{2} \rightarrow x_{1}$ in each element of $G\left(I^{\mathrm{pol}}\right)$ this will not affect the depth of $R^{\text {pol }} / I^{\text {pol }}$ (see [NPV14, Lemmas 3.3 and 3.5]). Thus

$$
q-2+\operatorname{depth}(R / I)=\operatorname{depth}\left(R^{\mathrm{pol}} / I^{\mathrm{pol}}\right)=\operatorname{depth}\left(R^{\mathrm{pol}} / L^{\mathrm{pol}}\right)=q-2+\operatorname{depth}(R / L)
$$

and consequently depth $(R / I)=\operatorname{depth}(R / L)$.
(b): To simplify notation we set $i=1$. Assume $p=0$, then $q=1$. Note that the ring $R / L$ is equal to $R /\left(I: x_{1}\right)$. Hence, by Corollary 6.12 , its depth is greater than or equal to depth $(R / I)$. Thus we may assume that $p \geq 1$. We may also assume that $G(I)=\left\{f_{1}, \ldots, f_{r}\right\}$, where $f_{1}, \ldots, f_{m}$ is the set of all elements of $G(I)$ that contain $x_{1}^{q}$, and $f_{m+1}, \ldots, f_{t}$ is the set of all elements of $G(I)$ that contain $x_{1}^{q-1}$ but not $x_{1}^{q}$, and $f_{t+1}, \ldots, f_{s}$ is the set of all elements of $G(I)$ that contain some power $x_{1}^{\ell}$, with $1 \leq \ell<q-1$, but not $x_{1}^{\ell+1}$. Let $R^{\prime}$ be the polynomial ring $K\left[x_{1, q}, x_{2}, \ldots, x_{n}\right]$, with $x_{1, q}$ a new variable, and let $L^{\prime}$ be the ideal of $R^{\prime}$ obtained from $L$ by making the change of variable $x_{1} \rightarrow x_{1, q}$ in each element of $G(L)$. Clearly

$$
\operatorname{depth}(R / L)=\operatorname{depth}\left(R^{\prime} / L^{\prime}\right)=\operatorname{depth}\left(R^{\prime}\left[x_{1}\right] / L^{\prime}\right)-1
$$

The partial polarization of $I$ with respect to $x_{1}$ using the variables $x_{1,2}, \ldots, x_{1, q}$ is given by

$$
\begin{array}{r}
I^{\mathrm{pol}}=\left(x_{1,2} \cdots x_{1, q} x_{1} f_{1}^{\prime} \ldots, x_{1,2} \cdots x_{1, q} x_{1} f_{m}^{\prime}\right. \\
x_{1,2} \cdots x_{1, q} f_{m+1}^{\prime}, \ldots, x_{1,2} \cdots x_{1, q} f_{t}^{\prime} \\
\left.f_{t+1}^{\mathrm{pol}} \ldots, f_{s}^{\mathrm{pol}}, f_{s+1}, \ldots, f_{r}\right)
\end{array}
$$

where $f_{1}^{\prime}, \ldots, f_{t}^{\prime}, f_{t+1}^{\mathrm{pol}}, \ldots, f_{s}^{\mathrm{pol}}, f_{s+1}, \ldots, f_{r}$ do not contain $x_{1}$ and $I^{\mathrm{pol}}$ is an ideal of the ring $R^{\text {pol }}=R\left[x_{1,2}, \ldots, x_{1, q}\right]$. Therefore

$$
\begin{aligned}
& \left(I^{\mathrm{pol}}: x_{1}\right)=\left(x_{1,2} \cdots x_{1, q} f_{1}^{\prime}, \ldots, x_{1,2} \cdots x_{1, q} f_{m}^{\prime}\right. \\
& \left.\quad x_{1,2} \cdots x_{1, q} f_{m+1}^{\prime}, \ldots, x_{1,2} \cdots x_{1, q} f_{t}^{\prime}, f_{t+1}^{\mathrm{pol}}, \ldots, f_{s}^{\mathrm{pol}}, f_{s+1}, \ldots, f_{r}\right)
\end{aligned}
$$

The following is a generating set for $L^{\prime}$, which is not necessarily minimal:

$$
\begin{array}{r}
L^{\prime}=\left(x_{1, q}^{q-1} f_{1}^{\prime}, \ldots, x_{1, q}^{q-1} f_{m}^{\prime}, x_{1, q}^{q-1} f_{m+1}^{\prime}, \ldots, x_{1, q}^{q-1} f_{t}^{\prime}\right. \\
\left.x_{1, q}^{a_{t+1}} f_{t+1}^{\prime}, \ldots, x_{1, q}^{a_{s}} f_{s}^{\prime}, f_{s+1}, \ldots, f_{r}\right)
\end{array}
$$

where $1 \leq a_{i}<q-1$ for $i=t+1, \ldots, s$. Hence, it is seen that, ( $I^{\mathrm{pol}}: x_{1}$ ) is equal to $\left(L^{\prime}\right)^{\text {pol },}$ the polarization of $L^{\prime}$ with respect to the variable $x_{1, q}$ using the variables $x_{1,2}, \ldots, x_{1, q-1}$. Therefore, using Lemma 6.2, we get

$$
\begin{aligned}
(q-1)+\operatorname{depth}(R / L) & =1+\left((q-2)+\operatorname{depth}\left(R^{\prime} / L^{\prime}\right)\right) \\
& =1+\operatorname{depth}\left(\left(R^{\prime}\right)^{\mathrm{pol}} /\left(L^{\prime}\right)^{\mathrm{pol}}\right)=\operatorname{depth}\left(\left(R^{\prime}\left[x_{1}\right]\right)^{\mathrm{pol}} /\left(L^{\prime}\right)^{\mathrm{pol}}\right) \\
& =\operatorname{depth}\left(R^{\mathrm{pol}} /\left(L^{\prime}\right)^{\mathrm{pol}}\right)=\operatorname{depth}\left(R^{\mathrm{pol}} /\left(I^{\mathrm{pol}}: x_{1}\right)\right) \\
& \geq \operatorname{depth}\left(R^{\mathrm{pol}} / I^{\mathrm{pol}}\right)=(q-1)+\operatorname{depth}(R / I) .
\end{aligned}
$$

Thus depth $(R / L) \geq \operatorname{depth}(R / I)$.
(c): It suffices to notice that by making the substitution $x_{i}^{q} \rightarrow x_{i}$ in each element of $G(I)$ this will not affect the depth of $R / I$ (see [NPV14, Lemmas 3.3 and 3.5]).

Let $\mathcal{D}$ be a vertex-weighted digraph, that is, $\mathcal{D}$ is a finite set $V(\mathcal{D})=\left\{x_{1}, \ldots, x_{n}\right\}$ of vertices, a prescribed collection $E(\mathcal{D})$ of ordered pairs of distinct points called edges or arrows, and $\mathcal{D}$ is endowed with a function $d: V(\mathcal{D}) \rightarrow \mathbb{N}_{+}$, where $\mathbb{N}_{+}$is the set $\{1,2, \ldots\}$. The weight $d\left(x_{i}\right)$ of $x_{i}$ is denoted simply by $d_{i}$. The edge ideal of $\mathcal{D}$, denoted $I(\mathcal{D})$, is the ideal of $R$ given by

$$
I(\mathcal{D}):=\left(x_{i} x_{j}^{d_{j}} \mid\left(x_{i}, x_{j}\right) \in E(\mathcal{D})\right)
$$

Edge ideals of vertex-weighted digraphs occur in the theory of Reed-Muller-type codes as initial ideals of vanishing ideals of projective spaces over a finite field [MBPV17, Sor91].

Corollary 6.16. [GMBS ${ }^{+}$17, Corollary 6] Let $I=I(\mathcal{D})$ be the edge ideal of a vertexweighted digraph with vertices $x_{1}, \ldots, x_{n}$ and let $d_{i}$ be the weight of $x_{i}$. If $\mathcal{U}$ is the digraph obtained from $\mathcal{D}$ by assigning weight 2 to every vertex $x_{i}$ with $d_{i} \geq 2$, then I is Cohen-Macaulay if and only if $I(\mathcal{U})$ is Cohen-Macaulay.

PROOF. By applying Theorem 6.15 to each vertex $x_{i}$ of $\mathcal{D}$ of weight at least 3 , we obtain that the depth of $R / I(\mathcal{D})$ is equal to the depth of $R / I(\mathcal{U})$. Since $I(\mathcal{D})$ and $I(\mathcal{U})$ have the same height, then $I(\mathcal{D})$ is Cohen-Macaulay if and only if $I(\mathcal{U})$ is Cohen-Macaulay.

COROLLARY 6.17. [HTT05] If I is a monomial ideal, then

$$
\operatorname{depth}(R / \operatorname{rad}(I)) \geq \operatorname{depth}(R / I)
$$

In particular if I is Cohen-Macaulay, then $\operatorname{rad}(I)$ is Cohen-Macaulay.
Proof. It follows by applying Theorem 6.15 to every vertex $x_{i}$ as many times as necessary.

As a consequence if $I$ is squarefree, then $\operatorname{depth}(R / I) \geq \operatorname{depth}\left(R / I^{k}\right)$ for all $k \geq 1$.
REMARK 6.18. Let $L \subset R$ be a monomial ideal. If $x_{i}^{k}$ is in $G(L)$ for some $k \geq 1$, $1 \leq i \leq n$ and $L^{\prime}$ is the ideal of $R$ generated by all elements of $G(I)$ that do not contain $x_{i}$, then $\left(L, x_{i}\right)=\left(L^{\prime}, x_{i}\right)$ and by a repeated application of Theorem 6.15 one has

$$
\operatorname{depth}(R / L) \leq \operatorname{depth}\left(R /\left(L^{\prime}, x_{i}\right)\right)=\operatorname{depth}\left(R / L^{\prime}\right)-1
$$

Before proving an analog of Theorem 6.15 for regularity, we first provide a basic fact regarding the effect of a change of variables on the resolution of an ideal.

LEMMA 6.19. Let I be a homogeneous ideal of $R$, let $d_{1}$ be a positive integer, and define $\phi: R \rightarrow$ $R$ by $\phi\left(x_{1}\right)=x_{1}^{d_{1}}$ and $\phi\left(x_{i}\right)=x_{i}$ for $2 \leq i \leq n$. If $\phi(I)$ is homogeneous, then a minimal resolution of $\phi(I)$ over $R$ can be obtained by applying $\phi$ to a minimal resolution of I. Moreover, the (non-graded) Betti numbers of I and $\phi(I)$ will be equal and $\operatorname{reg}(\phi(I)) \geq \operatorname{reg} I$.

PROOF. Define $S=K\left[x_{1}, \ldots, x_{n}\right]$ to be a polynomial ring with the non-standard grading $d\left(x_{1}\right)=d_{1}$ and $d\left(x_{i}\right)=1$ for $2 \leq i \leq n$. Note that the map $\phi$ factors through $S$. Write $\phi=\psi \sigma$, where $\sigma: R \rightarrow S$ is given by $\sigma\left(x_{i}\right)=x_{i}$ for all $i$ and $\psi: S \rightarrow R$ is given by $\psi\left(x_{1}\right)=x_{1}^{d_{1}}$ and $\psi\left(x_{i}\right)=x_{i}$ for $2 \leq i \leq n$. Then, by assumption, $I$ is a homogeneous ideal of $R$ and $\sigma(I)$ is again homogeneous in $S$. Applying $\sigma$ to a minimal resolution of $I$ yields a minimal resolution of $\sigma(I)$, where the modules and maps are unchanged except that the degrees of some of the maps, and thus the shifts in the resolution, may have increased, showing $\operatorname{reg}(\sigma(I)) \geq \operatorname{reg}(I)$. Now the map $\psi$ is precisely the map used in [NPV14, Lemma 3.5 and Theorem 3.6(b)]. The result follows from combining these results.

Lemma 6.20. Let I and $J$ be monomial ideals of $R$ and let $x_{i}$ be a variable. Suppose that $\left(I: x_{i}\right)=J$ and $\left(I, x_{i}\right)=\left(J, x_{i}\right)$, then
(i) $\operatorname{reg}(R / J) \leq \operatorname{reg}(R / I) \leq \operatorname{reg}(R / J)+1$.
(ii) $\operatorname{depth}(R / J)-1 \leq \operatorname{depth}(R / I) \leq \operatorname{depth}(R / J)$.

PROOF. (i): By Corollary 6.12(v), we have reg $\left(R /\left(I, x_{i}\right)\right) \leq \operatorname{reg}(R / I)$ and $\operatorname{reg}\left(R /\left(J, x_{i}\right)\right) \leq$ $\operatorname{reg}(R / J)$, and by Corollary 6.12(vii), we have either

$$
\operatorname{reg}(R / I)=\operatorname{reg}\left(R /\left(I: x_{i}\right)\right)+1=\operatorname{reg}(R / J)+1
$$

or

$$
\operatorname{reg}(R / I)=\operatorname{reg}\left(R /\left(I, x_{i}\right)\right)=\operatorname{reg}\left(R /\left(J, x_{i}\right)\right) \leq \operatorname{reg}(R / J)
$$

In the latter case one has $\operatorname{reg}(R / I)=\operatorname{reg}(R / J)$ because by Corollary 6.12(iv), one has $\operatorname{reg}(R / J) \leq \operatorname{reg}(R / I)$. Combining these facts we obtain

$$
\operatorname{reg}(R / J) \leq \operatorname{reg}(R / I) \leq \operatorname{reg}(R / J)+1
$$

(ii): Similarly by Corollary 6.12(vi), we have either $\operatorname{depth}(R / I)=\operatorname{depth}(R / J)$ or $\operatorname{depth}(R / I)=\operatorname{depth}\left(R /\left(I, x_{i}\right)\right)$. In the latter case one has

$$
\begin{aligned}
\operatorname{depth}(R / J) & \geq \operatorname{depth}(R / I) \\
& =\operatorname{depth}\left(R /\left(I, x_{i}\right)\right) \\
& =\operatorname{depth}\left(R /\left(J, x_{i}\right)\right) \\
& \geq \operatorname{depth}(R / J)-1 .
\end{aligned}
$$

because by parts (ii) and (i) of Corollary 6.12 we have $\operatorname{depth}(R / J) \geq \operatorname{depth}(R / I)$ and $\operatorname{depth}\left(R /\left(J, x_{i}\right)\right) \geq \operatorname{depth}(R / J)-1$, respectively.

Using the notation introduced for Theorem 6.15 we are now able to control regularity when lowering the degrees of the generators of a monomial ideal.

THEOREM 6.21. Let I be a monomial ideal and consider the ideal $L^{\prime}$ define by $\left.\left(\left\{x^{a} / x_{i}^{q-1} \mid x^{a} \in \mathcal{B}_{i}\right\} \cup \mathcal{A}_{i}\right\}\right)$, where $x_{i}$ is a variable. The following hold.
(a) If $p \geq 1$ and $q-p \geq 2$, then $\operatorname{reg}(R / L) \leq \operatorname{reg}(R / I) \leq \operatorname{reg}(R / L)+1$.
(b) If $p \geq 0$ and $q-p=1$, then $\operatorname{reg}(R / L) \leq \operatorname{reg}(R / I)$.
(c) If $p=0$ and $q \geq 2$, then $\operatorname{reg}\left(R / L^{\prime}\right) \leq \operatorname{reg}(R / I) \leq \operatorname{reg}\left(R / L^{\prime}\right)+q-1$.

Proof. (a): As in Theorem 6.15, we assume $i=1$. Forming a partial polarization of $x_{1}^{q}$ with respect to new variables $x_{1,2}, \ldots, x_{1, q-1}$ will not change the regularity by Lemma 6.10 (d). By the same argument, forming a full polarization of $x_{2}, \ldots, x_{n}$ will also not change the regularity. Thus we may assume that $I=\left(x_{1}^{2} h_{1}, \ldots, x_{1}^{2} h_{m}, h_{m+1}, \ldots, h_{r}\right)$ and $L=$ $\left(x_{1} h_{1}, \ldots, x_{1} h_{m}, h_{m+1}, \ldots, h_{r}\right)$ where $h_{j}$ are squarefree monomials and $x_{1}$ does not divide $h_{j}$ for all $j$. Also, note that $\left(I, x_{1}\right)=\left(L, x_{1}\right)$ and $\left(I: x_{1}\right)=L$. Thus, by Lemma 6.20, $\operatorname{reg}(R / I)=\operatorname{reg}(R / L)+1$ or $\operatorname{reg}(R / I)=\operatorname{reg}(R / L)$ as claimed.
(b): This part follows from the proof of Theorem 6.15(b) and Lemma 6.10(d).
(c): We proceed by induction on $q \geq 2$. There are monomials $h_{1}, \ldots, h_{r}$ not containing $x_{1}$ such that

$$
I=\left(x_{1}^{q} h_{1}, \ldots, x_{1}^{q} h_{m}, h_{m+1}, \ldots, h_{r}\right) \text { and } L=\left(x_{1}^{q-1} h_{1}, \ldots, x_{1}^{q-1} h_{m}, h_{m+1}, \ldots, h_{r}\right)
$$

Note that $\left(I, x_{1}\right)=\left(L, x_{1}\right)$ and $L=\left(I: x_{1}\right)$. Then, applying Lemma 6.20 to $I$ and $L$, one has $\operatorname{reg}(R / L) \leq \operatorname{reg}(R / I) \leq \operatorname{reg}(R / L)+1$. In particular the required inequality holds for $q=2$. If $q>3$, applying induction to $L$, the inequality follows.

Corollary 6.22. Let I be a monomial ideal of $R$ and let $J$ be its radical. The following hold.
(i) $[\operatorname{Rav90}] \operatorname{reg}(R / J) \leq \operatorname{reg}(R / I)$.
(ii) If I is Cohen-Macaulay, then $a(R / J) \leq a(R / I)$, where $a(\cdot)$ is the a-invariant.

Proof. (i): It follows by applying Theorem 6.21 to every vertex $x_{i}$ as many times as necessary.
(ii): By Corollary 6.17, $J$ is Cohen-Macaulay. Hence, by [Vas04], one has $a(M)=$ $\operatorname{reg}(M)-\operatorname{depth}(M)$ for $M=R / I$ and $M=R / J$. As

$$
\operatorname{dim}(R / I)=\operatorname{dim}(R / J)=\operatorname{depth}(R / I)=\operatorname{depth}(R / J)
$$

the inequality follows from part (i).
REMARK 6.23. Let $I \subset R$ be a monomial ideal and let $f$ be monomial which is a non-zero divisor of $R / I$. Then $\operatorname{reg}(R / f I)=\operatorname{reg}(R / I)+\operatorname{deg}(f)$ and $\operatorname{reg}(R /(I, f))=$ $\operatorname{reg}(R / I)+\operatorname{deg}(f)-1$. This follows from Proposition 6.43. Thus the upper bound of Theorem 6.21(c) is tight.

EXAMPLE 6.24. The ideals $I=\left(x_{1}^{2} x_{2} x_{3}^{2}, x_{3}^{2} x_{4}, x_{4}^{3} x_{5}\right)$ and $J=\left(x_{1} x_{2} x_{3}^{2}, x_{3}^{2} x_{4}, x_{4}^{3} x_{5}\right)$ have regularity 5 . Thus the lower bound of Theorem 6.21(c) is also tight.

EXAMPLE 6.25. $I=\left(x_{1}^{7} x_{2} x_{3}^{2}, x_{1}^{7} x_{5}^{3}, x_{1}^{6} x_{3}^{2} x_{4}, x_{2} x_{5}^{7}\right), L=\left(x_{1}^{6} x_{2} x_{3}^{2}, x_{1}^{6} x_{5}^{3}, x_{1}^{6} x_{3}^{2} x_{4}, x_{2} x_{5}^{7}\right)$ have regularity 16 and 13, respectively. Thus in Theorem $6.21(b), \operatorname{reg}(R / L)+1$ is not an upper bound for $\operatorname{reg}(R / I)$.

### 6.3. Edge ideals of clutters with non increasing depth

Let $\mathcal{C}$ be a clutter with vertex set $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and let $\left\{x^{v_{1}}, \ldots, x^{v_{r}}\right\}$ be the minimal generating set of $I(\mathcal{C})$. The matrix $A$ whose column vectors are $v_{1}^{\top}, \ldots, v_{r}^{\top}$ is called the incidence matrix of $\mathcal{C}$. The set covering polyhedron of $\mathcal{C}$ is given by:

$$
\mathcal{Q}(A):=\left\{x \in \mathbb{R}^{n} \mid x \geq 0 ; x A \geq \mathbf{1}\right\}
$$

where $\mathbf{1}=(1, \ldots, 1)$. The rational polyhedron $\mathcal{Q}(A)$ is called integral if it has only integral vertices. A clutter is called uniform (resp. unmixed) if all its edges (resp. minimal vertex covers) have the same cardinality. A clutter is ideal if its set covering polyhedron is integral [Cor01].

DEFINITION 6.26. A clutter $\mathcal{C}$, with incidence matrix $A$, has the max-flow min-cut (MFMC) property if both sides of the LP-duality equation

$$
\begin{equation*}
\min \{\langle\alpha, x\rangle \mid x \geq 0 ; x A \geq \mathbf{1}\}=\max \{\langle y, 1\rangle \mid y \geq 0 ; A y \leq \alpha\} \tag{6.3.1}
\end{equation*}
$$

have integral optimum solutions $x, y$ for each nonnegative integral vector $\alpha$.
DEFINITION 6.27. Let $I$ be a squarefree monomial ideal of $R$ and let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ be the associated primes of $I$. Given an integer $k \geq 1$, we define the $k$-th symbolic power of $I$ to be the ideal

$$
I^{(k)}:=\left(I^{k} R_{\mathfrak{p}_{i}} \cap R\right)=\mathfrak{p}_{1}^{k} \cap \cdots \cap \mathfrak{p}_{r}^{k}
$$

An ideal $I$ of $R$ is called normally torsion-free if $\operatorname{Ass}\left(R / I^{k}\right)$ is contained in $\operatorname{Ass}(R / I)$ for all $k \geq 1$. Notice that if $I$ is a squarefree monomial ideal, then $I$ is normally torsionfree if and only if $I^{k}=I^{(k)}$ for all $k \geq 1$. A major result of [GRV09, GVV07] shows that a clutter $\mathcal{C}$ has the max-flow min-cut property if and only if $I(\mathcal{C})$ is normally torsion free.

LEMMA 6.28. ( [GRV09, Lemma 5.6], [DV11, Lemma 2.1]) If $\mathcal{C}$ is a uniform clutter and $\mathcal{Q}(A)$ is integral, then there exists a minimal vertex cover of $\mathcal{C}$ intersecting every edge of $\mathcal{C}$ in exactly one vertex.

THEOREM 6.29. [Cor01, Theorem 1.17] If $\mathcal{Q}(A)$ is integral and $B$ is the incidence matrix of the clutter $\mathcal{C}^{\vee}$ of minimal vertex covers of $\mathcal{C}$, then $\mathcal{Q}(B)$ is integral.

LEMMA 6.30. If $\mathcal{C}$ is an unmixed clutter and $\mathcal{Q}(A)$ is integral, then there exists an edge of $\mathcal{C}$ intersecting every minimal vertex cover of $\mathcal{C}$ in exactly one vertex.

Proof. By duality [Vil15, Theorem 6.3.39] the minimal vertex covers of $\mathcal{C}^{\vee}$ (resp. edges of $\mathcal{C}^{\vee}$ ) are the edges of $\mathcal{C}$ (resp. minimal vertex covers of $\mathcal{C}$ ). Let $B$ be the incidence matrix of $\mathcal{C}^{\vee}$. As $\mathcal{Q}(A)$ is integral and $\mathcal{C}$ is unmixed, by Lemma 6.29, $\mathcal{Q}(B)$ is also integral and $\mathcal{C}^{\vee}$ is uniform. Thus applying Lemma 6.28 to $\mathcal{C}^{\vee}$, there exists a minimal vertex cover of $\mathcal{C}^{\vee}$ intersecting every edge of $\mathcal{C}^{\vee}$ in exactly one vertex. Hence by duality the result follows.

Let $I \subset R$ be a homogeneous ideal and let $\mathfrak{m}=\left(x_{1}, \ldots, x_{n}\right)$ be the maximal irrelevant ideal of $R$. Recall that the analytic spread of $I$, denoted by $\ell(I)$, is given by

$$
\ell(I)=\operatorname{dim} R[I t] / \mathfrak{m} R[I t] .
$$

This number satisfies $h t(I) \leq \ell(I) \leq \operatorname{dim}(R)$ [Vas94, Corollary 5.1.4].
 associated graded ring $\operatorname{gr}_{I}(R)$ is Cohen-Macaulay.

Brodmann [Bro79] improved this inequality by showing that depth $\left(R / I^{k}\right)$ is constant for $k \gg 0$ and that this constant value is bounded from above by $\operatorname{dim}(R)-\ell(I)$. For a generalization of these results to other ideal filtrations see [HH05a, Theorem 1.1]. The constant value of depth $\left(R / I^{k}\right)$ for $k \gg 0$ is called the limit depth of $I$ and is denoted by $\lim _{k \rightarrow \infty} \operatorname{depth}\left(R / I^{k}\right)$.

DEFINITION 6.32. A homogeneous ideal $I \subset R$ has non-increasing depth if

$$
\operatorname{depth}\left(R / I^{k}\right) \geq \operatorname{depth}\left(R / I^{k+1}\right) \forall k \geq 1
$$

and $I$ has non-decreasing regularity if $\operatorname{reg}\left(R / I^{k}\right) \leq \operatorname{reg}\left(R / I^{k+1}\right)$ for all $k \geq 1$. The ideal $I$ has the persistence property if $\operatorname{Ass}\left(R / I^{k}\right) \subset \operatorname{Ass}\left(R / I^{k+1}\right)$ for $k \geq 1$.

There are some classes of monomial ideals with non-increasing depth and non-decreasing regularity $\left[\mathrm{CHH}^{+} \mathbf{1 7}, \mathrm{CPSF}^{+} \mathbf{1 5}, \mathrm{Han17}, \mathrm{HT}^{+} \mathbf{1 7}, \mathrm{SF} 18\right]$. A natural way to show these properties for a monomial ideal $I$ is to prove the existence of a monomial $f$ such that $\left(I^{k+1}: f\right)=I^{k}$ for $k \geq 1$. This was exploited in [CHH ${ }^{+} \mathbf{1 7}, \mathbf{M V 1 2 ]}$ and in [HM10, Corollary 3.11] in connection to normally torsion-free ideals.

THEOREM 6.33. [CHH ${ }^{+} \mathbf{1 7}$, Theorem 5.1] If $I(\mathcal{C})$ is the edge ideal of a clutter $\mathcal{C}$ which has a good leaf, then $I(\mathcal{C})$ has non-increasing depth and non-decreasing regularity.

In particular edge ideals of forests or simplicial trees have non-increasing depth and non-decreasing regularity. Our next result gives another wide family of ideals with these properties.

THEOREM 6.34. Let $\mathcal{C}$ be a clutter and let $I=I(\mathcal{C})$ be its edge ideal. If $\mathcal{C}$ is unmixed and satisfies the max-flow min-cut property, then
(a) $\operatorname{depth}\left(R / I^{k}\right) \geq \operatorname{depth}\left(R / I^{k+1}\right)$ for $k \geq 1$, and
(b) $\operatorname{reg}\left(R / I^{k}\right) \leq \operatorname{reg}\left(R / I^{k+1}\right)$ for $k \geq 1$.

Proof. Let $C_{1}, \ldots, C_{s}$ be the minimal vertex covers of $\mathcal{C}$. If $\mathfrak{p}_{i}$ is the ideal of $R$ generated by $C_{i}$ for $i=1, \ldots, s$, then $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ are the minimal primes of $I$ [Vil15, Theorem 6.3.39]. As $\mathcal{C}$ has the max-flow min-cut property, by [Sch98, Corollary 22.1c], $\mathcal{Q}(A)$ is integral. Therefore, by Lemma 6.30, there exists and edge $e$ of $\mathcal{C}$ intersecting every $C_{i}$ in exactly one vertex. Thus $\left|e \cap \mathfrak{p}_{i}\right|=1$ for $i=1, \ldots, s$. We claim that $\left(I^{k+1}: x_{e}\right)=I^{k}$ for $k \geq 1$, where $x_{e}=\prod_{x_{i} \in e} x_{i}$. The $k$-th symbolic power of $I$ is given by

$$
\begin{equation*}
I^{(k)}=\mathfrak{p}_{1}^{k} \cap \cdots \cap \mathfrak{p}_{s}^{k} \tag{6.3.2}
\end{equation*}
$$

and by [GVV07, Corollary 3.14], $I^{k}=I^{(k)}$ for $k \geq 1$. Clearly $I^{k}$ is contained in $\left(I^{k+1}: x_{e}\right)$ because $x_{e}$ is in $I$. To show the other inclusion take $x^{a}$ in $\left(I^{k+1}: x_{e}\right)$. Fix any $1 \leq i \leq s$.

Then $x^{a} x_{e}$ is in $I^{k+1} \subset \mathfrak{p}_{i}^{k+1}$. Thus there are $x_{j_{1}} \ldots, x_{j_{k+1}}$ in $\mathfrak{p}_{i}$ with $j_{1} \leq \cdots \leq j_{k+1}$ such that

$$
x^{a} x_{e}=x_{j_{1}} \cdots x_{j_{k+1}} x^{b}
$$

for some $x^{b}$. Since $\left|e \cap \mathfrak{p}_{i}\right|=1$ from this equality, we get that with one possible exception all variables that occur in $x_{e}$ divide $x^{b}$. Thus $x^{a} \in \mathfrak{p}_{i}^{k}$. As $i$ was an arbitrary fixed integer, using Eq. (6.3.2), we obtain $x^{a} \in I^{(k)}=I^{k}$. Thus $\left(I^{k+1}: x_{e}\right)=I^{k}$, as claimed. To prove parts (a) and (b) note that, by Corollary 6.12(ii), one has

$$
\operatorname{depth}\left(R / I^{k}\right)=\operatorname{depth}\left(R /\left(I^{k+1}: x_{e}\right)\right) \geq \operatorname{depth}\left(R / I^{k+1}\right)
$$

and by Corollary 6.12(iv), one has $\operatorname{reg}\left(R / I^{k}\right)=\operatorname{reg}\left(R /\left(I^{k+1}: x_{e}\right)\right) \leq \operatorname{reg}\left(R / I^{k+1}\right)$.
Corollary 6.35. Let $\mathcal{C}$ be a clutter and let $J=I(\mathcal{C})^{\vee}$ be its ideal of covers. If $\mathcal{C}$ is uniform and its set covering polyhedron is integral, then
(a) $\operatorname{depth}\left(R / J^{(k)}\right) \geq \operatorname{depth}\left(R / J^{(k+1)}\right)$ for $k \geq 1$, and
(b) $\operatorname{reg}\left(R / J^{(k)}\right) \leq \operatorname{reg}\left(R / J^{(k+1)}\right)$ for $k \geq 1$.

Proof. This follows using duality and adapting the proof of Theorem 6.34.

### 6.4. Edge ideals of graphs

Let $G$ be a graph with vertex set $V(G)=\left\{x_{1}, \ldots, x_{n}\right\}$. A connected component of $G$ with at least two vertices is called non-trivial. We denote the set of isolated vertices of $G$ by isol $(G)$ and the number of non-trivial bipartite components of $G$ by $c_{0}(G)$. The neighbor set of $x_{i}$, denoted $N_{G}\left(x_{i}\right)$, is the set of all $x_{j} \in V(G)$ such that $\left\{x_{i}, x_{j}\right\}$ is an edge of $G$.

Proposition 6.36. Let $I(G)$ be the edge ideal of $G$. The following hold for $k \geq 1$ and $i=1, \ldots, n$.
(a) $\operatorname{depth}\left(R /\left(I(G)^{k}: x_{i}^{k}\right)\right) \leq \operatorname{depth}\left(R /\left(I\left(G \backslash N_{G}\left(x_{i}\right)\right)^{k}, N_{G}\left(x_{i}\right)\right)\right)$.
(b) [Vil15, p. 293] $\left(I(G): x_{i}\right)=\left(I\left(G \backslash N_{G}\left(x_{i}\right)\right), N_{G}\left(x_{i}\right)\right)$.
(c) $\operatorname{dim}(R)-\ell(I(G))=|\operatorname{isol}(G)|+c_{0}(G)$.
(d) $\left[\right.$ TT12, Theorem 4.4(1)] $\lim _{k \rightarrow \infty} \operatorname{depth}\left(R / I(G)^{k}\right)=|\operatorname{isol}(G)|+c_{0}(G)$.
(e) If $H=G \backslash N_{G}\left(x_{i}\right)$, then

$$
\lim _{k \rightarrow \infty} \operatorname{depth}\left(R /\left(I(H)^{k}, N_{G}\left(x_{i}\right)\right)\right)=|\operatorname{isol}(H)|+c_{0}(H)
$$

Proof. (a): Clearly $x_{j}^{k} \in\left(I(G)^{k}: x_{i}^{k}\right)$ for $x_{j} \in N_{G}\left(x_{i}\right)$. Setting $H=G \backslash N_{G}\left(x_{i}\right)$, it is not hard to see that $x_{j}^{k}$ is a minimal generator of the ideal $\left(I(G)^{k}: x_{i}^{k}\right)$ for $x_{j} \in N_{G}\left(x_{i}\right)$ and that
any minimal generator of $I(H)^{k}$ is a minimal generator of $\left(I(G)^{k}: x_{i}^{k}\right)$. The colon ideal $\left(I(G)^{k}: x_{i}^{k}\right)$ is minimally generated by

$$
\left\{x_{j}^{k} \mid x_{j} \in N_{G}\left(x_{i}\right)\right\} \cup G\left(I(H)^{k}\right) \cup\left\{x^{\alpha_{1}}, \ldots, x^{\alpha_{r}}\right\},
$$

for some monomials $x^{\alpha_{1}}, \ldots, x^{\alpha_{r}}$ such that each $x^{\alpha_{i}}$ contains at least one variable in $N_{G}\left(x_{i}\right)$. One has the equality

$$
\left(N_{G}\left(x_{i}\right),\left(I(G)^{k}: x_{i}^{k}\right)\right)=\left(N_{G}\left(x_{i}\right), I(H)^{k}\right) .
$$

Therefore, starting with the ideal $\left(I(G)^{k}: x_{i}^{k}\right)$ and any variable $x_{j}$ in $N_{G}\left(x_{i}\right)$, and successively applying Theorem 6.15, the required inequality follows.
(c): Let $G_{1}, \ldots, G_{m}$ be the non-trivial connected components of $G$. The analytic spread of $I\left(G_{i}\right)$ is $\left|V\left(G_{i}\right)\right|$ if $G_{i}$ is non-bipartite and $\left|V\left(G_{i}\right)\right|-1$ otherwise (see [Vil15, Corollary 10.1.21 and Proposition 14.2.12]). Hence the equality follows from the fact that the analytic spread is additive in the sense of [MBMV12, Lemma 3.4].
(e): This follows at once from part (d).

Lemma 6.37. Let $G$ be a bipartite graph with vertices $x_{1}, \ldots, x_{n}$, let $I(G)$ be its edge ideal, and let $k \geq 1,1 \leq i \leq n$ be integers. The following hold.
(a) $\left(I(G): x_{i}\right)^{k}=\left(I(G): x_{i}\right)^{(k)}$.
(b) $\left(I(G)^{k}: x_{i}^{k}\right)=\left(I(G): x_{i}\right)^{k}$.

Proof. (a): The graph $G \backslash N_{G}\left(x_{i}\right)$ is bipartite. Hence, according to [SVV94, Theorem 5.9], the ideal $I\left(G \backslash N_{G}\left(x_{i}\right)\right)$ is normally torsion-free and so is the ideal $\left(N_{G}\left(x_{i}\right)\right)$ generated by $N_{G}\left(x_{i}\right)$. Therefore, by [SVV94, Corollary 5.6], the ideal $\left(I\left(G \backslash N_{G}\left(x_{i}\right)\right), N_{G}\left(x_{i}\right)\right)$ is normally torsion-free. Thus it suffices to observe that $\left(I(G): x_{i}\right)$ is equal to ( $I(G \backslash$ $\left.\left.N_{G}\left(x_{i}\right)\right), N_{G}\left(x_{i}\right)\right)$ (see [Vil15, p. 293]).
(b): Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ be the associated primes of $I(G)$. Since $G$ is bipartite, its edge ideal is normally torsion-free [SVV94, Theorem 5.9]. Therefore, using part (a) and noticing that the primary decomposition of $\left(I(G): x_{i}\right)$ is $\cap_{x_{i} \notin \mathfrak{p}_{j}} \mathfrak{p}_{j}$, we get

$$
\begin{aligned}
\left(I(G)^{k}: x_{i}^{k}\right) & =\left(\left(\bigcap_{j=1}^{s} \mathfrak{p}_{j}\right)^{k}: x_{i}^{k}\right)=\left(\left(\bigcap_{j=1}^{s} \mathfrak{p}_{j}^{k}\right): x_{i}^{k}\right)=\bigcap_{x_{i} \notin \mathfrak{p}_{j}} \mathfrak{p}_{j}^{k} \\
& =\left(I(G): x_{i}\right)^{(k)}=\left(I(G): x_{i}\right)^{k} .
\end{aligned}
$$

The regularity of powers of the cover ideal of a bipartite graph was studied in [JNS18] and the depth of symbolic powers of cover ideals of graphs was examined in $\left[\mathrm{KTT}^{+} \mathbf{1 7}\right.$,

Fak17]. It is an open problem whether or not the edge ideal of a graph has non-increasing depth.

COROLLARY 6.38. Let $G$ be a bipartite graph. The following hold.
(a) If $G$ is unmixed, then $I(G)$ has non-increasing depth.
(b) ([CPSF ${ }^{+}$15, Theorem 3.2], [Han17],[HT ${ }^{+} \mathbf{1 7}$, Corollary 2.4]) $I(G)^{\vee}$ has non-increasing depth.
(c) $I(G)^{\vee}$ has non-decreasing regularity.

Proof. (a): By [GRV09, Theorem 4.6 and Proposition 4.27], the graph $G$ has the maxflow min-cut property and since $G$ is unmixed the result follows at once from Theorem 6.34.
(b)-(c): By [GRV09, Theorem 4.6 and Corollary 4.28], $G^{\vee}$ has the max-flow min-cut property, and $G^{\vee}$ is unmixed because its minimal vertex covers are the edges of $G$. Thus by Theorem 6.34 the ideal $I\left(G^{\vee}\right)=I(G)^{\vee}$ has non-increasing depth and non-decreasing regularity.

The next interesting example is due to Kaiser, Stehlík, and Škrekovski [KSŠ14]. It shows that the Alexander dual of a graph does not always has the persistence property for associated primes. This example also shows that part (b) of Corollary 6.38 fails for non-bipartite graphs.

EXAMPLE 6.39. [KSŠ14] Let $J=I^{\vee}$ be the Alexander dual of the edge ideal

$$
\begin{aligned}
I= & \left(x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}, x_{4} x_{5}, x_{5} x_{6}, x_{6} x_{7}, x_{7} x_{8}, x_{8} x_{9}, x_{9} x_{10}, x_{1} x_{10}, x_{2} x_{11}, x_{8} x_{11}\right. \\
& \left.x_{3} x_{12}, x_{7} x_{12}, x_{1} x_{9}, x_{2} x_{8}, x_{3} x_{7}, x_{4} x_{6}, x_{1} x_{6}, x_{4} x_{9}, x_{5} x_{10}, x_{10} x_{11}, x_{11} x_{12}, x_{5} x_{12}\right) .
\end{aligned}
$$

Using Macaulay2 [GSa], it is seen that the values of depth $\left(R / J^{i}\right)$, for $i=1, \ldots, 4$ are 8,5 , 0,4 , respectively.

If $G$ is a very well-covered graph (i.e., $G$ is unmixed, has no isolated vertices and $|V(G)|$ is equal to $2 \mathrm{ht}(I(G))$ ), then the depth of symbolic powers of $I(G)^{\vee}$ form a nonincreasing sequence [SF18] (cf. [KTT ${ }^{+}$17]). The next result complements this fact.

PROPOSITION 6.40. If $G$ is a very well-covered graph, then the symbolic powers of $I(G)$ have non-increasing depth and non-decreasing regularity.

Proof. The graph $G$ has a perfect matching by [GV10, Corollary 3.7(ii)]. Pick an edge $e$ in a perfect matching of $G$ and set $x_{e}=\prod_{x_{i} \in e} x_{i}$. Note that any minimal vertex cover of $G$ intersects $e$ in exactly one vertex because $G$ is unmixed. Therefore $\left(I^{(k+1)}: x_{e}\right)=I^{(k)}$ for $k \geq 1$. Thus the result follows from parts (ii) and (iv) of Corollary 6.12.

We will give another family of squarefree monomial ideals whose symbolic powers have non-increasing depth. A clique of a graph $G$ is a set of vertices inducing a complete subgraph. The clique clutter of $G$, denoted by $\operatorname{cl}(G)$, is the clutter on $V(G)$ whose edges are the maximal cliques of $G$ (maximal with respect to inclusion).

DEFINITION 6.41. A graph $G$ is called strongly perfect if every induced subgraph $H$ of $G$ has a maximal independent set of vertices $C$ such that $|C \cap e|=1$ for any maximal clique $e$ of $H$.

PROPOSITION 6.42. If $G$ is a strongly perfect graph and $J=I\left(\mathrm{cl}(G)^{\vee}\right)$, then
(a) $\operatorname{depth}\left(R / J^{(k)}\right) \geq \operatorname{depth}\left(R / J^{(k+1)}\right)$ for $k \geq 1$, and
(b) $\operatorname{reg}\left(R / J^{(k)}\right) \leq \operatorname{depth}\left(R / J^{(k+1)}\right)$ for $k \geq 1$.

Proof. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ be the set of all ideals (e) such that $e \in E(\operatorname{cl}(G))$. From the equality

$$
J=I\left(\operatorname{cl}(G)^{\vee}\right)=I(\operatorname{cl}(G))^{\vee}=\bigcap_{e \in E(\operatorname{cl}(G))}(e)=\bigcap_{i=1}^{s} \mathfrak{p}_{\mathfrak{i}}
$$

we get $J^{(k)}=\cap_{i=1}^{s} \mathfrak{p}_{i}^{k}$ for $k \geq 1$. As $G$ is strongly perfect, $G$ has a maximal independent set of vertices $C$ such that $|C \cap e|=1$ for any $e \in \operatorname{cl}(G)$, that is, $\left|C \cap \mathfrak{p}_{i}\right|=1$ for $i=1, \ldots, s$. Hence, setting $f=\prod_{x_{i} \in C} x_{i}$, one has the equalities

$$
\left(J^{(k+1)}: f\right)=\left(\bigcap_{i=1}^{s} \mathfrak{p}_{\mathfrak{i}}^{k+1}: f\right)=\bigcap_{i=1}^{s}\left(\mathfrak{p}_{i}^{k+1}: f\right)=\bigcap_{i=1}^{s} \mathfrak{p}_{i}^{k}=J^{(k)} \text { for } k \geq 1
$$

Therefore, by parts (ii) and (iv) of Corollary 6.12, one has

$$
\operatorname{depth}\left(R / J^{(k)}\right)=\operatorname{depth}\left(R /\left(J^{(k+1)}: f\right)\right) \geq \operatorname{depth}\left(R / J^{(k+1)}\right)
$$

and $\operatorname{reg}\left(R / J^{(k)}\right)=\operatorname{reg}\left(R /\left(J^{(k+1)}: f\right)\right) \leq \operatorname{reg}\left(R / J^{(k+1)}\right)$.
Proposition 6.43. Let $A=K[X]$ and $B=K[Y]$ be polynomial rings over a field $K$ in disjoint sets of variables, let I and J be nonzero homogeneous proper ideals of $A$ and $B$ respectively, and let $R=K[X, Y]$. The following hold.
(a) [HTT16, Proposition 3.7] $R /(I+J)^{i}$ is Cohen-Macaulay for all $i \leq k$ if and only if $A / I^{i}$ and $B / J^{i}$ are Cohen-Macaulay for all $i \leq k$.
(b) $[$ HT10, Lemma 3.2] $\operatorname{reg}(R /(I+J))=\operatorname{reg}(A / I)+\operatorname{reg}(B / J)$.
(c) $[H T 10, \operatorname{Lemma} 3.2] \operatorname{reg}(R / I J)=\operatorname{reg}(A / I)+\operatorname{reg}(B / J)+1$.

The Cohen-Macaulay property of the square of an edge ideal can be expressed in terms of its connected components. For additional results on the depth of powers of sums of
ideals see [HTT16] and the references therein. Let $G$ be a graph and let $I=I(G)$ be its edge ideal. Lower bounds for the depth of the first three powers of $I$ in terms of the diameter of $G$ are given in [FM15].

Corollary 6.44. Let $G$ be a graph with connected components $G_{1}, \ldots, G_{m}$. Then $I(G)^{2}$ is Cohen-Macaulay if and only if $I\left(G_{i}\right)^{2}$ is Cohen-Macaulay for $i=1, \ldots, m$.

Proof. Since the radical of a Cohen-Macaulay monomial ideal is Cohen-Macaulay [HTT05] (see Corollary 6.17), the results follows from Proposition 6.43.

Example 6.45. Let $A=K\left[x_{1}, x_{2}, x_{3}\right]$ and $B=K\left[y_{1}, y_{2}, y_{3}\right]$ be polynomial rings over a field $K$, let $I=\left(x_{1} x_{2}, x_{2} x_{3}, x_{1} x_{3}\right)$ and $J=\left(y_{1} y_{2}, y_{2} y_{3}, y_{1} y_{3}\right)$ be ideals of $A$ and $B$ respectively, and let $R=K[X, Y]$. Then $A / I^{2}$ and $B / I^{2}$ have depth 0 but $R /(I+J)^{2}$ has depth 1 , that is, the depth of squares of monomial ideals is not additive on disjoint sets of variables.

LEMMA 6.46. Let $G$ be a graph without isolated vertices. The following hold.
(a) If $R / I(G)^{2}$ is Cohen-Macaulay, then $R /\left(I\left(G \backslash N_{G}\left(x_{i}\right)\right)^{2}\right.$ is Cohen-Macaulay for any $x_{i}$.
(b) depth $\left(R / I(G)^{2}\right)=0$ if and only if $G$ has a triangle $C_{3}$ that intersects $N_{G}\left(x_{i}\right)$ for any $x_{i}$ outside $C_{3}$. In particular if the depth of $R / I(G)^{2}$ is 0 , then $G$ is connected.

Proof. (a) Using Proposition 6.36(a) and Corollary 6.12(ii), we get

$$
\operatorname{depth}\left(R /\left(I\left(G \backslash N_{G}\left(x_{i}\right)\right)^{2}, N_{G}\left(x_{i}\right)\right)\right) \geq \operatorname{depth}\left(R /\left(I(G)^{2}: x_{i}^{2}\right)\right) \geq \operatorname{depth}\left(R / I(G)^{2}\right)
$$

for all $i$. Thus $R /\left(I\left(G \backslash N_{G}\left(x_{i}\right)\right)^{2}\right.$ is Cohen-Macaulay for all $i$.
(b) $(\Rightarrow)$ As $\mathfrak{m}=\left(x_{1}, \ldots, x_{n}\right)$ is an associated prime of $I(G)^{2}$, we have that there exists $x^{a}=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$ such that $\left(I(G)^{2}: x^{a}\right)=\mathfrak{m}$. Thus $x_{i} x^{a} \in I(G)^{2}$ for all $i$ and $x^{a} \notin I(G)^{2}$. Note that $x^{a}$ is squarefree. Indeed if $a_{k} \geq 2$ for some $k$, then we obtain $x_{k} x^{a}=x^{b} f_{i} f_{j}$ for some monomial $x^{b}$ and some minimal generators $f_{i}, f_{j}$ of $I(G)$, which is impossible because $f_{i}, f_{j}$ are squarefree monomials of degree 2 and $x^{a} \notin I(G)^{2}$. Thus we may assume that $x^{a}=x_{1} \cdots x_{r}$, for some $r \geq 3$, and $x_{1} x_{2} \in I(G)$. Then $x_{3} x^{a}=x^{b} f_{i} f_{j}$ for some $x^{b}$ and some minimal generators $f_{i}, f_{j}$ of $I(G)$. One can write $f_{i}=x_{3} x_{k}$ and $f_{j}=x_{3} x_{\ell}, k \neq \ell$, $k \neq 3, \ell \neq 3$. Clearly either $x_{k}=x_{1}$ or $x_{k}=x_{2}$ and either $x_{\ell}=x_{1}$ or $x_{\ell}=x_{2}$ because $x^{a}$ is not in $I(G)^{2}$. Thus $x_{1}, x_{2}, x_{3}$ are the vertices of a triangle of $G$ that we denote by $C_{3}$. Since $x_{r} x^{a} \in I(G)^{2}$, it follows that $r=3$. Take any vertex $x_{k}$ not in $C_{3}$. As $x_{k} x^{a}=x_{k}\left(x_{1} x_{2} x_{3}\right)$ and $x_{k} x^{a}$ is in $I(G)^{2}$, we get that $x_{k}$ is adjacent to some vertex of $C_{3}$.
(b) $(\Leftarrow)$ Pick a triangle $C_{3}$ of $G$ such that any vertex outside $C_{3}$ is adjacent to a vertex of $C_{3}$. Setting $x^{a}=\prod_{x_{i} \in V\left(C_{3}\right)} x_{i}$, we get that $\left(I(G)^{2}: x^{a}\right)$ is the maximal ideal $\mathfrak{m}=\left(x_{1}, \ldots, x_{n}\right)$.

Thus $\mathfrak{m}$ is an associated prime of $I(G)^{2}$, that is, $\operatorname{depth}\left(R / I(G)^{2}\right)=0$. This part could also follow from a general construction of [CMS02].

In $\left[\mathrm{KTT}^{+} \mathbf{1 7}, \mathbf{T}^{+} \mathbf{1 6}\right.$ ] the Cohen-Macaulay property of the square of the edge ideal of a graph is classified.

THEOREM 6.47. [ $\mathbf{T}^{+} \mathbf{1 6}$, Theorem 4.4] Let $G$ be a graph with vertex set $V(G)=\left\{x_{1}, \ldots, x_{n}\right\}$ and without isolated vertices. Then $I(G)^{2}$ is Cohen-Macaulay if and only if $G$ is a triangle-free unmixed graph and $G \backslash\left\{x_{i}\right\}$ is unmixed for all $i$.

As an application we recover the following facts.
COROLLARY 6.48. [KTT ${ }^{+} \mathbf{1 7}$, Proposition 4.2] Let $G$ be a bipartite graph without isolated vertices. Then $I(G)^{2}$ is Cohen-Macaulay if and only if $I(G)$ is a complete intersection, that is, $G$ is a disjoint union of edges.

Proof. $\Rightarrow$ ) Since $I(G)$ is the radical of $I(G)^{2}$, by Corollary 6.17, the ideal $I(G)$ is Cohen-Macaulay. Hence, according to a structure theorem for Cohen-Macaulay bipartite graphs [HH05b, Theorem 3.4], there is a bipartition $V_{1}=\left\{x_{1}, \ldots, x_{g}\right\}, V_{2}=\left\{y_{1}, \ldots, y_{g}\right\}$ of $G$ such that:
(i) $\left\{x_{i}, y_{i}\right\} \in E(G)$ for all $i$,
(ii) if $\left\{x_{i}, y_{j}\right\} \in E(G)$, then $i \leq j$, and
(iii) if $\left\{x_{i}, y_{j}\right\},\left\{x_{j}, y_{k}\right\}$ are in $E(G)$ and $i<j<k$, then $\left\{x_{i}, y_{k}\right\} \in E(G)$.

We proceed by induction on $g$. If $g=1, I(G)$ is clearly a complete intersection. Using the connected components of $G$ together with Corollaries 6.17 and 6.44 , and Proposition 6.43, we may assume that $I(G)^{2}$ is Cohen-Macaulay and that $G$ is a Cohen-Macaulay connected bipartite graph. Consider the graph $H=G \backslash N_{G}\left(y_{1}\right)$. We set $R=K\left[V_{1} \cup V_{2}\right]$. Note that $N_{G}\left(y_{1}\right)=\left\{x_{1}\right\}$. Hence, by Lemma 6.46(a), $I\left(G \backslash\left\{x_{1}\right\}\right)^{2}$ is Cohen-Macaulay and so is $I\left(G \backslash\left\{x_{1}\right\}\right)$. Therefore by induction $I\left(G \backslash\left\{x_{1}\right\}\right)$ is generated by $x_{2} y_{2}, \ldots, x_{g} y_{g}$. As $G$ is connected, using (i)-(iii), it is seen that the edges of $G$ are the edges of the perfect matching and all edges of the form $\left\{x_{1}, y_{i}\right\}, i \geq 1$. It is not hard to see (by a separate induction procedure) that the square of $I(G)$ is not Cohen-Macaulay if $g \geq 2$. Thus $g=1$.
$\Leftarrow)$ If $I(G)$ is a complete intersection, it is well known that all powers of $I(G)$ are Cohen-Macaulay [Mat89, 17.4, p. 139].

COROLLARY 6.49. [KTT ${ }^{+} \mathbf{1 7}$, Corollary 2.3] Let $G$ be a graph without isolated vertices. If $I(G)^{2}$ is Cohen-Macaulay, then $G$ has no triangles.

Proof. Let $V(G)=\left\{x_{1}, \ldots, x_{n}\right\}$ be the vertex set of $G$ and let $R$ be the polynomial ring $K[V(G)]$. We proceed by induction on $n$. The result is clear for $n=1,2,3$. Assume $n \geq 4$.

We proceed by contradiction assuming that $G$ has a triangle $C_{3}$. Using the connected components of $G$ together with Corollaries 6.17 and 6.44 , and Proposition 6.43 , we may assume that $I(G)^{2}$ is Cohen-Macaulay and $G$ is connected. Thus, by Lemma 6.46(a), $I(G \backslash$ $\left.N_{G}\left(x_{i}\right)\right)^{2}$ is Cohen-Macaulay for all $i$. If $G$ has a vertex $x_{i}$ not in $C_{3}$ such that $N_{G}\left(x_{i}\right)$ do not intersect the vertex set $V\left(C_{3}\right)$ of $C_{3}$, then $C_{3}$ is a triangle of $G \backslash N_{G}\left(x_{i}\right)$, a contradiction. Thus any vertex outside $C_{3}$ is adjacent to a vertex of $C_{3}$. Hence, by Lemma 6.46(b), we get depth $\left(R / I(G)^{2}\right)=0$, a contradiction. This part could also follow from a general construction of [CMS02].

EXAMPLE 6.50. [ $\mathbf{T}^{+} \mathbf{1 6}$ ] The square of the edge ideal of the graph $G$ of Fig. 1 is CohenMacaulay and $I(G)$ is Gorenstein. This can be verified using Macaulay2 [GSa]. A result of Hoang [ $\mathbf{T}^{+} \mathbf{1 6}$, Theorem 4.4] shows that for a graph $G$ without isolated vertices $I(G)^{2}$ is Cohen-Macaulay if and only if $G$ is triangle free and Gorenstein.


Figure 1. Gorenstein Graph G.

## CHAPTER 7

## Conclusions and future work

First, we gave a fundamental relation between the $r$-th generalized Hamming weight of a code and the Vancoscelos function and the footprint: Let $K$ be a field and let $\mathbb{X}$ be a finite subset of $\mathbb{P}^{s-1}$. If $|\mathbb{X}| \geq 2$ and $\delta_{\mathbb{X}}(d, r)$ is the $r$-th generalized Hamming weight of $C_{\mathbb{X}}(d)$, then

$$
\delta_{\mathbb{X}}(d, r)=\delta_{I(\mathbb{X})}(d, r)=\vartheta_{I}(d, r) \text { for } d \geq 1 \text { and } 1 \leq r \leq H_{I(\mathbb{X})}(d),
$$

and $\delta_{\mathbb{X}}(d, r)=r$ for $d \geq \operatorname{reg}(S / I(\mathbb{X}))$.

Second, we find a characterization of a weighted oriented graph: Let $\mathcal{D}$ be a weighted oriented forest without isolated vertices and let $G$ be its underlying forest. The following conditions are equivalent:
(a) $\mathcal{D}$ is Cohen-Macaulay.
(b) $I(\mathcal{D})$ is unmixed, that is, all its associated primes have the same height.
(c) $G$ has a perfect matching $\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{r}, y_{r}\right\}$ so that for $i=1, \ldots, r$ we have

$$
\operatorname{deg}_{G}\left(y_{i}\right)=1 \text { and } d\left(x_{i}\right)=d_{i}=1 \text { if }\left(x_{i}, y_{i}\right) \in E(\mathcal{D})
$$

Finally, we obtain the behavior of the depth and regularity of monomial ideals via polarization: Let $I \subset R$ be a monomial ideal and let $f$ be monomial. If $L=(f, I)$ and $X_{L}$ is the set of new variables that are needed to polarize $L$, then
(i) $\operatorname{depth}\left(R\left[X_{L}\right] / L^{\mathrm{pol}}\right)-\operatorname{depth}\left(R\left[X_{L}\right] /\left(f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right)=\operatorname{depth}(R / L)-\operatorname{depth}(R / I)$,
(ii) $\operatorname{reg}\left(R\left[X_{L}\right] / L^{\mathrm{pol}}\right)=\operatorname{reg}(R / L)$ and $\operatorname{reg}\left(R\left[X_{L}\right] /\left(f_{1}^{\mathrm{pol}}, \ldots, f_{r}^{\mathrm{pol}}\right)\right)=\operatorname{reg}(R / I)$,
where $G(I)=\left\{f_{1}, \ldots, f_{r}\right\}$, and $f_{i}^{\text {pol }}$ is the polarization of $f_{i}$ in $R\left[X_{L}\right]$.
Let $I$ be a monomial ideal of $R$ and let $x_{i}$ be a variable. The following hold.
(a) If $p \geq 1$ and $q-p \geq 2$, then $\operatorname{depth}(R / I)=\operatorname{depth}(R / L)$.
(b) If $p \geq 0$ and $q-p=1$, then $\operatorname{depth}(R / L) \geq \operatorname{depth}(R / I)$.
(c) If $p=0$ and $q \geq 2$, then

$$
\left.\operatorname{depth}(R / I)=\operatorname{depth}\left(R /\left(\left\{x^{a} / x_{i}^{q-1} \mid x^{a} \in \mathcal{B}_{i}\right\} \cup \mathcal{A}_{i}\right\}\right)\right)
$$

and if we consider the ideal $L^{\prime}$ define by $\left.\left(\left\{x^{a} / x_{i}^{q-1} \mid x^{a} \in \mathcal{B}_{i}\right\} \cup \mathcal{A}_{i}\right\}\right)$, where $x_{i}$ is a variable. The following hold.
(a) If $p \geq 1$ and $q-p \geq 2$, then $\operatorname{reg}(R / L) \leq \operatorname{reg}(R / I) \leq \operatorname{reg}(R / L)+1$.
(b) If $p \geq 0$ and $q-p=1$, then $\operatorname{reg}(R / L) \leq \operatorname{reg}(R / I)$.
(c) If $p=0$ and $q \geq 2$, then $\operatorname{reg}\left(R / L^{\prime}\right) \leq \operatorname{reg}(R / I) \leq \operatorname{reg}\left(R / L^{\prime}\right)+q-1$.

In the future I would like to use more geometric notions as schemes to address issues such as codes. In fact, I already found a relationship between the minimum distance and a type of 0 -scheme. I am also interested in the use of the techniques used here to compute the local cohomology of monomial ideals.
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