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Abstract

In this thesis, some new applications of the transmutation operator theory to the solution

of direct and inverse spectral problems for the Sturm-Liouville equation in impedance

form (SLEIF), and to the construction of complete systems for the radial Schrödinger

equation, are presented.

In the first part of this thesis, an integro-differential transmutation operator for the

SLEIF is constructed. The properties of the integral tranmsutation kernel are proved,

together with the boundedness and invertibility of the transmutation operator in appro-

priate functional spaces. A representation of the transmutation kernel as a Fourier series

in terms of Legendre polynomials is obtained, and as a corollary a new representation for

the solutions of the SLEIF in terms of Neumann series of Bessel functions.

It is shown that the transmutation kernel satisfies a Gelfand-Levitan equation for the

Sturm-Liouville spectral problem for the SLEIF on a finite interval. Substitution of the

Fourier-Legendre series of the kernel in the Gelfand-Levitan equation reduces the inverse

spectral problem to solution of an infinite system of linear algebraic equations. Moreover,

we show that to recover the impedance function, only the first component of the solution

vector is required. From the truncation of the system of equations, we obtain an algorithm

to solve the inverse spectral problem. The stability and effectiveness of the method are

illustrated by several numerical examples.

For the SLEIF on the half-line, a Levin-type integral representation for the Jost solu-

tion and its derivative is constructed. Using such integral representation, the Jost solution

and its derivative can be represented in the form of power series in the unit disk, whose

coefficients can be computed by a simple recursive procedure. The series representa-

tions lead to an explicit representation for spectral data and analytic method for their
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computation.

In the second part of this work, we study a transmutation operator for the radial

Schrödinger equation in a star-shaped domain. New properties of the transmutation

operator, as its boundedness and invertibility on the spaces of C2-functions and the har-

monic Bergman space are established, together with a representation of the transmutation

kernel as a Fourier series of Jacobi polynomials. With the aid of such Forier-Jacobi series,

a new complete system of solutions, called the formal powers, of the radial Schrödinger

equation is constructed. The completeness of the formal powers in the space of classical

solutions and the Bergman space is shown. Similarly, using a new Runge property for

strongly elliptic equations, we prove the completeness of the formal powers in the space

of weak solutions with respect to the L2, H1 and H2-norms.
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Resumen

En esta tesis se presentan dos nuevas aplicaciones de la teoŕıa de operadores de trans-

mutación, a la solución de problemas espectrales directos e inversos para la ecuación de

Sturm-Liouville en forma de impedancia (SLEIF, por sus siglas en inglés), y a la

construcción de sistemas completos de soluciones para la ecuación de Schrödinger radial.

En la primera parte de esta tesis se construye un operador de transmutación integro-

diferencial para la SLEIF. Se prueban las propiedades del kernel integral de transmutación,

junto con la continuidad e invertibilidad del operador de transmutación en espacios fun-

cionales apropiados. Se obtiene una representación para el kernel de transmutación en

términos de los polinomios de Legendre, y como un corolario una nueva representación

para las soluciones de la SLEIF en términos de series de Neumann de funciones de Bessel.

Demostramos que el kernel de transmutación satisface una ecuación de Gelfand-Levitan

para el problema espectral de Sturm-Lioville de la SLEIF en un intervalo finito. La susti-

tución de la serie de Fourier-Legendre del kernel en la ecuación de Gelfand-Levitan reduce

el problema espectral inverso a la solución de un sistema infinito de ecuaciones lineales

algebraicas. Más aún, mostramos que para recuperar la función de impedancia solo se

necesita la primer componente del vector solución. A partir de truncar el sistema de ecua-

ciones, obtenemos un algoritmo para resolver el problema espectral inverso. Ilustramos

la estabilidad y la efectividad del método a través de varios ejemplos numéricos.

Para la SLEIF en el semi-eje positivo, construimos una representación integral de

tipo Levin para la solución de Jost y su derivada. Usando tal representación integral,

la solución de Jost y su derivada pueden ser representadas en la forma de series de po-

tencias en el disco unitario, cuyos coeficientes pueden calcularse mediande un sencillo

procedimiento recursivo. Estas representaciones en serie nos llevan a una representación
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expĺıcita de los datos espectrales y a un método anaĺıtico para calcularlos.

En la segunda parte de este trabajo estudiamos un operador de transmutación para la

ecuación de Schrödinger radial en un dominio estrellado. Se establecen nuevas propiedades

para el operador de transmutación, como su continuidad e invertibilidad en los espacios

de funciones de clase C2 y el espacio de Bergman armónico, junto con una representación

para el kernel de transmutación como una serie de Fourier de polinomios de Jacobi. Con la

ayuda de la serie de Fourier-Jacobi, construimos un nuevo sistema completo de soluciones,

llamados potencias formales, para la ecuación de Schrödinger radial. Demostramos que

las potencias formales son completas en el espacio de soluciones clásicas y en el espacio

de Bergman. De manera similar, usando una nueva propiedad de Runge para ecuaciones

fuertemente eĺıpticas, demostramos que las potencias formales son completas en el espacio

de soluciones débiles con respecto a las normas L2, H1 y H2.
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Introduction

The aim of this dissertation is to present a series of applications of the transmutation

operator method to direct and inverse spectral problems for the Sturm-Liouville equation

in impedance form (SLEIF), as well as to the construction of complete systems of solutions

and solutions of boundary value problems for partial differential equations (PDE) with

variable coefficients possessing certain symmetry.

Roughly speaking, a transmutation (or transformation) operator is a linear operator

T defined on a topological vector space E, which relates two linear operators A and B

defined on a subspace E1 ⊂ E by the following relation

AT = TB in E1.

Operator T is usually required to be continuous and invertible with continuous inverse.

One of the most important applications for transmutation operators is to relate a “simple”

differential equation whose solutions are known (e.g. the ordinary differential equation

v′′ + λv = 0 with λ ∈ C, or the Laplace’s equation) with another more complicated

equation, such as the Schrödinger equation. The concept of transmutation operator and

the idea of using it to relate two linear differential operators was proposed by J. Delsarte

in 1938 in the work [40]. In 1948, A. Ya. Povzner proved in [118] that a transmutation

operator that relates the one-dimensional Schrödinger equation

− y′′ + q(x)y = λy, with λ ∈ C, (1)

to equation v′′ + λv = 0, can be written in the form of a Volterra integral operator of

the second type. The study of such transmutation operators was developed throughout

various publications, such as [2, 11, 25, 41, 52, 66, 86, 105, 111, 125, 128, 129]. One

of the applications of the transmutation operator for the Schrödinger equation is its use

1



in the solution of direct and inverse spectral problems. With the work [6] of V. A.

Ambartsumyan, the theory of inverse Sturm-Liouville problems began to develop rapidly

and took an important place in general spectral theory, with numerous applications in

mathematical physics. In [55], Gelfand and Levitan proved that the integral kernel of

the transmutation operator can be used to provide a solution to the inverse problem of

recovering the Schrödinger operator from the spectral function of the problem, because

the integral kernel satisfies an integral equation which receives the name of the Gelfand-

Levitan equation. With this, the inverse spectral problem reduces to the solution of a

Fredholm integral equation of the second kind. However, computationally solving this

integral equation presents several challenges which has led to different techniques for the

approximation of the transmutation kernel [11, 32, 89, 90]. The use of transmutation

operators for direct spectral problems has been developed in numerous publications (see,

e.g., [11, 26, 30, 48, 103, 105, 110]). One of the recent discoveries about the transmutation

operator

Tu(x) := u(x) +

∫ x

−x
K(x, t)u(t)dt, (2)

that transmutes the one-dimensional Schrödinger equation, is the fact that it is possible

to know explicitly the action of the operator T over the powers {xk}∞k=0, without the need

to build the transmutation kernel K(x, t) [24]. The functions ϕ(k)(x) = T[xk] are known

as formal powers and form a complete system in the spaces C[−`, `] and L2(−`, `), ` > 0

(see [80]). Formal powers are used to represent solutions of Eq. (1) and to solve direct

spectral problems [83, 88], as well as to analytically approximate the transmutation kernel

K(x, t) [89, 90]. In [81], V. V. Kravchenko, S. M. Torba and L. M. Navarro proposed to

write the transmutation kernel as a Fourier series of Legendre polynomials

K(x, t) =
∞∑
n=0

an(x)

x
Pn

(
t

x

)
, (3)

where the coefficients can be computed by a simple recursive integration procedure.

Substitution of this series in the representations of the solutions of Eq. (1) gives us a

new representation in the form of a Neumann series of Bessel functions (NSBF). It has

been demonstrated that the NSBF representation is an efficient method to compute the

eigenvalues of Sturm-Liouville problems associated with Eq. (1) [38, 81, 93]. In relation

to the inverse spectral problem, in [76] it was shown by substituting the Fourier-Legendre
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series (3) in the Gelfand-Levitan equation that the inverse problem is reduced to solution

of a system of linear algebraic equations, whose unknowns are the coefficients {an(x)}∞n=0.

Moreover, only the first coefficient a0(x) is required to recover the potential q. This pro-

cedure has been improved in [78, 92], and applied to inverse problems on the half-line [39]

and inverse scattering problems [69, 85].

One of the first results obtained in this thesis is the solution of the inverse problem for

the Schrödinger equation with Dirichlet-Dirichlet conditions in the interval [0, π]. For this

problem, the asymptotics of the eigenvalues are known (see, e.g., [52, Ch. I]). However, in

order to derive a Gelfand-Levitan equation for the inverse problem, the asymptotics for

the normalizing constants are deduced. Once the corresponding Gelfand-Levitan equation

has been derived, we use the Fourier-Legendre series representation of the transmutation

kernel (which in this case corresponds to the operator that transmutes the sine function) to

derive an infinite system of algebraic equations whose unknowns are the Fourier-Legendre

coefficients. Only the first coefficient needs to be retrieved to compute the potential

q(x). From this system, a method to solve the inverse problem is deduced. This consists

of solving the truncated system, calculating the first coefficient of the solution vector

and with this approximating the potential. We also show that for a certain number of

equations, the truncated system is uniquely solvable and the solution is stable. This allows

us to derive a solution method for the inverse problem, which consists only of solving a

system of linear equations and using the first component of the solution vector to calculate

the potential. We present some examples (performed in Matlab) of the calculation of the

potential.

A second goal of this thesis is to develop the theory of the transmutation operator for

the Sturm-Liouville equation in impedance form (SLEIF)

d

dx

(
a2(x)

du

dx

)
+ λa2(x)u = 0, for − b < x < b, b > 0, (4)

analogous to that developed for the Schrödinger equation [20, 24, 87, 88, 89, 111]. The

coefficient a in Eq. (4) is a function (in general complex-valued) that does not vanish

in the whole segment [−b, b] and it is called the impedance function. Spectral problems

related to (4) appear, e.g., in classical vibration theory [61, 137], wave propagation theory
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[27, 142] and geophysics [26, 28, 124].

One way to proceed with the study of transmutation operators for Eq. (4) consists in

transforming (4) into the Schrödinger equation by means of the Liouville transformation

[47, 64, 79, 93, 109, 144, 145]. However, in this case it is necessary to assume that

a ∈ W 2,1(−b, b). In the case a ∈ W 1,p(−b, b), 1 6 p 6 ∞, it is possible to transform (4)

into a 2 × 2 linear system, and obtain a representation for its solutions by means of a

Volterra integral operator [5, 7, 31]. In [26], an integral representation for the solution

C(
√
λ, x) of (4) that satisfies the conditions C(

√
λ, 0) = 1, C ′(

√
λ, 0) = 0, was proposed.

However, the analytical properties of the operator and the transmutation kernel were not

investigated. In this work we propose a direct representation for the solutions of Eq.

(4), in which the transmutation operator appears in the form of an integro-differential

operator. This representation is obtained for impedance functions a ∈ W 1,∞(−b, b). We

show that the kernel of the transmutation operator exists as the solution of a Goursat

problem for a hyperbolic equation. For a ∈ C1[−b, b], the transmutation operator turns

out to be bounded and invertible in C1[−b, b] and hence it is a transmutation operator for

the pair of operators La = − 1
a2(x)

d
dx
a2(x) d

dx
and d2

dx2 , in the sense of Definition 1 of [24].

Following [81], a representation of the transmutation kernel as a Fourier series in terms

of Legendre polynomials is obtained, and as a corollary a representation for the solutions

of equation (4) in terms of a NSBF.

The inverse problem for Eq. (4) consists in recovering the impedance function from the

spectral data which are the eigenvalues of the Sturm-Liouville problem and the norming

constants. Inverse spectral problems related to (4) appear, e.g., in classical vibration

theory [61, 137], wave propagation theory [142] and geophysics [26]. One way to proceed

with the study of the inverse problem consists in transforming (4) into the Schrödinger

equation by means of the Liouville transformation, and as mentioned above, condition

a ∈ W 2,1(0, π) is required. In the case a ∈ W 1,p(0, π), 1 6 p 6∞, it has been established

that it is possible to recover the impedance function from two spectra, corresponding

to the problem with Neumann-Neumann and Neumann-Dirichlet conditions, respectively

(see [5, 7]). In [31], the asymptotics for the eigenvalues and norming constants for the

problem with Dirichlet-Dirichlet conditions are established. In [54], a numerical method

(based on finite diferences) was proposed to solve the inverse problem with Dirichlet-
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Dirichlet conditions.

We propose a direct method for solving the inverse problem for (4) with Neumann-

Neumann conditions. We derive a Gelfand-Levitan equation analogous to the case of the

Schrödinger equation. Using the Fourier-Legendre representation of the transmutation

kernel we reduce the inverse problem to an infinite system of linear algebraic equations.

Moreover, we show that it is possible to recover the impedance function from the first com-

ponent of the solution vector, thus extending the method developed for the Schrödinger

equation. We emphasize that it is not necessary to convert the Sturm-Liouville problem

for (4) into a problem for the Schrödinger equation, the impedance function is recovered

directly from the first component of the solution vector. The developed approach leads to

a simple and direct numerical method for solving inverse spectral problems for (4) which

is illustrated by several numerical tests. It is interesting to mention that the matrix of the

system obtained for this problem is exactly the same as the one obtained for the problem

with the Dirichlet-Dirichlet condition for the Schrödinger equation.

Another contribution of this thesis work is to develop a series representation for the

Jost solution of the SLEIF. We recall that the Jost solution of the SLEIF on the half-line

R+ := (0,∞), is the solution e(ρ, x), ρ2 = λ with Im ρ > 0 satisfying the asymptotic re-

lations e(k)(ρ, x) = (iρ)keiρx(1 + o(1)), x→∞ for k = 0, 1. It is well known that the Jost

solution of the Schrödinger equation admits an integral representation, sometimes called

Levin’s representation, which involves the inverse Fourier transform of a continuous kernel

A(x, t) satisfying A(x, ·) ∈ L2(x,∞) for all x ∈ R+ (see [48, 52, 105]). Levin’s represen-

tation is one of the most actively used tools in studying corresponding direct and inverse

spectral and scattering problems [30, 38, 48, 77, 78, 111, 129]. Levin representations have

been studied for different types of Sturm-Liouville equations on the half-line (see, e.g.,

[64, 109, 144, 145]), but in all cases it is necessary to transform the Sturm-Liouville equa-

tion to the Schrödinger equation, through the Liouville transformation. An advantage of

the impedance equation is that Liouville’s transformation is reduced to a unitary multi-

plication operator, as we will see in Chapter 3. We obtain a Levin representation for the

Jost solution without resort to the Liouville transformation and study the regularity of

the corresponding integral kernel A(x, t). Applying the idea from [77] (see also [78]) we
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employ a Fourier-Laguerre series expansion of the kernel A(x, t) to obtain a new analytic

representation for the Jost solution in the form of a power series with respect to the pa-

rameter z =
1
2

+iρ
1
2
−iρ . The series converges in the unit disk |z| < 1. Moreover, similarly to

[38] (see also [78]) for the coefficients of the series a recurrent integration procedure is

derived which represents a convenient tool for their practical computation. Additionally

we study the Birkhoff solution of (4), which is complementary to the Jost solution, and

give its characterization.

Based on the representations for the solutions of the SLEIF we obtain an explicit rep-

resentation for the direct spectral data of the Sturm-Liouville problem with the boundary

condition

u′(0)− hu(0) = 0, where h ∈ R. (5)

Under the assumptions p′(x) < 0 for all x ∈ R+ and h = 0 this spectral problem for (4)

was studied in [26]. We characterize the continuous spectrum and show that if h > 0, the

problem has no eigenvalue, while in the case h < 0 there can exist a finite number of the

eigenvalues. Applying results of the general theory of Sturm-Liouville operators ([3, 15,

17]) together with the properties of the Jost and Birkhoff solutions, we obtain an explicit

representation of the spectral measure in terms of the so-called normalizing constants, and

the characteristic equation of the problem. Using the representations obtained for the Jost

solution and its derivative, an analytic method is obtained to calculate the eigenvalues, the

normalizing constants and the spectral function. Such methods based on the analytical

representations of Jost-type solutions have shown their efficiency for solving direct and

inverse spectral problems in the case of the Schrödinger equation (see [38, 78]).

As an application, we show how to solve an inverse problem for the wave equation

∂

∂x

(
p(x)

∂v(t, x)

∂x

)
= p(x)

∂2v(t, x)

∂t2
, (t, x) ∈ R× (0,∞).

The direct problem consists in finding a function (or distribution) v(x, t) such that

v(t, x) = 0 for t < 0 and v′(t, 0) = δ(t), where δ is the Dirac delta distribution. The inverse

problem is about reconstructing the principal coefficient p(x) from the function (or distri-

bution) g(t) = v(0, t). These types of problems appears in geophysics [26, 27, 28, 124], and

under certain conditions on the coefficient p it is possible to reduce the inverse problem

to a spectral problem for the SLEIF. In this case it is known that the inverse problem
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is reduced to a Gelfand-Levitan equation [26]. Following [39], we employ the Fourier-

Legendre series representation of the transmutation kernel to reduce the problem to an

infinite system of linear algebraic equations. As in the problem for a finite interval, it

is enough to calculate the first coefficient of the solution vector to recover the potential.

Unlike the case of the Schrödinger equation, the asymptotic behavior of the kernel that

appears in the Gelfand-Levitan equation is not exactly known. Using a relation between

the spectral function and the function g(t) (see [26]), we show that if g ∈ W 3,1(0,∞),

g(0) = −1, g′′(0) = 0, then from a certain number of equations, the truncated system has

a unique solution, and this is stable.

The last goal of this thesis concerns the application of the transmutation operator

methods to PDE. Specifically, we study the properties of a transmutation operator for

the radial Schrödinger equation

−4du(x) + q(|x|)u(x) = 0, x ∈ Ω, (6)

where Ω ⊂ Rd (d > 2) is a bounded star-shaped domain and q ∈ C1(Ω) depends only

on the radial component r = |x|. In [14], S. Bergman showed for the case d = 2 and the

potential q being an analytic function of the radial component r = |x|, that any solution

u of (6) can be written in the form

u(x) = H(x) +

∫ 1

0

σG(r, 1− σ2)H(σ2x)dσ

where H(x) =

∫ 1

−1

h
(x

2
[1− t2]

) dt

(1− t2)
1
2

is the Bergman transform of a harmonic func-

tion h, and G is an analytic function of r. In [56], R. Gilbert showed that for any solution

u there exists a unique harmonic function h such that

u(x) = Th(x) = h(x) +

∫ 1

o

σd−1G(r, 1− σ2)h(σ2x)dσ. (7)

The representation (7) can be generalized for d > 3 and C1-potentials (see [57, 58, 59]

and [11, Ch. V]). The kernel G satisfies some initial value problem for a hyperbolic

PDE (see [57]). When the potential q is analytic, the kernel G is an analytic function of

the radial component (see [14, 56, 57]). In [138], I. Vekua constructed the operator (7)

explicitly for the Helmholtz equation and showed its invertibility. In a general context, the

7



invertibility of the operator (7) was shown in [57, 59]. The operator (8.2) is usually called

a transformation operator ([11]). It was applied, for example, to solving the Dirichlet

problem on an admissible domain (see [32, 58, 59]), as well as to studying properties of

generalized sub-harmonic functions [59].

We establish some new properties of the operator T. The operator T was mistakenly

thought to satisfy the transmutation relation (4d − q(r))T = T4d (see [59]). We show

that the correct transmutation relation for the operator T is

r2 (4d − q(r)) T = Tr24d

(valid on C2-functions), together with the continuity of T and of its inverse on the space

C(Ω). We show as well that the operator is bounded and invertible from the Bergman

space of harmonic functions b2(Ω) onto the Bergman space of solutions of (6) and obtain

some bounds for the operator norm. The established properties of the operator T allow

us to obtain a complete system of solutions of (6). The idea to use the transmutation

operators for obtaining complete systems of solutions of PDEs was developed, for exam-

ple, in [11, 14, 32]. The difficulty of this approach always consisted in the necessity of

constructing the corresponding integral transmutation kernel by solving a Goursat type

problem for a corresponding PDE [11, 32, 57, 58]. Here extending further the approach

from [23, 24, 74, 82] we obtain a complete system of solutions, without the need of con-

structing the kernel. Namely, following the idea of [81], the kernel G is expanded into a

Fourier series with respect to an appropriate system of orthogonal polynomials, and with

its aid a series representation for the solutions of (6) is obtained. In particular, a complete

system of solutions (that we call formal powers) is obtained as a result of transmutation

of homogeneous harmonic polynomials. The completeness of the formal powers in the

sense of the uniform convergence on compact subsets of Ω is shown. When the domain is

an open ball centered at the origin, the formal powers represent an orthogonal basis for

the Bergman space of solutions.

It was shown that formal powers are not only a complete system in C(Ω), but also for

weak solutions. For this, some results were developed on the approximation of solutions

of an elliptic PDE. The idea is to use the property that guarantees that a solution u in a
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domain D1 can be approximated by means of another solution v defined in a larger domain

D2 containing D1. This is closely related to the Runge property (RP), which originally

referred to the uniform approximation of holomorphic functions on compact subsets of

simply connected domains by means of polynomials (see, e.g., [121], Th. 13.11.) or to

the approximation of harmonic functions by harmonic polynomials in simply connected

domains in the plane (a corollary of the property for holomorphic functions) or in higher

dimensions (see [117]). In this work we consider the approximation of weak solutions of

a strongly elliptic equation in the Sobolev space H1(D), where D is a bounded domain.

Typically the RP theorem establishes the following.

Suppose that D1 b D2 are bounded domains (with some properties that we shall spec-

ify). Given u ∈ H1(D1) a weak solution of a strongly elliptic equation and ε > 0, there

exists a solution v ∈ H1(D2) such that

‖u− v|D1‖L2(D1) < ε.

One of the questions is finding appropriate conditions on D1 and D2. The first version

of the result holds when D1 b D2 are both simply connected domains with smooth bound-

aries. It was established in [102] (for H2 solutions) and [108, 115]. As it is known, for a

strongly elliptic PDE the RP is closely related to the uniqueness of the Cauchy problem

(UCP). In Lax’s paper [102] the equivalence between the RP and the UCP is established.

Moreover, there are known results on the equivalences between the RP, the UCP and the

unique continuation property of the solutions. In [32, Ch. III] it was proved for elliptic

operators with analytic coefficients.

Our main interest is a RP corresponding to the H1-norm for Lipschitz domains. One

of the recent results proved by A. Rüland and M. Salo in [120] is a version of the RP for

a strongly elliptic operator in divergence form, whose principal coefficient is a Lipschitz

function, defined in Lipschitz domains D1 b D2 with D2 \D1 being connected. The result

establishes the approximation in the L2-norm of a subfamily of solutions whose boundary

values lie in a non-empty open subset of ∂D2. The idea of the proof is based on the UCP,

which is valid for this class of operators and Lipschitz domains (see [4]).

We give a proof of the RP in Lipschitz domains with respect to the H1-norm, based on

[102] and using certain ideas from [120] and [4]. A corresponding definition of a complete
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system of solutions is proposed for the space of classical solutions and for the Bergman

space of square integrable solutions. With the aid of auxiliary results on the completeness

of classical solutions in the class of weak solutions, we show that under certain conditions

on the domains ω b D, the weak solutions in ω can be approximated by complete systems

of classical solutions in the L2, H1 and H2-norms. We apply these results to the radial

Schrödinger equation and the Schrödinger equation with a separable potential (with re-

spect to the Cartesian variables) considered in simply connected domains of the plane.

The thesis is structured as follows. Chapter 1 summarizes some results on linear

operators, approximation of linear equations in Hilbert spaces, Sobolev spaces, orthogonal

polynomials, transmutation operators and Sturm-Liouville problems, which will be used

throughout the text.

In Chapter 2, a Gelfand-Levitan equation for the spectral problem of the Schrödinger

equation with the Dirichlet-Dirichlet conditions is derived. Using the Fourier-Legendre

series representation for the transmutation kernel associated with the generalized sine

solution, the Gelfand-Levitan equation reduces to an infinite system of linear algebraic

equations, with which the inverse problem is solved. Furthermore, to recover the potential,

only the first coefficient of the Fourier representation is needed. The system of equations

will be used for the study of inverse problems of the SLEIF.

Chapter 3 develops the theory of transmutation operators for Eq. (4). The existence

of the transmutation operator as an integro-differential operator is proved, the transmuta-

tion kernel is constructed and its analytic properties are established. The transmutation

operator is shown to be bounded, invertible, and the explicit form of the inverse operator

is constructed. In addition, a Fourier-Legendre series representation for the transmuta-

tion kernel is derived, from which a NSBF representation of the solutions of Eq. (4) is

obtained.

In Chapter 4 we derive the Gelfand-Levitan equation for spectral problem for Eq. (4)

with the Neumann-Neumann conditions. Using the Fourier-Legendre representation for

the transmutation kernel, the Gelfand-Levitan equation is reduced to a system of linear

algebraic equations. Again, it is proved that only the first coefficient of the Fourier-

Legendre expansion is needed to recover the impedance function. An algorithm to solve
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the inverse problem is deduced and its effectiveness is shown through several numerical

examples.

In Chapter 5, a Levin integral representation for the Jost solution of the SLEIF is

presented. Such representation has a continuous kernel A(x, t), that admits a Fourier-

Laguerre series representation. From this series, it follows that the Jost solution (and

its derivative) can be written as a power series with respect to the parameter z =
1
2

+iρ
1
2
−iρ .

The series converges in the unit disk |z| < 1 and leads to an explicit representation for

spectral data for the problem with the boundary condition (5), and analytic method for

their computation.

In Chapter 6 we employ the techniques developed in Chapters 4 and 5 to solve a

wave propagation problem. The inverse problem associated with the wave equation can

be transformed into an inverse spectral problem for the SLEIF, for which a Gelfand-

Levitan equation exists. Again, using the Fourier-Legendre series representation of the

transmutation kernel, the inverse problem reduces to solution of an infinite system of linear

algebraic equations, where only the first coefficient of the series is required to recover the

impedance function.

Chapter 7 presents results aimed at approximation of solutions of a strongly elliptic

equation considered in a bounded domain. We give a proof of the RP in Lipschitz do-

mains with respect to the H1-norm. A corresponding definition of a complete system

of solutions is proposed for the space of classical solutions and for the Bergman space

of square integrable solutions. With the aid of auxiliary results on the completeness of

classical solutions in the class of weak solutions, we show that under certain conditions

on the domains, the weak solutions can be approximated by complete systems of classical

solutions in the L2, H1 and H2-norms. We apply these results to the Schrödinger equation

with a separable potential (with respect to the Cartesian variables) considered in simply

connected domains of the plane.

Finally, Chapter 8 presents new properties of a transmutation operator for the radial

Schödinger equation in a star-shaped domain. It is shown that the operator is bounded

and invertible on the spaces of continuous functions and on the Bergman space, and

that the integral kernel admits a Fourier-Jacobi series representation. From such a rep-

resentation, a complete system of solutions of the radial equation is constructed and its
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completeness is proved in the space of classical solutions and in the Bergman space of

solutions. Using the results of Chapter 7, it is proved that the system is also complete on

the space of weak solutions in the L2, H1 and H2-norms.
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Chapter 1

Preliminaries

Throughout the text, we use the following notations: N0 := N ∪ {0}, C± := {z ∈ C | ±

Im z > 0}, D := {z ∈ C | |z| < 1}. Given U ⊂ Rd an open set and m a positive Borel

measure in U , we denote the corresponding Lp space, 1 6 p 6 +∞, by Lp(U ; dm). When

m is the Lebesgue measure we simply denote Lp(U). In the case that m be absolutely

continuous with respect to the positive Borel measure λ, we denote dm = fdλ where

f is the Radon-Nikodym derivative of m with respect to λ. If I is a set, let us denote

the corresponding Lp space with the counting measure by `p(I). In the case I = N0 we

simply denote `p. For a compact interval [a, b] ⊂ R, the class of absolutely continuous

functions on [a, b] is denoted by AC[a, b]. If J ⊂ R is a infinite interval, ACloc(J) denotes

the class of measurable functions f : J → C such that f ∈ AC[α, β] for all [α, β] ⊂ J . If

G ⊂ C is an open set we denote the class of holomorphic functions on G by Hol(G).

Suppose that I ⊂ R is an interval (possibly infinite) and let x0 be a limit point of

I (with the possibility x0 = ∞). Let f, g : I → C functions. We use the following

asymptotic relations [49, Sec. 1]:

1. f(x) = O(g(x)), when x → x0, means that there exists a constant C > 0 and a

neighborhood U of x0 such that |f(x)| 6 C|g(x)| for all x ∈ I ∩ U .

2. f(x) = o(g(x)), when x→ x0, means that for all ε > 0 there exists a neighborhood

U of x0 such that |f(x)| 6 ε|g(x)| for all x ∈ I ∩ U . If there exists a neighborhood

U ′ of x0 such that g(x) 6= 0 for all x ∈ U ′, then f(x) = o(g(x)), when x → x0, is

equivalent to saying lim
x→x0

f(x)

g(x)
= 0.
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Similar notations are used for sequences.

1.1 Abstract linear equations

Throughout the text, all the vector spaces under consideration will be complex. Let X

and Y be Banach spaces. For M ⊂ X, the closure of M in the norm of X is denoted

by M
X

. The closed unit ball in X is denoted by BX . Given A : D(A) ⊂ X → Y a

linear operator, D(A) denotes the domain of A, R(A) the range and ker A its kernel.

For bounded operators we assume that D(A) = X. The Banach space of all bounded

linear operators from X into Y is denoted by B(X, Y ), and the subspace of compact

operators by K(X, Y ). The identity operator on X is denoted by IX (if there is no danger

of confussion, we simply denote it by I). When X = Y , we denote B(X,X) = B(X) and

K(X,X) = K(X). In this case, G(X) denotes the set of bijective operators A ∈ B(X).

By the open mapping theorem, if A ∈ G(X) then A−1 ∈ G(X) and G(X) is a group ([35,

Th. 6.5.4]).

The dual space of X is denoted by X?. For W ⊂ X we define the annihilator of

W as the set W a := {f ∈ X? | ∀x ∈ W f(x) = 0}. On the other hand, if M ⊂ X? the

pre-annihilator of M is the set Ma := {x ∈ X | ∀f ∈ M f(x) = 0}. Both sets are closed

subspaces of X and X? respectively. It is not difficult to see that (W a)a = W iff W is a

closed subspace. For our purposes, the following lemma will be necessary.

Lemma 1. If M is a finite dimensional subspace of X?, then (Ma)
a = M

Proof. The containment W ⊂ (Wa)
a is clear. For the other containment, consider the

weak star topology w? in X?. Since (X?, w?) is a locally convex Hausdorff space [122,

Sec. 3.14] and M is finite dimensional, M is closed in (X?, w?) [122, Th. 1.21]. Since

(Ma)
a is the closure of M in (X?, w?) [122, Th. 4.7 (b)], hence (Ma)

a = M . Q.E.D.

We recall that an operator A ∈ B(X, Y ) is called a Fredholm operator if the range

R(A) is closed in Y and ker A and Y/R(A) are finite dimensional. In this case the index

of A is defined as Ind(A) := dim ker A− dimY/R(A). For example, bijective operators

A ∈ B(X, Y ) are Fredholm with Ind(A) = 0. If A is Fredholm and K ∈ K(X, Y ), then

A+K is Fredholm with Ind (A + K) = Ind(A) [107, Th. 2.26]. The well known Fredholm
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alternative theorem establishes that if A is a Fredholm operator with Ind(A) = 0, hence

A is injective iff is surjective [107, Th. 2.27 (i)]. In either case, the operator is a bijection.

As a consequence, given K ∈ K(X) and λ ∈ C \ {0}, the operator IX − λK is injective iff

it is surjective.

1.1.1 Classification of the spectrum of an operator

Let A : D(A) ⊂ X → X be a linear operator (possibly unbounded). The resolvent of A

is the set ρ(A) consisting of all values λ ∈ C satisfying the following conditions.

1. ker(A− λIX) = {0}.

2. R(A− λIX)
X

= X.

3. The resolvent operator Rλ := (A−λIX)−1 : R(A−λIX)→ D(A) is bounded (that

is, sup
y∈R(A−λIX)\{0}

‖Rλy‖X
‖y‖X

<∞).

The elements of ρ(A) are called the regular values of A. The spectrum of A is the set

σ(A) := C \ ρ(A). The spectrum σ(A) admits the following decomposition.

1. The point spectrum σp(A) consists of those values λ ∈ C for which there exists

x ∈ D(A) \ {0} such that Ax = λx. A value λ ∈ σp(A) is called an eigenvalue

of A and a vector x ∈ ker(A − λIX) is the corresponding eigenvector (the term

eigenfunction is used when A is a differential operator on a space of functions). The

multiplicity of λ ∈ σp(A) is the value dim ker(A− λIX). If the multiplicity is 1 we

say that λ is simple.

2. The continuous spectrum σc(A) consists of those values λ ∈ C such that ker(A −

λIX) = {0}, R(A− λIX)
X

= X, but Rλ is unbounded.

3. The residual spectrum σr(A) is the set of values λ ∈ C such that ker(A−λIX) = {0}

but R(A− λIX)
X
6= X.

Thus, σ(A) = σp(A) ∪ σc(A) ∪ σr(A) and the union is disjoint. Additionally, we can

define the discrete spectrum σd(A) as the set of isolated eigenvalues of finite multiplicity

and the essential spectrum σess(A) := σ(A) \ σd(A).
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If K ∈ K(X), then σ(K) \ {0} = σd(K) \ {0} [35, Th. 10.6.3] and the Fredholm

alternative can be reformulated as follows: if λ 6= 0, then λ 6∈ σd(K) iff K − λIX is a

bijection.

If H is a Hilbert space and A : D(A) ⊂ H → H is a self-adjoint operator (see [17, Sec.

3.2.1] for the definition of the adjoint of an unbounded operator on a Hilbert space), then

σ(A) ⊂ R [126, Cor. 3.14] and σr(A) = ∅ [100, pp. 546]. Eigenvectors corresponding to

different eigenvalues are mutually orthogonal [126, Lemma 3.4].

1.1.2 Linear equations involving sesquilinear forms

We recall that a sesquilinear form on X × Y is a map Ψ : X × Y → C such that Ψ is

conjugate-linear in the first slot and linear in the second one. We say that Ψ is bounded

if there exists a constant M > 0 such that |Ψ(x, y)| 6M‖x‖X‖y‖Y for all (x, y) ∈ X×Y .

Suppose that X is a reflexive space. A conjugation on X is a map X 3 x 7→ x∗ ∈ X

such that (λx+ y)∗ = λx∗ + y∗ and ‖x∗‖X = ‖x‖X for all x, y ∈ X, λ ∈ C. For example,

if X = L2(U), u∗ = u for u ∈ L2(U) is a conjugation. We can define a conjugation on X?

as follows. For f ∈ X? define f ∗(x) := f(x∗). It is easy to verify that this is a conjugation

on X∗. In consequence, X? ×X 3 (f, x) 7→ (f, x)X := f ∗(x) ∈ C is a sesquilinear form.

Similarly, we denote (x, f)X? := (f, x)X . If W (M) is a subspace of X (X?), we define

W ∗ := {x∗ |x ∈ W} (M∗ := {f ∗ | f ∈M}) and the following equalities hold:

(W ∗)a = (W a)∗, (M∗)a = (Ma)
∗. (1.1)

If A ∈ B(X,X?), the adjoint of A is the unique operator A? ∈ B(X?, X) satisfying

(Ax, y)X = (x,A?y)X? for all x, y ∈ X. Actually, A?x =
(
AT ((JXx)∗)

)∗
where AT ∈

B(X??, X?) is the transpose of A (ATϕ = ϕ ◦A for ϕ ∈ X??) and JX : X ↪→ X?? is the

canonical injection (JXx)f = f(x) for x ∈ X, f ∈ X?. For this class of operators, we

establish the following version of the Fredholm alternative.

Theorem 2 ([107], Th. 2.27). If A ∈ B(X,X?) is a Fredholm operator with Ind(A) = 0,

then A? is Fredholm with Ind (A?) = 0 and dim ker A = dim ker A?. Also, only one of

the following statements is true.
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1. If ker A = {0}, hence A and A? are bijections and A−1 ∈ B(X?, X), (A?)−1 ∈

B(X,X?). In particular, for every f ∈ X? the equation Ax = f has a unique

solution x ∈ X.

2. If dim ker A = p > 0, then the equation Ax = f has a solution iff (f, wj)X = 0

where {w1, · · · , wp} is a basis for ker A?.

Let Φ : X×X → C be a bounded sesquilinear form. Define the operator AΦ : X → X?

whose action is given by (AΦx, y)X := Φ(x, y) for x, y ∈ X. Then A? ∈ B(X,X?) with

‖AΦ‖B(X,X?) 6 sup
(x,y)∈X2\{(0,0)}

|Φ(x, y)|
‖x‖‖y‖

. The adjoint of Φ is the bounded sesquilinear form

Φ? : X ×X → C given by Φ?(x, y) = Φ(y, x). Is not difficult to see that AΦ? = (AΦ)?. If

Φ = Φ? we say that Φ is Hermitian and AΦ is self-adjoint.

Suppose that H is a Hilbert space with a conjugation. Using the Riesz representation

theorem we identify H with H? by the map ı : H ↪→ H? given by (ıu, v)H := 〈v, u〉H (the

angular parenthesis denotes the inner product in H). One can verify that this is a linear

isometry. Now suppose that V ⊂ H is a dense subspace with a norm ‖ · ‖V which makes

it into a Hilbert space and such that the natural embedding V ↪→ H is continuous and

the conjugation on H is also a conjugation on V with the norm ‖ · ‖V . We consider the

triple V ↪→ H ↪→ V ? with the embedding ı1 : H ↪→ V ? given by ı1u = ıu|V . The space H

is called a pivot space for V . We say that a bounded sesquilinear form Φ : V × V → C is

coercive on V with respect to the pivot space H if there exists constants C1, C2 > 0 such

that

∀v ∈ V Re Φ(v, v) > C1‖v‖2
V − C2‖v‖2

H.

Theorem 3 ([107], Th. 2.34). Suppose that Φ is a bounded sesquilinear form on V ,

coercive with respect to the pivot space H. If the natural embedding V ↪→ H is compact,

then the operator AΦ is Fredholm with Ind (AΦ) = 0.
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1.1.3 Representation and matrix approximation of equations

with Hilbert-Schmidt operators.

In this subsection we assume that H is a separable Hilbert space. Fix an orthonormal

basis {en}∞n=0 for H. Given K ∈ B(H) we define the infinite matrix

AK = (aKm,n)m,n∈N0 with entries aKm,n := 〈Ken, em〉H for m,n ∈ N0. (1.2)

Note the relations between the adjoints
(
AK
)∗

= AK∗ . Hence AK is an Hermitian matrix

iff K is self-adjoint. We say that K is a Hilbert-Schmidt operator, if it satisfies the

condition
∞∑
n=0

‖Ken‖2
H <∞.

It is possible to see that this condition does not depend on the choice of the basis (see,

e.g., [46, pp. 195]). By Parseval’s identity and Tonelly’s theorem we have the equality
∞∑
n=0

‖Ken‖2
H =

∞∑
m=0

∞∑
n=0

|aKm,n|2. Hence AK ∈ `2 (N2
0). We denote the class of Hilbert-

Schmidt operators by B2(H). Note that K ∈ B2(H) iff AK ∈ `2 (N2
0). We remember that

the map

H 3 x 7→ x̂ ∈ `2 given by x̂ := {〈x, en〉H}n∈N0 ,

is an isomorphism between Hilbert spaces, i.e., 〈x, y〉H = 〈x̂, ŷ〉`2 (see [3, pp. 16]). For

M ∈ N0 consider the operator

KMx :=
M∑
m=0

(
M∑
n=0

am,nx̂n

)
em.

Thus, KM is bounded with finite range and

‖Kx−KMx‖2
H 6

(
∞∑

m=M+1

∞∑
n=0

|am,n|2 +
M∑
m=0

∞∑
n=M+1

|am,n|2
)
‖x‖2

H

6

(
∞∑

m=N+1

∞∑
n=0

|am,n|2 +
∞∑

n=N+1

∞∑
m=0

|am,n|2
)
‖x‖2

H,

which implies that ‖K−KM‖B(H) 6

(
∞∑

m=N+1

∞∑
n=0

|am,n|2 +
∞∑

n=N+1

∞∑
m=0

|am,n|2
) 1

2

→ 0,

M →∞. Hence K→ KM , M →∞, in B(H). In particular K ∈ K(H) [35, Th. 5.6.4].
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Let λ ∈ C \ {0}. Suppose that 1
λ
6∈ σp (K). We are interested in approximating the

equation

x− λKx = y where y ∈ H. (1.3)

Remark 4. Taking the inner product of (1.3) with em for each m ∈ N0 we obtain that

(1.3) is equivalent to the infinite system of linear algebraic equations

x̂m − λ
∞∑
n=0

aKm,nx̂m = ŷm for m ∈ N0. (1.4)

Since AK ∈ `2 (N2
0), the series in (1.4) converges absolutely. The system (1.4) has a

unique solution x̂ ∈ `2 iff Eq. (1.3) has a unique solution x ∈ H.

Set EM = Span{em}Mm=0 and let PM : H → EM be the orthogonal projection onto

EM . Note that KM ∈ B(EM) and we can take AKM ∈ C(M+1). We look for a solution

x(M) ∈ EM for the approximated equation

x(M) − λKMx
(M) = PMy. (1.5)

Eq. (1.5) is equivalent to the finite system of linear algebraic equations

(IM − λAKM )~x(M) = ~y(M), (1.6)

where IM ∈ C(M+1)×(M+1) is the identity matrix and ~x(M), ~y(M) ∈ CM+1 with ~x(M) =(
x̂(M)

m

)M
m=0

, ~y(M) = (ŷm)Mm=0. Eq. (1.5) has a unique solution x(M) ∈ EM iff the system

(1.6) has a unique solution ~x(M) ∈ C(M+1).

Theorem 5. Let K ∈ B2(H) and λ ∈ C \ {0} with 1
λ
6∈ σp(K). Given y ∈ H, there

exits M0 ∈ N large enough such that for all M > M0, Eq. (1.5) has a unique solution

x(M) ∈ EM (and then also system (1.6) has a unique solution ~x(M) ∈ CM+1). Moreover,

if x ∈ H is the unique solution of (1.3) then

‖x(M) − x‖H → 0, M →∞. (1.7)

If we consider ~x(M) as an element of `2, then

‖~x(M) − x̂‖`2 → 0, M →∞. (1.8)
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Proof. This is a consequence of the theory developed in [68, Ch. XIV], in specific Theo-

rems 14.1-14.3. Q.E.D.

Now we analyze the stability of the solution of the truncated system (1.6). Following

[112, Sec. 9], consider a non-exact system

(
IM + AKM + ΓM

)
~v = ~y(M) + ~δM ,

where ΓM ∈ C(M+1)×(M+1) represents errors in the coefficients aKM
k,j and ~δM ∈ C(M+1)

errors in the coefficients y
(M)
k . Let ~uM be the solution of the exact truncated system (1.6)

and ~vM the solution of the non-exact one. The solution is called stable if there exist

positive constants c1, c2, r independent of M , such that for ‖ΓM‖ 6 r and arbitrary ~δM

the non-exact system is solvable and the following inequality holds

‖~uM − ~vM‖ 6 c1‖ΓM‖+ c2‖~δM‖.

Proposition 6. The approximate solution ~uM of the truncated system (1.6 ) is stable.

Proof. Consider the Bubnov-Galerkin procedure [112, Sec. 14] applied to the equation

(1.3) with respect to the orthonormal basis {em}∞m=0. One can verify that this leads to

the truncated system (1.6). Since the system {em}∞m=0 is strongly minimal [112, Sec. 2],

it follows from [112, Th. 14.1 and Th. 14.2] that the solution of the truncated system is

stable. Q.E.D.

Remark 7. Let J ⊂ R be an open interval and m a regular positive Borel measure in J . In

this case L2(J ; dm) is a separable Hilbert space (see [35, Prop. 4.4.2]) and then L2(J ; dm)

possesses a countable orthonormal basis {φn(x)}∞n=0. Let K ∈ L2(J × J ; d(m ×m)) and

define the linear Fredholm integral operator with kernel K by

TKf(x) :=

∫
J

K(x, t)f(t)dm(t) for f ∈ L2(J ; dm). (1.9)

It is known that TK ∈ B2 (L2(J ; dm)) and

aTKm,n =

∫
J

∫
J

k(x, t)φn(t)φm(x)dm(x)dm(t) ∀m,n ∈ N0, (1.10)

and
∥∥aTK∥∥

`2(N2
0)

= ‖K‖L2(J×J ;d(m×m)) (see [12, Th. 3.39]). The operator TK is self-

adjoint iff K(x, t) = K(t, x) a.e. x, t ∈ J . For this integral operator we can apply
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Theorem 5 to the linear Fredholm integral equation of the second kind

f(x)− λ
∫
J

K(x, t)f(t)dm(t) = g(x) where g ∈ L2(J ; dm(t)). (1.11)

In Section 1.3 we see some useful basis of orthogonal polynomials.

1.2 Some facts related with the Sobolev spaces

In this section, d ∈ N denotes the dimension of the Euclidean space in which the spaces

of functions to be treated will be defined.

Definition 8. Given U, V ⊂ Rd open sets, we say that V is strictly interior to U and

we denote V b U , if V is bounded and V ⊂ U .

Throughout this section, U denotes an open subset of Rd. Given 1 6 p 6 +∞, we

denote by Lploc(U) the class of all measurable functions f : U → C for which f
∣∣
V
∈ Lp(V )

for all V b U . The set of all infinitely differentiable functions with compact support in

U is denoted by C∞0 (U). In a similar way C∞0 (U) :=
{
ϕ
∣∣
U

∣∣∣ϕ ∈ C∞0 (Rd)
}

. Let α ∈ Nd
0

be a multi-index of order |α| :=
∑d

k=1 αk > 0. We use the notation ∂α := ∂|α|

∂
α1
x1
···∂αdxd

. Let

u ∈ L1
loc(U). A function vα ∈ L1

loc(U) is said to be the αth-weak derivative of u if∫
U

u(x)∂αϕ(x)dx = (−1)|α|
∫
U

vα(x)ϕ(x)dx ∀ϕ ∈ C∞0 (U). (1.12)

If α = 0, we define ∂αu = u. The αth-weak derivative of a function u ∈ L1
loc(U) is uniquely

determinated a.e. in U [101, Sec. 5.2.1].

For this reason, we use the standard notation for the αth-weak derivative ∂αu = vα.

When u ∈ Ck(U), the weak derivatives coincides with the classical derivatives. We denote

the gradient of u by ∇u(x) :=
(
∂u(x)
∂xj

)d
j=1

.

Let k ∈ N. The Sobolev space of order k, denoted by W k,p(U), consists of all

functions u ∈ Lp(U) such that for each multi-index α ∈ Nd
0 of order k, ∂αu exists and

belongs to Lp(U). The space W k,p(U) is endowed with the norm

‖u‖Wk,p(U) :=



∑
|α|6k

‖∂αu‖pLp(U)

 1
p

, if 1 6 p <∞,

∑
|α|6k

‖∂αu‖L∞(U) , if p =∞.
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In the case p = 2 we denote Hk(U) := W k,2(U) and we introduce the inner product

〈u, v〉H1(U) :=
∑
|α|6α

∫
U

∂αu(x)∂αv(x)dx,

that induce the norm ‖ · ‖H1(U). The Sobolev space W k,p(U) is a Banach space and

Hk(U) is a separable Hilbert space [101, Th. 2, Sec. 5.2.3]. We use the convention

W 0,p(U) := Lp(U). For second order derivatives, we use the notation uxjxk := ∂2u
∂xk∂xj

.

We define the local Sobolev space W k,p
loc (U) as the set of functions u ∈ L1

loc(U) such that

u
∣∣
V
∈ W k,p(V ), for all V b U . Again, when p = 2 we denote Hk

loc(U) := W k,2
loc (U).

Another important space that we use is H1
0 (U) := C∞0 (U)

H1

. We have that H1
0 (U) is a

closed subspace of H1(U) (both spaces are equal iif U = Rd) and then H1
0 (U) is a Hilbert

space.

By a domain Ω ⊂ Rd we understand a connected open subset (usually, the symbol

Ω is most common to denote domains instead the letters U or V ). We assume that Ω

is bounded and we denote Γ = ∂Ω. Let us denote by Iso(Rd) the set of all isometries

T : Rd → Rd (an element of Iso(Rd) is also called a rigid movement). Actually, T ∈ Iso(Rd)

iff there exists Q ∈ O(Rd) (where O(Rd) denotes the set of d× d orthogonal matrix) and

y ∈ Rd such that Tx = Qx + y for all x ∈ Rd (see [133, Prop. 1.58]). Remember that a

function ϕ : V̂ ′ → R is Lipschitz, if sup
x,y∈V̂ ′
x 6=y

|ϕ(x)− ϕ(y)|
|x− y|

< +∞.

Definition 9. A domain Ω is said to be a Lipschitz domain, if its boundary Γ is compact

and for any x ∈ Γ there exists a neighbourhood V of x in Rd and T ∈ Iso(Rd) such that:

1. V̂ := T (V ) =
{

(y1, · · · , yd) ∈ Rd
∣∣ − aj < yj < aj, j = 1, d

}
for some {aj}dj=1 ⊂

R+.

2. There exists a Lipschitz function ϕ : V̂ ′ → R, where

V̂ ′ =
{
y′ = (y1, · · · , yd−1) ∈ Rd−1

∣∣ − aj < yj < aj, j = 1, d− 1
}

, satisfying

(i) |ϕ(y′)| 6 ad
2
∀y′ ∈ V̂ ′.

(ii) T (Ω ∩ V ) =
{
y = (y′, yd) ∈ V̂

∣∣ yd < ϕ(y′)
}

.

(iii) T (Γ ∩ V ) =
{
y = (y′, yd) ∈ V̂

∣∣ yd = ϕ(y′)
}

.
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If for all x, the function ϕ ∈ Ck(V̂ ′), we say that Ω is a Ck-domain. Ω is said to be a

smooth domain if ϕ ∈ C∞(V̂ ′).

Lipschitz domains are more flexible than Ck domains, since they include domains with

corners, such as rectangles. The importance of this type of domains with certain regularity

in their boundaries, is that in them the concept of boundary value can be extended to the

class of functions in the Sobolev spaces Hk.

Theorem 10 ([107], pp. 102-106). Suppose that Ω is a Lipschitz domain. Then there

exists a bounded linear operator trΓ : H1(Ω) → L2(Γ) such that trΓ(u) = u
∣∣
Γ
, if u ∈

C∞(Ω), and satisfying ker (trΓ) = H1
0 (Ω). The operator trΓ is called the trace operator.

Definition 11. If Ω is a Lipschitz domain, we define the Sobolev space of order 1
2

in Γ

as H
1
2 (Γ) := trΓ(H1(Ω)).

The space H
1
2 (Γ) is endowed with the norm ‖ϕ‖

H
1
2 (Γ)

:= inf
w∈tr−1

Γ (ϕ)
‖w‖H1(Ω). By the

first isomorphism theorem H
1
2 (Γ) is a Banach space.

Proposition 12 ([107], pp. 102). Let Ω be a bounded Lipschitz domain. The trace oper-

ator trΓ : H1(Ω) → H
1
2 (Γ) is bounded and admits a bounded right-inverse E : H

1
2 (Γ) →

H1(Ω) (called an extension operator).

The following proposition summarizes some important properties of inclusion and

density.

Proposition 13. If Ω ⊂ Rd is a bounded domain, then the following statements hold:

1. For k, l ∈ N0, if k < l then the natural embedding H l(Ω) ↪→ Hk(Ω) is compact.

2. If Ω is a Lipschitz domain, C∞(Ω)
Hk

= Hk(Ω).

The first assertion can be found in [107, Th. 3.27] and the second one in [107, Th.

3.29]. Additionally, we define the following Sobolev spaces of negative order as the dual

spaces of the Sobolev spaces of positive order:

1. H−1(Ω) := (H1
0 (Ω))

?
.

2. H̃−1(Ω) := (H1(Ω))
?
.
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3. If Ω is a bounded Lipschitz domain, we define H−
1
2 (Γ) :=

(
H

1
2 (Γ)

)?
.

It is worth to mention that this Sobolev spaces can be defined in an equivalent form using

the Schwarz distribution’s theory, see, e.g., [107, Ch. III, pp. 77-92].

Finally, we see certain regularity conditions in the Sobolev spaces when the domains

are Lipschitz or Ck type. Given a compact K ⊂ Rd, we denote by C0,1(K) the class of

Lipschitz functions in K. For Lipschitz domains we have the following characterization:

Theorem 14 ([101], pp. 279). Let Ω be a bounded Lipschitz domain. If u ∈ C0,1(Ω),

then u ∈ W 1,∞(Ω). Conversely, if u ∈ W 1,∞(Ω), there exists ũ ∈ C0,1(Ω) such that u = ũ

a.e. in Ω.

The last statement can be reformulated as follows: if u ∈ W 1,∞(Ω), by Theorem 14

exists ũ ∈ C0,1(Ω) with u = ũ a.e. in Ω, and the continuity implies that such ũ is unique.

Then we have a map W 1,∞(Ω) 3 u 7→ ũ ∈ C0,1(Ω) and Theorem 14 establishes that this

is a bijection. In this sense, we can write W 1,∞(Ω) = C0,1(Ω).

In a general context, we look for relations of the type Hk(Ω) ⊂ CN(Ω). This means

that every function in Hk(Ω) has a representative element in CN(Ω). The principal

properties that we need are presented in the next theorem.

Theorem 15. Let Ω be a bounded domain and l ∈ N.

(i) H
l+1+[ d2 ]
loc (Ω) ⊂ C l(Ω).

(i) If Ω is of class C l+1+[ d2 ], then H l+1+[ d2 ](Ω) ⊂ C l(Ω).

(The expression [d
2
] means the entire part of d

2
). The proof of these statements can be

found in [113, Ch. III, pp. 154-155].

Remark 16. In the case d = 1, if J ⊂ R is an open interval, we have the characterization

W k,p(J) := {u ∈ Lp(J) |u ∈ Ck−1(J), u(k−1) ∈ ACloc(J) and u(k) ∈ Lp(J)}

(see [19, Ch. 8]).

1.3 Orthogonal basis of polynomials

In this section, we discuss some orthogonal families of polynomials to be used throughout

the text.
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1.3.1 Jacobi polynomials

Let us consider a weight function of the form wα,β(t) = (1− t)α(1 + t)β where α, β > −1,

and consider the Jacobi polynomials {P (α,β)
n (t)}∞n=0, given by

P (α,β)
n (t) =

(−1)n

2nn!
(1− t)−α(1 + t)−β

dn

dtn
[
(1− t)α(1 + t)β(1− t2)n

]
.

It is well known that {P (α,β)
n (t)}∞n=0 is an orthogonal basis of L2((−1, 1);wα,β(t)dt) that

satisfies the relation∫ 1

−1

P (α,β)
n (t)P (α,β)

m (t)(1− t)α(1 + t)βdt =
2α+β+1

2n+ α + β + 1

Γ(n+ α + 1)Γ(n+ β + 1)

Γ(n+ α + β + 1)n!
δn,m

(see [131, Ch. VII]). Given d > 2, one can obtain an orthogonal basis for L2((0, 1);wd(t)dt),

with wd(t) = t
d
2
−1 by means of the translation x = 2t− 1. This leads to the shifted Jacobi

polynomials

P̂ (d)
n (t) := P

(0, d
2
−1)

n (2t− 1) (1.13)

that are an orthogonal basis in L2((0, 1);wd(t)dt) (see [42]) with norm

‖P̂ (d)
n ‖L2((0,1);wd(t)dt) =

√
2

4n+ d
for n ∈ N0. (1.14)

Now we see two special cases of the Jacobi Polynomials. When α = β = 0, we obtain

the Legendre Polynomials, that we denote by {Pn(t)}∞n=0. These are an orthogonal basis

for L2(−1, 1) with norm

‖Pn‖L2(−1,1) =

√
2

2n+ 1
for n ∈ N0. (1.15)

The Legendre polynomial Pn(t) is odd (even) if n is odd (even) and Pn(1) = 1 for all

n ∈ N0. In the interval (0, `), ` > 0, we have that
{
P2n

(
t
`

)}∞
n=0

and
{
P2n+1

(
t
`

)}∞
n=0

are

orthogonal basis for L2(0, `) with norms

‖P2n+δ‖2
L2(0,`) =

`

4n+ 2δ + 1
for n ∈ N0, δ = 0, 1. (1.16)

Usually, one uses
{
P2n+1

(
t
`

)}∞
n=0

to represent odd functions.

For λ > −1
2
, the Gegenbauer polynomials are defined as1 C

(λ)
n (t) := (2λ)n

(λ+ 1
2

)n
P

(λ− 1
2
,λ− 1

2)
n (t)

(see [131]). This polynomials will be useful in the study of harmonic functions.

1(t)n := t(t + 1) · · · (t + n− 1).
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Set R+ := (0,∞). The Laguerre polynomials {Ln(t)}∞n=0 are defined by

L0(t) := 1, Ln(t) :=
et

n!

dn

dtn
(tne−t) for n > 1.

The Laguerre polynomials {Ln(t)}∞n=0 are an orthonormal basis for L2 (R+; e−tdt). These

satisfy the condition at the origin Ln(0) = 1 for n ∈ N0 (see [131, Ch. VI]).

1.3.2 Spherical harmonics

Let d ∈ N, d > 1. The open ball of radius R > 0 centered at the origin is denoted by

Bd
R(0). The d-dimensional unit ball is denoted by Bd := Bd

1(0) and Sd−1 := ∂Bd. Given

an open set U ⊂ Rd, we denote by Har(U) the set of the harmonic functions on U , i.e.,

the functions u ∈ C2(U) such that 4du = 0 where 4d :=
d∑
j=1

∂2

∂x2
j

is the d-Laplacian. In

spherical coordinates r = |x| and x′ := x
|x| , the Laplacian 4d can be written as

4d =
1

rd−1

∂

∂r

(
rd−1 ∂

∂r

)
+

1

r2
4Sd−1 =

∂2

∂r2
+
d− 1

r

∂

∂r
+

1

r2
4Sd−1 , (1.17)

where 4Sd−1 is the spherical Laplacian (see [45, Prop. 2.5], or [37, Lemma 1.4.1] ). The

action of this operator does not affect the radial component of functions that can be

written in separate variables.

The set of all homogeneous harmonic polynomials of degree m will be denoted by

Hm(Rd). In the case d = 2, the set Hm(C) is generated by the analytic and antianalytic

powers {zm, zm}, and dimHm(C) = 2, for any m > 0, dimH0(C) = 1. In the general case

we have

dm := dimHm(Rd) =


1, if m = 0,

d, if m = 1,(
d+m− 1

d− 1

)
−
(
d+m− 3

d− 1

)
, if m > 2,

(1.18)

(see [8, Prop. 5.8]). We recall the following facts.

Theorem 17 ([8], pp. 100). If u ∈ Har(Bd
r (a)), then there exists a sequence of polyno-

mials pm ∈ Hm(Rd) such that

u(x) =
∞∑
m=0

pm(x− a) for x ∈ Bd
r (a),

and the series converges absolutely and uniformly on compact subsets of Bd
r (a).
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Theorem 18 (Runge’s approximation theorem [117]). Let D ⊂ Rd be a domain, and

K ⊂ D be a compact such that Rd \ K is connected. Then for any h ∈ Har(D), there

exists a sequence {pn}, with pn ∈ Span
(⋃n

m=0Hm(Rd)
)

such that pn converges uniformly

to h in K.

Definition 19 ([8]). A spherical harmonic of degree m is the restriction to Sd−1 of an

element of Hm(Rd). The collection of all spherical harmonics of degree m will be denoted

by Hm(Sd−1).

Note that every p ∈ Hm(Rd) can be written as p(x) = |x|p′
(
x
|x|

)
, with p′ = p

∣∣
Sd−1 and

this representation is unique. Conversely, every spherical harmonic p′ ∈ Hm(Sd−1) defines

an element of Hm(Rd). Hence, the map Hm(Rd) 3 p 7→ p
∣∣
Sd−1 ∈ Hm(Sd−1) provides

an identification of the complex vector space Hm(Rd) with Hm(Sd−1). The following

statement contains some main properties of the spherical harmonics.

Proposition 20. 1. dimHm(Sd−1) = dm.

2. If m 6= n, and p ∈ Hm(Sd−1), q ∈ Hm(Sd−1), then

〈p, q〉L2(Sd−1) :=

∫
Sd−1

p(ζ)q(ζ)dσζ = 0,

where σ is the surface area measure. In consequenceHm(Sd−1) ⊥ Hn(Sd−1) if n 6= m.

3. The spherical harmonics are the eigenfunctions of the spherical Laplacian. More

precisely, if m ∈ N0 and p ∈ Hm(Sd−1), then

4Sd−1 p = −m(m+ d− 2)p. (1.19)

4. Span (
⋃∞
m=0Hm(Sd−1)) = C(Sd−1) (in the uniform norm).

5. L2(Sd−1) =
⊕∞

m=0Hm(Sd−1).

Property 1 is a consequence of the identification of Hm(Sd−1) with Hm(Rd). Properties

2,4,5 can be found in Chapter 5 of [8], and property 3 in [37, Th. 1.4.5].

If U ⊂ Rd is open, the harmonic Bergman space in U is defined as

b2(U) :=

{
u ∈ Har(U)

∣∣∣∣ ∫
U

|u(x)|2dx <∞
}
.
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This is a Hilbert space with the L2-norm ([8, Prop. 8.3]). In the case U = Bd
R(0), R > 0,

writing in spherical coordinates the inner product and using property 2, one obtains that

the restrictions of the spaces Hm(Rd) and Hn(Rd) are mutually orthogonal for n 6= m. For

m ∈ N fixed, one can choose an orthogonal basis {Y (m)
1 , · · · , Y (m)

dm
} of Hm(Sd−1). Then

any harmonic polynomial p ∈ H(Rd) can be written in the form

p(x) = rm
dm∑
k=0

b
(m)
k Y

(m)
k (x′), where b

(m)
k := 〈p

∣∣
Sd−1 , Y

(m)
k 〉L2(Sd−1), k = 1, dm.

Theorem 21. For any m ∈ N0, fix a basis {Y (m)
1 , · · · , Y (m)

dm
} of Hm(Sd−1). Then{{

rmY
(m)
k (x′)

}dm
k=1

}∞
m=0

is an orthogonal basis for the Bergman space b2(Bd
R(0)).

Proof. It follows from the density of
∞⊕
m=0

{
p
∣∣
BdR(0)

∣∣∣ p ∈ Hm(Rd)
}

in b2(BR(0)) (see [8,

Lemma 8.8]) and the previous remark. Q.E.D.

1.4 Transmutation operators

1.4.1 Basic definitions and main examples

Now we introduce the main tool of this thesis work: the transmutation operators. The

following definition, the most suitable for our purposes, is a modification of the definitions

presented in [88, 105].

Definition 22 ([88]). Let E be a topological vector space, E1, E2 ⊂ E linear subspaces

(not necessarily closed) and A : E1 → E, B : E2 → E linear operators. A linear invertible

operator T : E → E, such that T(E2) ⊂ E1, is said to be a transmutation operator

for the pair of operators A,B, if the following conditions are fulfilled:

1. Both the operator T and its inverse T−1 are continuous in E.

2. The following operator equality is valid

AT = TB in E2. (1.20)

When E1 = E2, Definition 22 is the same as the one presented in [88]. The basic

idea of the transmutation operator is to “transmute” the solutions of a simpler equation

Bv = λv, into those of a more complicated one Au = λu.
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Remark 23. Let λ ∈ C. Suppose that v ∈ E2 satisfies Bv = λv. Take u = Tv. Since

T(E2) ⊂ E1, u ∈ E1 and by property 2 we obtain

Au = ATv = TBv = λTv = λu.

Hence Au = λu. In particular T(ker B) ⊂ ker A.

Remark 24. Suppose that T(E2) = E1. If u ∈ ker A, then u = Tv for some v ∈ E2.

Thus,

0 = Au = ATv = TBv.

Since T is invertible, v ∈ ker B. Therefore T (ker B) = ker A.

One of the applications of transmutation operator theory is to describe the operators

that transmute D2, where D := d
dx

, to the one-dimensional Schrödinger operator given

by

S := −D2 + q(x),

where q is a function of the class L2 called the potential of the operator S. In this case

we consider E = L2(−b, b), b > 0 and E1 = E2 = H2(−b, b). According to Remark 23, a

transmutation operator would allow us to transmute the solutions of equation v′′+λv = 0

into solutions of the Schrödiner equation

− y′′ + q(x)y = λy, (1.21)

where λ ∈ C is called the spectral parameter of Eq. (1.21). It is known that the transmu-

tation operator has the form of a Volterra operator of the second kind with a continuous

kernel that does not depend on the spectral parameter (see, e.g., [52, 105, 111]). Actually,

it is possible to obtain a parameterized family of transmutation operators. The following

proposition is a summary of results obtained in [24, 87, 88, 89].

Theorem 25. Suppose that q ∈ L2(−b, b). Given h ∈ C, there exists a function Kh ∈

C(Ω) ∩W 1,1(Ω), where Ω = (−b, b)× (−b, b), satisfying the Goursat conditions

Kh(x, x) =
h

2
+

1

2

∫ x

0

q(s)ds, Kh(x,−x) =
h

2
, (1.22)

and such that the integral Volterra operator

Thu(x) := u(x) +

∫ x

−x
Kh(x, t)u(t)dt (1.23)
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satisfies Th ∈ G(L2(−b, b)), Th(H
2(−b, b)) = H2(−b, b) and the following relation holds(

d2

dx2
− q(x)

)
Thu(x) = Tu′′(x), ∀u ∈ H2(−b, b). (1.24)

That is, Th is a transmutation operator for the pair S, −D2 : H2(−b, b) → L2(−b, b).

Moreover, if q ∈ Cp[−b, b] for some p ∈ N0, then Kh ∈ Cp+1(Ω), Th ∈ G(C[−b, b]) and it

is a transmutation operator for S,−D2 : C2[−b, b]→ C[−b, b].

Of crucial importance is the fact that the integral kernel Kh(x, t) is independent of

the spectral parameter λ of (1.21). Of such transmutation operators, we highlight the

following. Suppose that q ∈ C[−b, b]. Take f ∈ C2(−b, b) ∩ C1[−b, b] a solution of

f ′′ − q(x)f = 0 in (−b, b), such that f does not vanish in the whole interval [−b, b] and

satisfies the normalizing condition f(0) = 1 (such solution always exists, see [83]). Taking

h = f ′(0) and employing Theorem 25 we obtain a transmutation operator Tf whose

kernel will be denoted by Kf (x, t). Tf and Kf (x, t) are called the canonical transmutation

operator and integral transmutation kernel, respectively.

Theorem 26 ([24]). Define the following sequence of recursive integrals {X(k)(x)}∞k=0,

{X̃(k)(x)}∞k=0 by X(0) ≡ X̃(0) ≡ 1, and for k > 1

X(k)(x) := k

∫ x

0

X(k−1)(s)(f 2(s))(−1)kds, X̃(k)(x) :=

∫ x

0

X̃(k−1)(f 2(s))(−1)k−1

ds.

Define the family of functions
{
ϕ

(k)
f (x)

}∞
k=0

by

ϕ
(k)
f (x) :=

f(x)X(k)(x), if k is odd,

f(x)X̃(k), if k is even,

for k ∈ N0. (1.25)

Then the following relations hold:

Tf [x
k] = ϕ

(k)
f (x) ∀k ∈ N0. (1.26)

The functions
{
ϕ

(k)
f (x)

}∞
k=0

are called the formal powers associated to f . They have

the property that Span
{
ϕ

(k)
f (x)

}∞
k=0

C[−b,b]
= C[−b, b] (see [80]).

Given h ∈ C, define the kernels

KC
h (x, t) := Kh(x, t) +Kh(x,−t), KS(x,−t) := Kh(x, t)−KS

h (x,−t), (1.27)
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and the functions

ch(ρ, x) := TC [cos(ρx)] := cos(ρx) +

∫ x

0

KC
h (x, t) cos(ρt)dt, (1.28)

s(ρ, x) := TS

[
sin(ρx)

x

]
:=

sin(ρx)

ρ
+

∫ x

0

KS
h (x, t)

sin(ρt)

ρ
dt, (1.29)

where ρ ∈ C. Hence ch(ρ, x) and s(ρ, x) are solutions of (1.21) in (−b, b) with λ = ρ2,

satisfying the initial conditions

ch(ρ, 0) = 1, c′h(ρ, 0) = h, (1.30)

s(ρ, 0) = 0, s′(ρ, 0) = 1. (1.31)

For x ∈ [−b, b] fixed, c
(k)
h (·, x), s(k)(·, x) ∈ Hol(C) for k = 0, 1, (see, e.g., [83]).

1.4.2 Applications of transmutation operators to the spectral

inverse problem for the Schrödinger equation

Consider the Schrödinger equation

− y′′ + q(x)y = λy, 0 < x < π, (1.32)

with a real-valued potential q ∈ L2(0, π) (if originally the equation is considered on another

finite interval (a, b), then by a simple change of the independent variable t = x−a
b−aπ it can

always be transferred to (0, π)). Together with Eq. (1.32) we consider the boundary

conditions

Uy := y′(0)− hy(0) = 0 and V y = y′(π) +Hy(π) = 0, (1.33)

with h,H ∈ R.

Let us associate to the problem (1.32), (1.33) an unbounded operator in the Hilbert

space L2(0, π). Let Sh,H : D
(
Sh,H

)
⊂ L2(0, π) → L2(0, π) be the operator whose action

is given by Sy and with the domain D
(
Sh,H

)
:= {y ∈ H2(0, π) | y satisfies (1.33)}.

It is well known that the operator Sh,H is self-adjoint in L2(0, 2π) and σ
(
Sh,H

)
=

σd
(
Sh,H

)
(see [114, Th. 2.7.4]). The operator Sh,H possesses a infinite number of eigen-

values σd
(
Sh,H

)
= {λn}∞n=0 ⊂ R satisfying

λ0 < λ1 < · · · < λn →∞, n→∞,
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and each eigenvalue λn is simple (see Chapter 1 of [52] and [106]). For λ ∈ C, we take

ρ ∈ C+ such that λ = ρ2 and denote ϕ(ρ, x) := ch(ρ, x). Then ϕ(ρ, x) satisfies the first

boundary condition and V ϕ(ρ, x) = 0 iff ϕ(ρ, x) is an eigenfunction iff ρ2 ∈ σd
(
Sh,H

)
.

Then we have the sequence {ρn}∞n=0 ⊂ R ∪ iR such that ρ2
n = λn for all n ∈ N0. For each

n ∈ N0, the eigenspace associated to λn is generated for ϕ(ρn, x) and this eigenfunction

is real valued (see [52, Ch. I] ). The eigenfunction ϕ(ρn, x) is said to be normalized at the

origin and we define the norming constant

αn :=

∫ π

0

ϕ2(ρn, x)dx. (1.34)

Thus, the set
{
ϕ(ρn,x)√

αn

}∞
n=0

is an orthonormal basis for L2(0, π) (see [52, Th. 1.2.1]). The

sequence of pairs {λn, αn}∞n=0 is called the spectral data of the problem (1.32), (1.33).

The direct spectral problem associated to (1.32), (1.33) consists of finding the eigenvalues

{λn}∞n=0 and the corresponding eigenfunctions {ϕ(ρn, x)}∞n=0. The inverse spectral prob-

lem associated to the Schrödinger equation (1.32) is the following:

Inverse problem: Given an increasing sequence of real numbers {λn}∞n=0 that

tends to infinity and a sequence of positive numbers {αn}∞n=0, find a real valued func-

tion q ∈ L2(0, π) and constants h,H ∈ R such that {λn, αn}∞n=0 be the spectral data of

(1.32),(1.33).

The following theorem establishes the necessary and sufficient conditions for a set

{λn, αn}∞n=0 to be the spectral data of a Sturm-Liouville problem.

Theorem 27 ([52]). The set {λn, αn}∞n=0 is the spectral data of a problem (1.32), (1.33)

iff the following asymptotics hold:

ρn = n+
ω

πn
+
kn
n
, {kn} ∈ `2, (1.35)

αn =
π

2
+
Kn

n
, {Kn} ∈ `2, (1.36)

where ω = h+H +
1

2

∫ π

0

q(s)ds.

Denote G(x, t) = KC
h (x, t), in such a way that

ϕ(ρ, x) = cos(ρx) +

∫ x

0

G(x, t) cos(ρt)dt. (1.37)
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According to (1.22) and (1.27) we have

G(x, x) = h+
1

2

∫ x

0

q(s)ds, and G(0, 0) = h. (1.38)

Suppose that {ρn}∞n=0 and {αn}∞n=0 satisfy the asymptotic relations (1.35) and (1.36),

respectively. Define the function

A(x) :=
cos(ρ0x)

α0

− 1

π
+
∞∑
n=1

(
cos(ρnx)

αn
− 2

cos(nx)

π

)
. (1.39)

The following result improves the properties of A obtained in [52, Lemma 1.5.4].

Lemma 28. The function A ∈ H1(−π, 2π).

Proof. Denote δn := ρn − n and note that

cos(ρnx)

αn
− 2

cos(nx)

π
=

2

π
(cos(ρnx)− cos(nx)) +

(
1

αn
− 2

π

)
cos(ρnx)

and

cos(ρnx)− cos(nx) = cos(nx+ δnx)− cos(nx)

= cos(nx) cos(δnx)− sin(nx) sin(δnx)− cos(nx)

= cos(nx) (cos(δnx)− 1)− (sin(δnx)± δnx) sin(nx)

= 2 sin2

(
δnx

2

)
cos(nx)− δnx sin(nx)− (sin(δnx)− δnx) sin(nx)

Substituting this expressions in (1.39) we have

A(x) =
cos(ρ0x)

α0

− 1

π
+ A1(x)− 2ωx

π2

∞∑
n=1

sin(nx)

n
, (1.40)

where

A1(x) =
∞∑
n=1

(
1

αn
− 2

π

)
cos(ρnx) +

4

π

∞∑
n=1

sin2

(
δnx

2

)
cos(nx)

− 2

π

∞∑
n=1

(sin(δnx)− δnx) sin(nx)− 2

π

∞∑
n=1

kn
n

sin(nx).

Since {kn
n
}, {Kn

n
} ∈ `1, 1

αn
− 2

π
= O

(
Kn
n

)
and the rest of the sums have terms of order

O
(

1
n2

)
, then the series of A1 converges absolutely and uniformly on [−2π, 2π]. Differen-

33



tiating the terms of the series we have((
1

αn
− 2

π

)
cos(ρnx)

)′
=O (Kn) sin(ρnx) = O (Kn) sin(nx) +O

(
Kn

n

)
,(

2 sin2

(
δnx

2

)
cos(nx)

)′
=

1

2
sin(δnx) cos(nx)− n sin2

(
δnx

2

)
sin(nx)

=O

(
1

n

)
cos(nx) +O

(
1

n

)
sin(nx),

((sin(δnx)− δnx) sin(nx))′ = (δn cos(δnx)− δn) sin(nx) + n(sin(δnx)− δnx) cos(nx)

=O

(
1

n3

)
sin(nx) +O

(
1

n2

)
cos(nx).

Since
{

1
2π

sin(nx)
}∞
n=1

and
{

1
2π

cos(nx)
}∞
n=1

are orthonormal sequences in L2(−2π, 2π),

then the series of derivatives of A1 converges in L2(−2π, 2π), and then A1 ∈ H1(−2π, 2π).

In particular A1 ∈ H1(−π, 2π).

On the other hand, the series
∑∞

n=1
sin(nx)
n

converges in L2(−2π, 2π) (and hence in

L2(−π, 2π)). Furthermore, for −π < x < 2π, −2ωx

π2

∞∑
n=1

sin(nx)

n
= −ω|x|(π − |x|)

π2
and

this function belongs to H1(−π, 2π). In this way A ∈ H1(−π, 2π). Q.E.D.

Let us define F (x, t) = A(x−t)−A(x+t)
2

, for 0 6 x, t 6 π, it is

F (x, t) =
sin(κnx) sin(κnt)

αn
−sin(nx) sin(nt)

π
+
∞∑
n=1

(
sin(κnx) sin(κnt)

αn
− 2

sin(nx) sin(nt)

π

)
.

(1.41)

By Lemma 28, F (x, t) admits a continuous representative for 0 6 x, t 6 π and d
dx
F (x, x) ∈

L2(0, π). The following theorem is a compilation of results shown in [52, Sec. 1.5].

Theorem 29. For every x ∈ (0, π), the kernel G(x, t) satisfies the Fredholm integral

equation

G(x, t) + F (x, t) +

∫ x

0

G(x, s)F (s, t)ds = 0, 0 < t < x. (1.42)

Reciprocally, if {ρn}∞n=0 and {αn}∞n=0 are sequences satisfying the asymptotic relations

(1.35) and (1.36), then for every x ∈ (0, π] fixed, Eq. (1.42) possesses a unique solution

G(x, ·) ∈ L2(0, x). Moreover, G(x, x) ∈ H1(0, π), and if we take

q(x) =
d

dx
G(x, x), h = G(0, 0), H = ω − h− 1

2

∫ π

0

q(s)ds, (1.43)

hence {ρ2
n, αn}∞n=0 are the direct spectral data of the Sturm-Liouville problem (1.32),

(1.33).
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Eq. (29) is called the Gelfand-Levitan equation. The Gelfand-Levitan equation was

derived in [55] and reduces the inverse Sturm-Liouville problem to the solution of a Fred-

holm integral equation of the second kind.

Remark 30. The Gelfand-Levitan equation can be written in the form

G(x, t) = −TC [F ](x, t),

and hence the function F (x, t) is the preimage of G(x, t) under the transmutation operator

TC.

For every x ∈ (0, π] fixed, Eq. (29) is a Fredholm integral equation, then the

methods developed in Subsection 1.1.3 are applicable. Specifically, according to Remark

7, it is enough to develop the kernel G(x, t) as a Fourier series for a certain orthonor-

mal basis. Choosing the orthogonal basis of L2(0, x) given by the Legendre polynomials{
P2n

(
t
x

)}∞
n=0

, the kernel G(x, t) admits the Fourier-Legendre series representation

G(x, t) =
∞∑
n=0

gn(x)

x
P2n

(
t

x

)
. (1.44)

The idea of representing the kernel G(x, t) as a Fourier-Legendre series was developed in

[81], and its application to the solution of the inverse spectral problem in [76]. This tech-

nique has been developed for different types of problems associated with the Schrödinger

equation [39, 78, 92]. In fact, the following relations hold

q(x) =
g′′0(x)

g0(x) + 1
, h = g′0(0). (1.45)

(See [78], Th. 9.2 and Cor. 9.1). In this way, to solve the inverse problem it is only

necessary to compute the first coefficient g0(x), and then recover q and h using the formulas

(1.45). H is recovered by means of (1.43).

1.4.3 The Sturm-Liouville equation in impedance form

Let I ⊂ R be an open interval (possibly infinite). The Sturm-Liouville equation in

impedance form (SLEIF, for short) is the second-order linear ordinary differential equation

d

dx

(
p(x)

du

dx

)
+ λp(x)u = 0, x ∈ I, λ ∈ C. (1.46)
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The function p ∈ ACloc(I) is called the principal coefficient and we assume that p(x) 6= 0

for all x ∈ I. The complex number λ is called the spectral parameter. Eq. (1.46) can be

written as

− u′′ + q(x)u′ = λu, (1.47)

where

q(x) := −p
′(x)

p(x)
. (1.48)

The function q is called the potential of Eq. (5.1). By the properties of p, the potential

q ∈ L1
loc(I). Choosing x0 ∈ I we have the relation

p(x) = p(x0) exp

(
−
∫ x

x0

q(s)

)
. (1.49)

Note that if P = αp, for some α ∈ C, the coefficient P generates the same equation and

potential that p. For this reason, in certain problems it is convenient to use a normalized

coefficient p at the point x0 ∈ I. Such normalization is given by p(x0) = 1.

The impedance function of Eq. (1.46) (associated to the normalized coefficient p) is

given by

a(x) :=
√
p(x) = exp

(
−1

2

∫ x

x0

q(s)ds

)
, from where q(x) = −2

a′(x)

a(x)
. (1.50)

Depending on the problem under consideration, it is sometimes more convenient to work

with a instead of p.

Note that p, 1
p
∈ L1

loc(I), hence Eq. (1.46) possesses two linearly independent solutions

u1, u2 ∈ W 2,1
loc (I) such that {u1, u2} is a fundamental set of solutions for (1.46) (any

solution of (1.46) can be expressed as a linear combination of u1 and u2, see [146, Th.

2.2.1] and [12, Cor. 4.1.2]). Denote the differential operator

L := − 1

p(x)
Dp(x)D = −D2 − q(x)D.

For u, v ∈ W 2,1
loc (I) we denote the p-Wronskian Wp[u, v](x) :=

∣∣∣∣∣∣ u(x) v(x)

p(x)u′(x) p(x)v′(x)

∣∣∣∣∣∣. Note

that

d

dx
Wp[u, v](x) =

d

dx
(upv′ − pu′v) = (pv′)′u+ pu′v′ − (pu′)′v − pu′v′ = (pv′)′u− (pu′)′v,
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from where we obtain the Lagrange identity

d

dx
Wp[u, v](x) = p(x)v(x)Lu(x)− p(x)u(x)Lv(x). (1.51)

In particular, if u, v ∈ W 2,1
loc (I) are solutions of (5.1), Wp[u, v] is constant. The set {u, v}

is a fundamental set of solutions iff Wp[u, v] 66= 0.

Note 31. It is possible to formulate the concept of a weak solution for Eq. (1.46) (see

[19, Sec. 8.4]). However, in [16, Prop. 2] it was proved that every weak solution belongs

to space W 2,1
loc (I) and satisfies the equation a.e. x ∈ I.

37



Chapter 2

Gelfand-Levitan equation and

solution of the inverse Dirichlet

problem for the one dimensional

Schrödinger equation

Let q ∈ L2(0, π) be real-valued. In this chapter we consider the Schrödinger equation

(1.32) with the Dirichlet conditions

u(0) = u(π) = 0. (2.1)

We obtain a Gelfand-Levitan equation similar to Eq. (29). Once the equation is deduced,

the methods developed in Subsection 1.1.3 are applied to obtain an algorithm for solving

the inverse spectral problem.

2.1 Properties of the Sturm-Liouville problem with

Dirichlet condition

Let us associate to the problem (1.32), (2.1) an unbounded operator in the Hilbert space

L2(0, π). Let SD : D (SD) ⊂ L2(0, π)→ L2(0, π) be the operator whose action is given by

Su and with the domain D (SD) = H2(0, b)∩H1
0 (0, b). The operator SD is densely defined
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and self-adjoint in L2(0, π), with purely discrete spectrum σd (LD) = {λn}∞n=1 satisfying

λ1 < λ2 < · · · < λn →∞, n→∞, (2.2)

(see [114, Th. 2.7.4] or [52, Ch. I]). The eigenvalues can be characterized in the following

way. Consider the solution S(ρ, x) of (1.32) satisfying the initial conditions (1.31). Then

λ ∈ σd (LD) iff λ = ρ2, where ρ is a root of the characteristic equation

S(ρ, π) = 0. (2.3)

A corresponding eigenfunction of λn = ρ2
n is S(ρn, x). However, it is convenient to use the

eigenfunctions Ŝ(ρn, x), where Ŝ(ρ, x) := ρS(ρ, x). Thus, the eigenspace associated to λn

is generated by Ŝ(ρn, x) and we define the norming constant

αn :=

∫ π

0

∣∣∣Ŝ(ρn, x)
∣∣∣2 dx. (2.4)

In this way,
{

1√
αn
Ŝ(ρn, x)

}∞
n=1

is an orthonormal basis for L2(0, π) (see [114, Th. 2.7.4]).

Furthermore, if φ ∈ AC[0, π], then

φ(x) = lim
N→∞

N∑
n=1

Ŝ(ρn, x)

αn

∫ π

0

φ(t)Ŝ(ρn, t)dt, (2.5)

uniformly on x ∈ [0, π] (see [52, Th. 1.2.1]). For example, when q ≡ 0, λn = n2,

Ŝ(n, x) = sin(nx) and αn = π
2

for all n ∈ N.

Inverse problem. Given an increasing bounded from bellow sequence {λn}∞n=1 that

tends to infinity and a sequence of positive numbers {αn}∞n=1, find a real-valued function

q ∈ L2(0, π) such that {λn}∞n=1 be the spectrum of the Dirichlet problem (1.32),(2.1) and

{αn}∞n=1 its sequence of norming constants.

The sequence of pairs {λn, αn}∞n=1 is called the spectral data of the Dirichlet problem

(1.32),(2.1).

2.2 Gelfand-Levitan equation

A necessary condition for the sequence {λn}∞n=1 to be the eigenvalues of a Dirichlet prob-

lem, is that the sequence {ρn}∞n=1 with ρn :=
√
λn (choosing the branch of the square root
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with arg λn ∈ (−π, π]) satisfies the asymptotic relation

ρn = n+
ω

πn
+
kn
n

where {kn} ∈ `2 and ω =
1

2

∫ π

0

q(s)ds (2.6)

(see [52, pp. 13]). A similar condition for the norming constants is established.

Theorem 32. The norming constants {αn}∞n=1 satisfy the asymptotic relation

αn =
π

2
+
Kn

n
where {Kn} ∈ `2. (2.7)

Proof. The solution Ŝ(ρ, x) satisfies the integral equation

Ŝ(ρ, x) = sin(ρx) +

∫ x

0

sin(ρ(x− t))
ρ

q(t)Ŝ(ρ, t)dt (2.8)

and the asymptotic relation

Ŝ(ρ, x) = sin(ρx) +O

(
ex|Im ρ|

|ρ|

)
, |ρ| → ∞. (2.9)

(see [52, pp. 10-15]). Substitution of the asymptotic relation (2.9) into (2.8) and the

relation sin(z)
z

= O
(
e|Im z|

|z|

)
lead us to

Ŝ(ρ, x) = sin(ρx) +

∫ x

0

sin(ρ(x− t))
ρ

q(t) sin(ρt)dt+

∫ x

0

sin(ρ(x− t))
ρ

q(t)O

(
et|Im ρ|

|ρ|

)
dt

= sin(ρx) +

∫ x

0

cos(ρ(x− 2t))− cos(ρx)

2ρ
q(t)dt

+

∫ x

0

q(t)O

(
e(x−t)|Im ρ|

|ρ|

)
O

(
et|Im ρ|

|ρ|

)
dt

= sin(ρx) +
cos(ρx)

2ρ
Q(x) +

1

2ρ

∫ x

0

cos(ρ(x− 2t))q(t) +O

(
ex|Im ρ|

|ρ|2

)
,

with Q(x) =
∫ x

0
q(t)dt. In particular, for ρn we have the asymptotics

Ŝ(ρn, x) = sin(ρnx) +
cos(ρnx)

2ρn
Q(x) +

1

2ρn

∫ x

0

cos(ρn(x− 2t))q(t)dt+O

(
1

n2

)
, (2.10)

because ρn = O(n), n→∞ by (2.6). Writing (2.6) as ρn = n+ εn
n

with εn := ω
π

+ kn, we

deduce the following relations:

cos(ρnx) = cos(nx) cos
(εn
n
x
)
− sin(nx) sin

(εn
n
x
)

= cos(nx) + cos(nx)
(

cos
(εn
n
x
)
− 1
)
− sin(nx) sin

(εn
n
x
)

= cos(nx) +O

(
1

n2

)
+O

(
1

n

)
,
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and in a similar way sin(nx) = sin(nx) + cos(nx) sin
(εn
n
x
)

+O

(
1

n2

)
.

Substituting these asymptotics in (2.10) we obtain

Ŝ(ρn, x) = sin(nx) +
ξn(x)

n
,

where

ξn(x) = n cos(nx) sin
(εn
n
x
)

+
n cos(nx)

2ρn
Q(x) +

n

2ρn

∫ x

0

cos(n(x− 2t))q(t)dt+O

(
1

n

)
.

(2.11)

Note that the sequence of functions {ξn(x)} is uniformly bounded in the whole segment

[0, π]. Now, we deduce that

αn =

∫ π

0

∣∣∣Ŝ(ρn, x)
∣∣∣2 dx =

∫ π

0

sin2(nx)dx+ Re

(
2

n

∫ π

0

sin(nx)ξn(x)

)
+

1

n2

∫ π

0

|ξn(x)|2dx

=
π

2
+ Re

(
2

n

∫ π

0

sin(nx)ξn(x)

)
+O

(
1

n2

)
.

Then αn = π
2

+ Kn
n

, where

Kn = Re

(
2

∫ π

0

sin(nx)ξn(x)

)
+O

(
1

n

)
= Re

(
2n

∫ π

0

sin(nx) cos(nx) sin
(εn
n
x
)
dx+

2n

ρn

∫ π

0

sin(nx) cos(nx)Q(t)dt

+
2n

ρn

∫ π

0

sin(nx)

[∫ x

0

cos(n(x− 2t))q(t)dt

]
dx

)
+O

(
1

n

)
.

Developing the integrals involved we obtain

2n

∫ π

0

sin(nx) cos(nx) sin
(εn
n
x
)
dx = n

∫ π

0

sin(2nx) sin
(εn
n
x
)
dx

= n

(
sin
((

2n− εn
n

)
π
)

2n− εn
n

−
sin
((

2n+ εn
n

)
π
)

2n+ εn
n

)

= O(1)
(

2 sin
(εn
n
π
))

= O

(
1

n

)
,

2

∫ π

0

sin(nx) cos(nx)Q(x)dx =

∫ π

0

sin(2nx)Q(x)dx = 〈sin(2n·), Q〉L2(0,π),

and the sequence {〈sin(2n·), Q〉L2(0,π)} ∈ `2 because {sin(2nx)}∞n=0 is an orthonormal
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sequence in L2(0, π). Finally, taking I =
∫ π

0
sin(nx)

[∫ x
0

cos(n(x− 2t))q(t)dt
]
dx we have

I = −cos(nπ)

n

∫ π

0

cos(n(π − 2t))q(t)dt+

∫ π

0

cos(nx)

n

[
q(x) + n

∫ x

0

sin(n(x− 2t))q(t)dt

]
dx

=

∫ π

0

cos(nx)

[∫ x

0

sin(n(x− 2t))q(t)dt

]
dx+O

(
1

n

)
= −

∫ π

0

sin(nx)

[∫ x

0

cos(n(x− 2t))q(t)dt

]
dx+O

(
1

n

)
,

hence I = O
(

1
n

)
, and since n

κn
= O(1), we conclude that {Kn} ∈ `2. Q.E.D.

Define the function

AD(x) :=
∞∑
n=1

(
cos(ρnx)

αn
− 2

cos(nx)

π

)
(2.12)

According to Lemma 28, AD ∈ H1(−π, 2π). Let us define FD(x, t) = AD(x−t)−AD(x+t)
2

for

0 6 x, t 6 π, it is

FD(x, t) =
∞∑
n=1

(
sin(ρnx) sin(ρnt)

αn
− 2

sin(nx) sin(nt)

π

)
. (2.13)

By Lemma 28, FD(x, t) admits a continuous representative for 0 6 x, t 6 π and d
dx
F (x, x) ∈

L2(0, π). Note that FD(x, t) = FD(t, x). For N ∈ N we denote

FD,N(x, t) =
N∑
n=1

(
sin(ρnx) sin(ρnt)

αn
− 2

sin(nx) sin(nt)

π

)
.

It is clear that FD,N(x, t) converges weakly in t to FD(x, t), i.e., for all φ ∈ AC[0, π],∫ π
0
φ(t)FN(x, t)dt→

∫ π
0
φ(t)F (x, t)dt for every x ∈ (0, π].

By (1.29), we can write Ŝ(ρ, x) as

Ŝ(ρ, x) = sin(ρx) +

∫ x

0

G(x, t) sin(ρt)dt, (2.14)

where G(x, t) = KS(x, t). We deduce a Gelfand-Levitan equation for the transmutation

kernel G(x, t).

Theorem 33. For every x ∈ (0, π] fixed, the kernel G(x, t) satisfies the Gelfand-Levitan

equation

G(x, t) + FD(x, t) +

∫ x

0

G(x, s)FD(s, t)ds = 0, 0 < t < x. (2.15)
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Proof. Consider (2.14) as a Volterra integral equation. Since the inverse of a Volterra

integral operator is also a Volterra integral operator, we can write

sin(ρx) = Ŝ(ρ, x) +

∫ x

0

H(x, t)Ŝ(ρ, t)dt, (2.16)

where H(x, t) is a continuos function (actually, since G is absolutely continuous in both

variables, H also). Then for each N ∈ N0 we have the equalities

Ŝ(ρn, x) sin(ρnt)

αn
=

sin(ρnx) sin(ρnt)

αn
+

∫ x

0

G(x, s)
sin(ρns) sin(ρnt)

αn
ds,

Ŝ(ρn, x) sin(ρnt)

αn
=
Ŝ(ρnx)Ŝ(ρnt)

αn
+

∫ t

0

H(t, s)
Ŝ(ρn, s)Ŝ(ρn, x)

αn
ds.

From this, we obtain

Ŝ(ρn, x)Ŝ(ρn, t)

αn
− 2 sin(nx) sin(nt)

π
=
Ŝ(ρn, x) sin(ρnt)

αn
−
∫ t

0

H(t, s)
Ŝ(ρn, s)Ŝ(ρn, x)

αn
ds

− 2 sin(nx) sin(nt)

π

=
sin(ρnx) sin(ρnt)

αn
− 2 sin(nx) sin(nt)

π

+

∫ x

0

G(x, s)
sin(ρns) sin(ρnt)

αn
ds

−
∫ t

0

H(t, s)
S(κn, s)S(ρn, x)

αn
ds

±
∫ x

0

G(x, s)
2 sin(ns) sin(nt)

π
ds

If we denote ΦN(x, t) :=
N∑
n=1

(
Ŝ(ρn, x)Ŝ(ρn, t)

αn
− 2 sin(nx) sin(nt)

π

)
, hence

ΦN(x, t) = FD,N(x, t) +
4∑

k=2

Ik,N(x, t), (2.17)

where

I2,N(x, t) :=
N∑
n=1

∫ x

0

G(x, s)
2 sin(ns) sin(nt)

π
ds,

I3,N(x, t) :=

∫ x

0

G(x, s)FD,N(s, t)ds,

I4,N(x, t) := −
N∑
n=1

∫ t

0

H(t, s)
Ŝ(ρn, s)S(ρn, x)

αn
ds.
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Take φ ∈ AC[0, π]. Multipliying (2.17) by φ and using (2.5) we obtain the following limits

uniformly for x ∈ (0, π]:

lim
N→∞

∫ π

0

φ(t)ΦN(x, t)dt = 0,

lim
N→∞

∫ π

0

φ(t)FD,N(x, t)dt =

∫ π

0

φ(t)FD(x, t)dt,

lim
N→∞

∫ π

0

φ(t)IN,2(x, t)dt = lim
N→∞

∫ π

0

φ(t)

(
N∑
n=1

2 sin(nt)

π

∫ x

0

G(x, s) sin(ns)ds

)
dt

= lim
N→∞

∫ x

0

G(x, s)

(
N∑
n=1

2 sin(ns)

π

∫ π

0

φ(t) sin(nt)dt

)
ds

=

∫ x

0

G(x, s)φ(s)ds.

lim
N→∞

∫ π

0

φ(t)I3,N(x, t)dt = lim
N→∞

∫ π

0

φ(t)

(∫ x

0

G(x, s)FD,N(s, t)ds

)
dt

= lim
N→∞

∫ x

0

G(x, s)

(∫ π

0

φ(t)FD,N(s, t)ds

)
dt

=

∫ x

0

G(x, s)

(∫ π

0

φ(t)FD(s, t)ds

)
dt =

∫ π

0

φ(t)

(∫ x

0

G(x, s)FD(s, t)ds

)
dt

lim
N→∞

∫ π

0

φ(t)I4,N(x, t)dt = − lim
N→∞

N∑
n=1

Ŝ(ρn, x)

αn

∫ π

0

φ(t)

(∫ t

0

H(t, s)Ŝ(ρn, s)ds

)
dt

= − lim
N→∞

N∑
n=1

Ŝ(ρn, x)

αn

∫ π

0

∫ π

s

φ(t)H(t, s)Ŝ(ρn, s)dtds

= − lim
N→∞

N∑
n=1

Ŝ(ρn, x)

αn

∫ π

0

Ŝ(ρn, s)

(∫ π

s

φ(t)H(t, s)dt

)
ds

=

∫ π

x

H(t, x)φ(t)dt.

Extend G(x, t) = H(x, t) = 0 for t < x. Then∫ π

0

{
G(x, t) + FD(x, t) +

∫ x

0

G(x, s)FD(s, t)ds−H(x, t)

}
φ(t)dt = 0.

Due to the arbitrariness of φ ∈ AC[0, π], we conclude that

G(x, t) + FD(x, t) +

∫ x

0

G(x, s)FD(s, t)ds−H(x, t) = 0 for x, t ∈ [0, π].

In particular, for t < x we obtain (2.15). Q.E.D.

Remark 34. Note that for x ∈ (0, π] fixed, Eq. (2.15) is a Fredholm integral equation

of the second kind. Since AD admits a continuous representative in [−π, 2π], the kernel
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F ∈ L2 ((0, x)× (0, x)). Furthermore, for x ∈ (0, π], Eq. (2.15) has a unique solution.

By the Freedholm alternative, it is enough to show that for g ∈ L2(0, x) the equation

g(t) +

∫ x

0

F (s, t)g(s)ds = 0,

has only the trivial solution. Indeed, multiplying by g(s) and integrating we obtain∫ x

0

g2(t)ds+

∫ x

0

∫ x

0

F (s, t)g(s)g(t)dsdt = 0.

Considering the extension g̃(t) = g(t)χ(0,π)(t) (where χ(0,π) is the characteristic equation

of the interval (0, π)) we obtain the equality∫ π

0

g̃2(t)ds+
∞∑
n=1

(
1

αn

(∫ π

0

g̃(s) sin(ρns)ds

)2

− 2

π

(∫ π

0

g̃(s) sin(ns)ds

)2
)

= 0.

Since

{
sin(ns)√

π
2

}∞
n=1

is an orthonormal basis in L2(0, π), by the Parseval identity

∫ π

0

g2(s)ds =

∞∑
n=1

2

π

(∫ π

0

g̃(s) sin(ns)ds

)2

, thus
∞∑
n=0

1

αn

(∫ π

0

g̃(s) sin(ρns)ds

)2

= 0. Since αn > 0 for

all n ∈ N, we conclude that∫ π

0

g̃(s) sin(ρns)ds = 0 ∀n ∈ N.

Under the conditions (2.6) on the sequence {ρn}∞n=1 the system {sin(ρn)}∞n=1 is complete

in L2(0, π) (see [143, pp. 122] ). Hence g̃(s) = 0 a.e. in (0, π), and the equation has only

the trivial solution.

2.3 Solution of the inverse problem

Fix x ∈ (0, π]. Since G(x, ·) ∈ L2(0, x), it admits a Fourier-Legendre series

G(x, t) =
∞∑
n=0

bn(x)

x
P2n+1

(
t

x

)
. (2.18)

The choice of the odd polynomials is due to condition G(x, 0) = 0. The series (2.18)

converges with respect to the variable t in L2(0, x). Furthermore, for q ∈ C[0, π], the

series converges uniformly for 0 < x 6 π, t ∈ [0, x] (see [81, Th. 3.3])
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Remark 35. The potential q(x) can be recovered from the first Fourier-Legendre coeffi-

cient b0(x) by the formula

q(x) =
(xb0(x))′′

x(b0(x) + 3)
. (2.19)

Indeed, multiplying (2.18) by P1

(
t
x

)
, integrating form 0 to x with respect to t and using

the L2(0, x)-convergence of series (2.18), we obtain

b0(x) = 3

∫ x

0

G(x, t)P1

(
t

x

)
dt =

3

x
(TS[x]− x) . (2.20)

Note that S(ρ, x) = TS
[

sin(ρx)
ρ

]
and sin(ρx)

ρ

∣∣
ρ=0

= x, then we have the relation TS[x] =

S(0, x). In this way

b0(x) =
3

x
(S(0, x)− x) , or S(0, x) = x

(
b0

3
+ 1

)
.

Applying the Schrödinger operator S to both sides of the equality we obtain

0 =
1

3
S[xb0 + 3] = −(xb0)′′ + q(x)(xb0 + 3),

from where we obtain (2.19).

2.3.1 A infinite system for the the Fourier-Legendre coefficients

Following [71], we improve the convergence of series (2.12) in the following way. In the

proof of Lemma 28 we see that AD(x) = A1(x)− 2ωx
π2

∞∑
n=1

sin(nx)

n
, where A1 converges ab-

solutely and uniformly on [−π, 2π]. Then, using that −2ωx
π2

∞∑
n=1

sin(nx)

n
= −ω|x|(π − |x|)

π2
,

we can write a in the form

AD(x) =
∞∑
n=1

(
cos(ρnx)

αn
− 2 cos(nx)

π
+

2ωx

π2

sin(nx)

n

)
− ω

π2
|x|(π − |x|) (2.21)

The series in (2.21) converges absolutely and uniformly on x ∈ [−π, 2π]. Hence, for

0 6 x, t 6 π we have
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FD(x, t) =
AD(x− t)− AD(x+ t)

2

=− ω

2π2
(|x− t|(π − |x− t|)− |x+ t|(π − |x+ t|))

+
∞∑
n=1

[
cos(ρn(x− t))− cos(ρn(x+ t))

2αn
− cos(n(x− t))− cos(n(x+ t))

π

+

(
ω(x− t)

π2

sin(n(x− t))
n

− ω(x+ t)

π2

sin(n(x+ t))

n

)]
=

ω

2π2

(
π(|x+ t| − |x− t|) + |x− t|2 − |x+ t|2

)
+
∞∑
n=1

[
sin(ρnx) sin(ρnt)

αn
− 2 sin(nx) sin(nt)

π

− 2ω

π2n
(x cos(nx) sin(nt) + sin(nx)x cos(nx))

]

Since x, t > 0, then |x + t| − |x − t| = x + t − |x − t| = 2 min(x, t), hence we obtain the

representation

FD(x, t) =
ω

π2
(πmin(x, t)− 2xt) +

∞∑
n=1

[
sin(κnx) sin(κnt)

αn
− 2 sin(nx) sin(nt)

π

− 2ω

π2n
(x cos(nx) sin(nt) + sin(nx)x cos(nx))

]
(2.22)

The series in (2.22) converges absolutely and uniformly for 0 6 x, t 6 π. Now we

use the ideas developed in subsection 1.2 to obtain an infinite system of linear algebraic

equations for the Fourier-Legendre coefficients {bn(x)}∞n=0, in a similar way as for the

Neumann problem (see [76, 78, 92]).

Theorem 36. For every x ∈ (0, π] fixed, the coefficients {bn(x)}∞n=0 of the series expansion

(2.18) satisfy the infinite system of linear algebraic equations

bm(x)

(4m+ 3)x
+
∞∑
n=0

Am,n(x)bn(x) = Bm(x), for m ∈ N0, (2.23)
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where

Am,n(x) =−
2ωx2δ(n,0)δ(m,0)

9π2
− ωx

8π

[
δ(n+1,m)(
2n+ 3

2

)
3

−
2δ(n,m)

(2n+ 1)3

+
δ(n−1,m)(
2n− 1

2

)
3

]

+ (−1)m+n

∞∑
k=1

[(
j2n+1(ρkx)j2m+1(ρkx)

αk
− 2j2n+1(kx)j2m+1(kx)

π

)
(2.24)

− 2ω

π2k

((
2n+ 1

k
j2n+1(kx)− xj2n+2(kx)

)
j2m+1(kx)

+ j2n+1(kx)

(
2m+ 1

k
j2m+1(kx)− xj2m+2(kx)

))]
,

and

Bm(x) =
ωx

3π2
(2x− π)δ(m,0) + (−1)m

∞∑
k=1

[
2 sin(kx)j2m+1(kx)

π
− sin(ρkx)j2m+1(ρkx)

αk

+
2ω

π2k

(
sin(kx)

(
2m+ 1

k
j2m+1(kx)− xj2m+2(kx)

)
+ x cos(kx)j2m+1(kx)

)]
.

(2.25)

Proof. Fix x ∈ (0, π]. Thus, the Gelfand-Levitan equation (2.15) is a Fredholm integral

equation of the second kind. By Remak 7 and (1.4), (2.15), it is equivalent to the infinite

system of algebraic equations

ξj(x) +
∞∑
k=0

cj,k(x)ξk(x) = yj(x), (2.26)

where, according to (1.10) and (1.16), we have

ξj =
bj(x)√

4j + 3
√
x
,

cj,k =
√

4j + 3
√

4k + 3x

∫ π

0

∫ π

0

FD(s, t)P2k+1

( s
x

)
P2j+1

(
t

x

)
dsdt,

yj = −
√

4j + 3
√
x

∫ π

0

FD(x, t)P2j+1

(
t

x

)
dt.

If we define

Am,n(x) :=

∫ π

0

∫ π

0

FD(s, t)P2n+1

( s
x

)
P2m+1

(
t

x

)
dsdt

x2
,

Bm(x) := −
∫ π

0

FD(x, t)P2m+1

(
t

x

)
dt

x
,
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hence the infinite system (2.23) is equivalent to the normalized one (2.26). By Remark

(4), the series in (2.23) converge pointwise. Now we compute the matrix Am,n(x) and the

right-hand side Bm(x). We denote Tn(x, t) :=
∫ x

0
FD(s, t)P2n+1

(
s
x

)
ds
x

. Thus,

Tn(x, t) =

∫ x

0

FD(s, t)P2n+1

( s
x

) ds
x

=
ω

π2

(
π

∫ x

0

min{s, t}P2n+1

( s
x

) ds
x
− 2t

∫ x

0

sP2n+1

( s
x

) ds
x

)
+
∞∑
k=1

[(
sin(ρkt)

αk

∫ x

0

P2n+1

( s
x

)
sin(ρks)

ds

x
− 2 sin(kt)

π

∫ x

0

P2n+1

( s
x

)
sin(ks)

ds

x

)

− 2ω

π2k

(
sin(kt)

∫ x

0

P2n+1

( s
x

)
s cos(ks)

ds

x
+ t cos(kt)

∫ x

0

P2n+1

( s
x

)
sin(ks)

ds

x

)]
.

The exchange of the order of summation and integration is due to the uniform convergence

of the series in both variables s, t ∈ [0, π]. Using the formula 2.17.7 from ([119, pp. 433])∫ x

0

P2n+1

( s
x

)
sin(zs)

ds

x
= (−1)mj2n+1(zx), (2.27)

differentiating it with respect to z∫ x

0

P2n+1

( s
x

)
s cos(zs)

ds

x
= (−1)nxj′2n+1(zx) = (−1)n

(
2n+ 1

z
j2n+1(zx)− xj2n+2(zx)

)
,

and using that
∫ x

0
sP2n+1

(
s
x

)
ds
x

= δ(n,0)
x
3

we obtain

Tn(x, t) =
ω

π2

(
π

∫ x

0

min{s, t}P2n+1

( s
x

) ds
x
− 2xt

3
δ(n,0)

)
+
∞∑
k=1

(−1)n

[(
sin(ρkt)j2n+1(ρkx)

αk
− 2 sin(kt)j2n+1(kx)

π

)

− 2ω

π2k

(
sin(kt)

(
2n+ 1

k
j2n+1(kx)− xj2n+2(kx)

)
+ t cos(kt)j2n+1(kx)

)]
.

The integral

∫ x

0

min{s, t}P2n+1

( s
x

)
ds can be computed as follows. Let n > 0. Then

∫ x

0

min{s, t}P2n+1

( s
x

) ds
x

=

∫ t

0

sP2n+1

( s
x

) ds
x

+ t

∫ x

t

P2n+1

( s
x

) ds
x
.

Using the relations

Pm

( s
x

)
=

x

2m+ 1

d

ds

(
Pm+1

( s
x

)
− Pm−1

( s
x

))
,
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sPm

( s
x

)
= x

(
m+ 1

2m+ 1
Pm+1

( s
x

)
+

m

2m+ 1
Pm−1

( s
x

))
,

we obtain∫ t

0

s

x
P2n+1

( s
x

)
ds =

∫ x

0

(
2n+ 2

4n+ 3
P2n+2

( s
x

)
+

2n+ 1

4n+ 3
P2n

( s
x

))
ds

=
2n+ 2

4n+ 3

[
x

4n+ 5

(
P2n+3

( s
x

)
− P2n+1

( s
x

)) ∣∣∣t
0

]
+

2n+ 1

4n+ 3

[
x

4n+ 1

(
P2m+1

( s
x

)
− P2n−1

( s
x

)) ∣∣∣t
0

]
=x

[
2n+ 2

(4n+ 3)(4n+ 5)
P2n+3

(
t

x

)
+

P2n+1

(
t
x

)
(4n+ 1)(4n+ 5)

− 2n+ 1

(4n+ 1)(4n+ 3)
P2n−1

(
t

x

)]

(here we use the fact that P2m+1(0) = 0). On the other hand,

t

∫ x

t

P2n+1

( s
x

) ds
x

=
t

4n+ 3

[
P2n+2

( s
x

)
− P2n

( s
x

)] ∣∣∣x
t

=
1

4n+ 3

(
tP2n

(
t

x

)
− tP2n+2

(
t

x

))
=

x

4n+ 3

{[
2n+ 1

4n+ 1
P2n+1

(
t

x

)
+

2n

4n+ 1
P2n−1

(
t

x

)]

−
[

2n+ 3

4n+ 5
P2n+3

(
t

x

)
+

2n+ 2

4n+ 5
P2n+1

(
t

x

)]}

=x

[
− 2n+ 3

(4n+ 3)(4n+ 5)
P2n+3

(
t

x

)
+

P2n+1

(
t
x

)
(4n+ 1)(4n+ 5)

+
2n

(4n+ 1)(4n+ 3)
P2n−1

(
t

x

)]

(here we use the equality P2m(1) = 1). Thus,∫ x

0

min{s, t}P2n+1

( s
x

) ds
x

= x

[
−

P2n+3

(
t
x

)
(4n+ 3)(4n+ 5)

+
2P2n+1

(
t
x

)
(4n+ 1)(4n+ 5)

−
P2n−1

(
t
x

)
(4n+ 1)(4n+ 3)

]
.

(2.28)

Defining P−1 ≡ 0, one can verify that formula (2.28) is valid for n = 0 as well. Hence
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we obtain the formula

Tn(x, ξ) =− 2ωxt

3π2
δ(n,0) +

ωx

π

[
−

P2n+3

(
t
x

)
(4n+ 3)(4n+ 5)

+
2P2n+1

(
t
x

)
(4n+ 1)(4n+ 5)

−
P2n−1

(
t
x

)
(4n+ 1)(4n+ 3)

]
(2.29)

+ (−1)n
∞∑
k=1

[(
sin(κkt)j2n+1(κkx)

αk
− 2 sin(kt)j2n+1(kx)

π

)

− 2ω

π2k

(
sin(kt)

(
2n+ 1

k
j2n+1(kx)− xj2n+2(kx)

)
+ t cos(kt)j2n+1(kx)

)]
.

Thus, we have
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Am,n(x) =

∫ x

0

Tn(x, t)P2m+1

(
t

x

)
dt

x

=−
2ωxδ(n,0)

3π2

∫ x

0

tP2m+1

(
t

x

)
dt

x

+
ωx

π

[
−
∫ x

0
P2n+3

(
t
x

)
P2m+1

(
t
x

)
dt
x

(4n+ 3)(4n+ 5)

+
2
∫ x

0
P2n+1

(
t
x

)
P2m+1

(
t
x

)
dt
x

(4n+ 1)(4n+ 5)
−
∫ x

0
P2n−1

(
t
x

)
P2m+1

(
t
x

)
dt
x

(4n+ 1)(4n+ 3)

]

+ (−1)n
∞∑
k=1

[(
j2n+1(ρkx)

∫ x
0

sin(ρkt)P2m+1

(
t
x

)
dt
x

αk

−
2j2n+1(kx)

∫ x
0

sin(kt)P2m+1

(
t
x

)
dt
x

π

)

− 2ω

π2k

((
2n+ 1

k
j2n+1(kx)− xj2n+2(kx)

)∫ x

0

sin(kξ)P2m+1

(
t

x

)
dt

x

+ j2n+1(kx)

∫ x

0

t cos(kt)P2m+1

(
t

x

)
dt

x

)]

=−
2ωx2δ(n,0)δ(m,0)

9π2
+
ωx

π

[
−
〈P2n+3, P2m+1〉L2(0,1)

(4n+ 3)(4n+ 5)

+
2〈P2n+1, P2m+1〉L2(0,1)

(4n+ 1)(4n+ 5)
−
〈P2n−1, P2m+1〉L2(0,1)

(4n+ 1)(4n+ 3)

]

+ (−1)m+n

∞∑
k=1

[(
j2n+1(ρkx)j2m+2(ρkx)

αk
− 2j2n+1(kx)j2m+1(kx)

π

)

− 2ω

π2k

((
2n+ 1

k
j2n+1(kx)− xj2n+2(kx)

)
j2m+1(kx)

+ j2n+1(kx)

(
2m+ 1

k
j2m+1(kx)− xj2m+2(kx)

))]
.

Expanding the inner products we obtain formula (2.24) for Am,n(x), n,m ∈ N0.
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On the right-hand side, Bm(x) := −
∫ x

0
FD(x, t)P2m+1

(
t
x

)
dt
x

= −Tm(x, x), it is

Bm(x) =− ω

π2

(
π

∫ x

0

min{x, t}P2n+1

(
t

x

)
dt

x
− 2x2

3
δ(m,0)

)
−
∞∑
k=1

(−1)m

[(
sin(ρkx)j2n+1(ρkx)

αk
− 2 sin(kx)j2n+1(kx)

π

)

− 2ω

π2k

(
sin(kx)

(
2n+ 1

k
j2n+1(kx)− xj2n+2(kx)

)
+ x cos(kx)j2n+1(kx)

)]
.

Since t < x, then
∫ x

0
min{x, t}P2m+1

(
t
x

)
dt
x

=
∫ x

0
tP2n+1

(
t
x

)
dt
x

=
xδ(m,0)

3
, from where we

obtain (2.25). Q.E.D.

We emphasize that to recover the potential q it is enough to compute the coefficient

b0 and use relation (2.19).

For the numerical solution of system (2.23) it is natural to consider its reduced version,

i.e.,

bm(x)

(4m+ 3)x
+

M∑
n=0

Am,n(x)bn(x) = Bm(x), for m = 0,M. (2.30)

The following theorem is a consequence of Remark 7, Theorem 5 and Proposition 6.

Theorem 37. Fix x ∈ (0, π]. For M large enough the truncated system (2.30) has a

unique solution (b
(M)
0 (x), · · · , b(M)

m (x)) and

M∑
m=0

|bm(x)− b(M)
m (x)|2

4m+ 3
+

∞∑
m=M+1

|bm(x)|2

4m+ 3
→ 0, M →∞. (2.31)

In particular, it follows that

b
(M)
0 (x)→ b0(x), M →∞. (2.32)

Furthermore, the approximate solution UM =

{
b
(M)
k (x)√
4k+3

}M
k=0

of the normalized system

(2.26) is stable.

2.4 Numerical algorithm and examples

2.4.1 General algorithm

Given a finite set of spectral data {ρn, αn}N1
n=0 with ρn ∈ R, ρ2

n 6= ρ2
m for m 6= n and αn > 0

for n = 0, N1, we propose the following method for recovering the potential q, using the

normalized version (2.26) of system (2.23).
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1. Choose M ∈ N. For a set of points {xl} from (0, π], compute the approximate values

of the following functions for n,m = 0,M ,

B̃m(x) =(−1)m
√

(4m+ 1)x

N1∑
k=1

[
sin(ρkx)j2m+1(ρkx)

αk
− 2 sin(kx)j2m+1(kx)

π

+
2ω

π2k

(
sin(kx)

(
2m+ 1

k
j2m+1(kx)− xj2m+2(kx)

)
+ x cos(kx)j2m+1(kx)

)]
,

Ãm,n =(−1)n+m
√

(4m+ 1)(4n+ 1)x

N1∑
k=1

[(
2j2n+1(kx)j2m+1(kx)

π

− j2n+1(ρkx)j2m+1(ρkx)

αk

)

+
2ω

π2k

((
2n+ 1

k
j2n+1(kx)− xj2n+2(kx)

)
j2m+1(kx)

+ j2n+1(kx)

(
2m+ 1

k
j2m+1(kx)− xj2m+2(kx)

))]
,

B̂m,n =

B̃m,n + ωx
√

3x
3π2 (π − 2x), if m = n = 0,

B̃m,n, otherwise,

Âm,n =



Ãm,n + 2ωx3

3π2 − ωx2

π
· 2

5
, if m = n = 0,

Ãm,n + ωx2

π
· 1

(
√

4n+3)(4n+5)(
√

4n+7)
, if m = n+ 1,

Ãm,n − ωx2

π
· 2

(4n+1)(4n+5)
, if m = n,m > 0

Ãm,n + ωx2

π
· 1

(
√

4n−1)(4n+1)(
√

4n+3)
, if m = n− 1,

Ãm,n, otherwise.

2. Solve the system 
Ĉ0,0 Ĉ0,1 · · · Ĉ0,M

Ĉ1,0 Ĉ1,1 · · · Ĉ1,M

...
...

. . .
...

ĈM,0 ĈM,1 · · · ĈM,M




ξ̂0

ξ̂1

...

ξ̂M

 =


B̂0

B̂1

...

B̂M

 ,

where Ĉm,n = Âm,n −
δ(n,m)

4m+3
.

3. Compute b̂0(x) from ξ̂0(x) by b0(x) =
√

3xξ̂0(x).

4. Compute q in {xl} from b̂0 using (2.19).
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2.4.2 Numerical examples

We illustrate the performance of the algorithm. All the computations were performed

in Matlab R2021a. The potential q(x) was recovered using the first coefficient β0, which

was approximated by a spline using the routine spapi and differentiated twice using the

routine fnder.

In many formulas we need the values of the spherical Bessel functions jk(t) for a list of

indices k = 0,M for the same argument. A considerable speedup is achieved by applying

the backwards recursion formula

jn−1(t) =
2n+ 1

t
jn(t)− jn+1(t)

(see [9, 60]). So only jM−1(t) and jM(t) have to be computed using the Matlab function

besselj. Next, we show 3 examples, when the potential q is an smooth function, a

continuous H1(0, π)-function and a discontinuous function.

Example 38. Consider the potential q(x) = sin(2x), for 0 6 x 6 π. We compute 200

“exact” spectral data {ρn, αn}200
n=1 applying the method proposed in [81]. We take M = 4

and the number of spectral data Ns ∈ {11, 50, 100, 200}. In the right side of Figure 4.1

whe see the graphs of the absolute error |q − qNs|. On the left, the graphs of q and qNs

with Ns = 200. For Ns = 200, we obtain that ‖q − qNs‖L1(0,π) = 0.00351.
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Figure 2.1: On the left, the graphs of the exact potential q(x) = sin(2x) and the recovered

potential for Ns = 200. On the right, the graphs of the absolute error |qNs − q| for

Ns = 11, 50, 100, 200.
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Example 39. In this case, we take the “saw-tooth” potential

q(x) =

∫ x

0

sgn

(
sin

(
10t

4− t

))
dt. (2.33)

In this case q ∈ H1(0, π). Again, we take M = 4, but in this case we complete the spectral

data with an additional sequence of NA “asymptotic spectral data” {n + ω
πn
, π

2
}NA+Ns
n=Ns+1

to recover the potential qNA. In the left side of Figure 2.2 we see the potential q and

the recovered potential qNA with Ns = 20 exact data and NA = 500 asymptotic spectral

data. On the right side we see the absolute error |q − qNA|. In this case we obtain

‖q − qNA‖L1(0,π) = 0.095897. In the left side of Figure 2.3 we see the potential q and

the recovered potential qNA with Ns = 200 exact data and NA = 1000 asymptotic spectral

data. On the right side we see the absolute error |q− qNA|. In this case ‖q− qNA‖L1(0,π) =

0.064168.
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Figure 2.2: On the left, the graphs of the exact potential (2.33) and the recovered potential

for Ns = 20 and NA = 500. On the right, the graph of the absolute error |qNA − q|.

Example 40. Finally, we consider the discontinuous potential

q(x) =



0, if x ∈
[
0, π

8

]
∪
[

3π
8
, 3π

5

]
,

−12x
π

+ 3
2
, if x ∈

(
π
8
, π

4

]
,

12x
π
− 9

2
, if x ∈

(
π
4
, 3π

8

)
,

4, if x ∈
(

3π
5
, 4π

5

)
,

2, if x ∈
[

4π
5
, π
]
.

(2.34)
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Figure 2.3: On the left, the graphs of the exact potential (2.33) and the recovered potential

for Ns = 200 and NA = 1000. On the right, the graph of the absolute error |qNA − q|.

We take M = 4. In the left side of Figure 2.4, the potential q and the recovered

potential qA, with Ns = 40 exact spectral data and NA = 500 asymptotic spectral data.

On the right side, the absolute error |q− qNA|. In this case ‖q− qNA‖L1(0,π) = 0.31111. In

the left side of Figure 2.5, the potential q and the recovered potential qA, with Ns = 200

exact spectral data and NA = 1000 asymptotic data. On the right side, the absolute error

|q − qNA|. In this case ‖q − qNA‖L1(0,π) = 0.27707.
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Figure 2.4: On the left, the graphs of the exact potential (2.34) and the recovered potential

for Ns = 40 and NA = 500. On the right, the graph of the absolute error |qNA − q|.
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Figure 2.5: On the left, the graphs of the exact potential (2.34) and the recovered potential

for Ns = 200 and NA = 1000. On the right, the graph of the absolute error |qNA − q|.
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Chapter 3

Construction and analytical

properties of transmutation

operators for the SLEIF

The aim of this chapter is to develop a transmutation operator theory (analogously to

the case of the Schrödinger equation) for the SLEIF (1.46). The construction of integro-

differential transmutation operators is presented. Their analytical properties of bound-

edness and invertiblity in appropriate functional spaces are studied. A Fourier-Legendre

series for the integral transmutation kernel in terms of the Legendre polynomials is ob-

tained together with a representation of the solutions of (1.46) as NSBF.

3.1 Integral representations for solutions and trans-

mutation kernels

3.1.1 Properties of the Sturm-Liouville equation in impedance

form

Consider Eq. (1.46) with the impedance function

− d

dx

(
a2(x)

du

dx

)
= ρ2a2(x), −b < x < b (3.1)
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where ρ ∈ C and b > 0. Suppose that a ∈ W 1,∞(−b, b). Due to (1.50) q(x) = −2a
′(x)
a(x)
∈

L∞(−b, b) and eq. (3.1) can be written as

− u′′ + q(x)u = ρ2u, −b < x < b. (3.2)

Without loss of generality we assume that a(0) = 1. Thus, choosing x0 = 0 in (1.50)

we obtain a(x) := e−
1
2

∫ x
0 q(s)ds, The dependence of q on a is denoted by qa. Note that when

q is real valued, a > 0 in [−b, b]. We denote the differential operator

La :=
1

a2(x)
Da2(x)D = D2 − q(x)D with D =

d

dx
.

3.1.2 Integral representations and transmutation kernels

We look for a fundamental set of solutions {C(ρ, x), S1(ρ, x)} for (3.1), satisfying the

initial conditions

C(ρ, 0) = S ′1(ρ, 0) = 1, C ′(ρ, 0) = S1(ρ, 0) = 0. (3.3)

By Lagrange identity (1.51), Wp[C, S1](x) = Wp[C, S1](0) = 1. The solutions C(ρ, x),

S1(ρ, x) must satisfy the integral equations

C(ρ, x) = cos(ρx) +

∫ x

0

sin(ρ(x− t))
ρ

q(t)C ′(ρ, t)dt, (3.4)

S1(ρ, x) =
sin(ρx)

ρ
+

∫ x

0

sin(ρ(x− t))
ρ

q(t)S ′1(ρ, t)dt. (3.5)

Let x ∈ [0, b]. The solution C(ρ, x) is an entire function of exponential type satisfying

the estimate

|C(ρ, x)− cos(ρx)| 6 C
|ρ|x

1 + |ρ|x
e|Im ρ|xe

∫ x
0 |q(s)|ds ∀ρ ∈ C, (3.6)

where C > 0 is a constant independent of ρ and x (see [26, Th. 2.2]). Similar prop-

erties of the solution S1(ρ, x) are established by solving the integral equation (3.5) by

the method of successive approximations, choosing s0(ρ, x) = sin(ρx)
ρ

and sn(ρ, x) =∫ x
0

sin(ρ(x−t))
ρ

q(t)s′n−1(ρ, t)dt for n > 1. Then S1(ρ, x) =
∑∞

n=0 sn(ρ, x). In order to show

the convergence of this series we need the following inequality

| sin(ρx)| 6 c
|ρ|xex|Im ρ|

1 + |ρ|x
∀ ρ ∈ C, x > 0 (3.7)

with c = max

{
max
z∈D

(1 + |z|)e−|Im z|
∣∣∣∣sin(z)

z

∣∣∣∣ , 2}.
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Proposition 41. Let q ∈ L1(0, b). Then the solution S1(ρ, x) of the integral equation

(3.5) is an entire function of the spectral parameter ρ, and

|S1(ρ, x)| 6 cx

1 + |ρ|x
ex|Im ρ| exp

(
c

∫ x

0

|q(s)|ds
)

(3.8)

for all ρ ∈ C, x ∈ [0, b]. For q ∈ L∞(0, b), the function S1(ρ, x) is a solution of (3.2)

belonging to H2(0, b).

Proof. Let us see by induction in n > 1 that the following estimates hold for ρ ∈ C, x > 0

|sn(ρ, x)| 6 cn+1xex|Im ρ|

1 + |ρ|x
Q̃(x)

n!
, (3.9)

|s′n(ρ, x)| 6 cn+1ex|Im ρ| Q̃(x)

n!
, (3.10)

where Q̃(x) =
∫ x

0
|q(s)|ds.

For n = 1,

|s1(ρ, x)| 6
∫ x

0

∣∣∣∣sin(ρ(x− s))
ρ

∣∣∣∣ |q(s)| |cos(ρx)| ds

(By (5.9)) 6
cex|Im ρ|

|ρ|

∫ x

0

|ρ|(x− s)e−s|Im ρ|

1 + |ρ|(x− s)
|q(s)|| cos(ρs)|ds.

Note that | cos(z)| =
∣∣sin (z + π

2

)∣∣ 6 ce|Im z| |z+π
2 |

1+|z+π
2 |
6 ce|Im z|, hence

|s1(ρ, x)| 6 c2ex|Im ρ|
∫ x

0

x

1 + |ρ|x
|q(s)|ds =

c2xex|Im ρ|

1 + |ρ|x
Q̃(x),

and

|s′1(ρ, x)| 6
∫ x

0

| cos(ρ(x− s))||q(s)|| cos(ρs)|ds

6 c2

∫ x

0

e(x−s)|Im ρ||q(s)|es Im ρds = c2ex|Im ρ|Q̃(x).

Thus (3.9) and (3.10) are valid for n = 1. Assuming their validity for n we establish it

for n+ 1:

|sn+1(ρ, x)| 6
∫ x

0

1

|ρ|
c|ρ|(x− s)e(x−s)|Im ρ|

1 + |ρ|(x− s)
|q(s)||s′n(ρ, s)|ds

6 cn+1 e
x|ρ|

n!

∫ x

0

x

1 + |ρ|x
|q(s)|Q̃n(s)ds

= cn+1 xe
|Im ρ|

1 + |ρ|x
Q̃n+1(x)

(n+ 1)!
,
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and

|s′n+1(ρ, x)| 6
∫ x

0

| cos(ρ(x− s))||q(s)||S ′n(ρ, s)|ds

6 cn+1

∫ x

0

e(x−s)|Im ρ||q(s)|es|Im ρ| Q̃
n(s)

n!
ds

= cn+1ex|Im ρ| Q̃
n+1(x)

(n+ 1)!
.

Thus,

∞∑
n=0

|sn(ρ, x)| 6 cxex|Im ρ|

1 + |ρ|x

∞∑
n=0

cn+1Q̃(x)

n!
=
cxex|Im ρ|

1 + |ρ|x
ecQ̃(x),

and the series S1(ρ, x) =
∑∞

n=0 sn(ρ, x) converges absolutely and uniformly on [0, b] and

for ρ such that |Im ρ| 6M , M > 0. Similarly

∞∑
n=1

|s′n(ρ, x)| 6 cex|Im ρ|ecQ̃(x),

and the series of the derivative converges absolutely and uniformly. Thus the solution

S1(ρ, x) of the integral equation exists, S1(ρ, ·) ∈ AC[0, b], S1(·, x) ∈ Hol(C) and satisfies

(3.8). Furthermore, one can verify that S1(ρ, x) satisfies (3.2) a.e. in (0, b). Thus, S1, S
′
1 ∈

AC[0, b] and if q ∈ L∞(0, b), then S ′′1 = q(x)S ′1 − ρ2S1 ∈ L2(0, b). Q.E.D.

An important corollary of (3.8) is the existence of the transmutation operator. Indeed,

define ϕ(ρ, x) := sin(ρx)
ρ
− S1(ρ, x). For x ∈ (0, b] fixed, ϕ(·, x) ∈ Hol(C) and |ϕ(ρ, x)| 6

cx
1+|ρ|xe

c‖q‖L1(0,b)ex|Im ρ|, i.e., ϕ(·, x) is an entire function of exponential type, and for ρ ∈ R

we have ∫
R
|ϕ(ρ, x)|2dρ 6 cxec‖q‖L1(0,b)

∫
R

dρ

(1 + |ρ|x)2
<∞.

Then the Paley-Wiener theorem (see, e.g., [121, Th. 19.3]) implies that ϕ(ρ, x) =∫ x
−xK1(x, t)eiρtdt, for some function K1(x, t) satisfying K1(x, ·) ∈ L2(−x, x). Thus,

S1(ρ, x) =
sin(ρx)

ρ
−
∫ x

−x
K1(x, t)eiρtdt. (3.11)

Note that for ρ fixed, S1(−ρ, x) satisfies (3.2) and (3.3). By uniqueness of the solution

S1(ρ, x) = S1(−ρ, x) and substituting in (3.11) we have

S1(ρ, x) =
S1(ρ, x) + S1(−ρ, x)

2
=

sin(ρx)

ρ
−
∫ x

−x
K1(x, t)

(
eiρt + e−iρt

2

)
dt,
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from which we obtain the integral representation

S1(ρ, x) =
sin(ρx)

ρ
−
∫ x

−x
K1(x, t) cos(ρt)dt. (3.12)

We deduce a formal differential equation for the kernel K1. Deriving S1(ρ, x) with

respect to x we obtain

S ′1(ρ, x) = cos(ρx)−K1(x, x) cos(ρx)−K1(x,−x) cos(ρx)−
∫ x

−x

∂K1(x, t)

∂x
cos(ρt)dt,

S ′′1 (ρ, x) = −ρ sin(ρx)− d

dx
K1(x, x) cos(ρx) +K1(x, x)ρ cos(ρx)− d

dx
K1(x,−x) cos(ρx)

+K1(x,−x)ρ sin(ρx)− ∂K1(x, x)

∂x
cos(ρx)− ∂K1(x,−x)

∂x
cos(ρx)

−
∫ x

−x

∂2K1(x, t)

∂x2
cos(ρt)dt.

From which we have

−S ′′1 (ρ, x) + q(x)S ′1(ρ, x) = ρ sin(ρx) +

∫ x

−x

(
∂2

∂x2
− q(x)

∂

∂x

)
K1(x, t) cos(ρt)dt

+

{
∂K1(x, x)

∂x
+

d

dx
K1(x, x)− q(x) [K1(x, x)− 1]

}
cos(ρx)

+

{
∂K1(x,−x)

∂x
+

d

dx
K1(x,−x)− q(x)K1(x,−x)

}
cos(ρx)

− (K1(x, x) +K1(x,−x)) ρ sin(ρx)

Integration by parts on the left hand side of (3.12) leads to the equality

S1(ρ, x) =
sin(ρx)

ρ
− (K1(x, x) +K1(x,−x)) ρ sin(ρx)

+

(
−∂K1(x, x)

∂t
+
∂K1(x,−x)

∂t

)
cos(ρx)

ρ
+

∫ x

−x

∂2K1(x, t)

∂t2
cos(ρt)dt.

Substituting both equalities in (3.1), and using that d
dx
K(x,±x) = ∂K(x,±x)

∂x
± ∂K(x,±x)

∂t

we obtain{
2
d

dx
K1(x, x)− q(x) [K1(x, x)− 1]

}
cos(ρx) +

{
2
d

dx
K1(x,−x)− q(x)K1(x,−x)

}
cos(ρx)

+

∫ x

−x

(
∂2

∂x2
− q(x)

∂

∂x
− ∂2

∂t2

)
K1(x, t) cos(ρt)dt = 0.

Hence the kernel K must satisfy (at least formally) the hyperbolic equation

∂2K1(x, t)

∂x2
− q(x)

∂K1(x, t)

∂x
=
∂2K1(x, t)

∂t2
, |t| < x < b. (3.13)

63



with the Goursat conditions

d

dx
K1(x, x) =

1

2
q(x) [K1(x, x)− 1] ,

d

dx
K1(x,−x) =

1

2
q(x)K1(x,−x), (3.14)

so that

K1(x, x) = 1 + Ae
1
2

∫ x
0 q(s)ds, K1(x,−x) = Be

1
2

∫ x
0 q(s)ds (3.15)

for some constants A,B ∈ C. For the continuity of the solution the equality B = 1 +A is

necessary. On the other hand, by the initial condition S ′1(ρ, 0) = 0, we have K1(0, 0) = 0

and hence

K1(x, x) = 1− e
1
2

∫ x
0 q(s)ds, K1(x,−x) = 0. (3.16)

Considering the function ψ(ρ, x) = iC(ρ,x)−cos(ρx)
ρ

, due to (3.6), the Paley-Wiener the-

orem and the oddity of ψ in ρ, we obtain that C(ρ, x) admits the representation

C(ρ, x) = cos(ρx) +

∫ x

−x
K2(x, t)ρ sin(ρt)dt, (3.17)

where K2(x, ·) ∈ L2(−x, x) for all x ∈ (0, b]. Repeating the same procedure as for the

solution S1(ρ, x) we obtain that K2(x, t) satisfies equation (3.13) with the Goursat con-

ditions (3.16). If the solution of this Goursat problem exists, it must be unique, and

K1(x, t) = K2(x, t). We denote this kernel by K(x, t). Thus,

C(ρ, x) = T [cos(ρx)] , S1(ρ, x) = T

[
sin(ρx)

ρ

]
, (3.18)

where

Tu(x) = u(x) +

∫ x

−x
K(x, t)u′(t)dt. (3.19)

We call K(x, t) the transmutation kernel. Its crucial feature is its independence of the

spectral parameter ρ.

3.1.3 Existence of the transmutation kernel

Let x ∈ [−b, b]. We seek to extend representations (3.18) to this interval. For this the

kernel has to be defined in the domain R = {(x, t) ∈ R2 | |x| 6 b, |t| 6 |x|}. However,

for convenience we consider the Goursat problem (3.13), (3.15) in the whole rectangle

Ω = [−b, b] × [−b, b]. The change of the variables ξ = x+t
2

, ζ = x−t
2

transforms (3.13) to

the equation
∂2H(ξ, ζ)

∂ζ∂ξ
=

1

2
q(ξ + ζ)

(
∂H(ξ, ζ)

∂ξ
+
∂H(ξ, ζ)

∂ζ

)
, (3.20)
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considered in the closed rectangle Q with vertices (±b, 0) and (0,±b) (see Figure 3.1).

Here H(ξ, ζ) = K(ξ + ζ, ξ − ζ).

Figure 3.1: Domains R and Q.

The Goursat conditions take the form

H(ξ, 0) = 1 + Ae
1
2

∫ ξ
0 q(s)ds, H(ζ, 0) = Be

1
2

∫ ζ
0 q(s)ds with B = 1 + A. (3.21)

The problem (3.20),(3.21) can be written as the integral equation

H(ξ, ζ) = Ae
1
2

∫ ξ
0 q(s)ds+Be

1
2

∫ ζ
0 q(s)ds−A+

1

2

∫ ξ

0

∫ ζ

0

q(α+β)

(
∂H(α, β)

∂α
+
∂H(α, β)

∂β

)
dβdα.

(3.22)

Let us see that (3.22) has a unique solution H ∈ C1(Q) for q ∈ C[−b, b]. First, we

endow C1(Q) with a Banach space structure as follows. For u ∈ C1(Q) we define

Du(ξ, ζ) = uξ(ξ, ζ) + uζ(ξ, ζ), ‖Du‖ := max
(ξ,ζ)∈Q

|uξ(ξ, ζ)|+ max
(ξ,ζ)∈Q

|uζ(ξ, ζ)|

and ‖u‖C1(Q) := ‖u‖C(Q)+‖Du‖. With this norm C1(Q) is a Banach space and a sequence

{uk} converges to u in C1(Q) iff uk
Q
⇒ u, ∂ξuk, ∂ζuk

Q
⇒ ∂ξu, ∂ζu, k →∞.

Consider the operator A : C1(Q)→ C1(Q) defined by

Au(ξ, ζ) :=
1

2

∫ ξ

0

∫ ζ

0

q(α + β)Du(α, β)dβdα. (3.23)
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For u ∈ C1(Q) and (ξ, ζ) ∈ Q we have

|Au(ξ, ζ)| = 1

2

∣∣∣∣∣
∫ |ξ|

0

∫ |ζ|
0

q (sgn(ξ)α + sgn(ζ)β)Du (sgn(ξ)α, sgn(ζ)β) dβdα

∣∣∣∣∣
6

1

2
‖q‖C[−b,b]

∫ |ξ|
0

∫ |ζ|
0

|Du (sgn(ξ)α, sgn(ζ)β)| dβdα, (3.24)

|DAu(ξ, ζ)| 6 1

2

(∣∣∣∣∣
∫ |ζ|

0

q (ξ + sgn(ζ)β)Du (ξ, sgn(ζ)β) dβ

∣∣∣∣∣
+

∣∣∣∣∣
∫ |ξ|

0

q (sgn(ξ)α + ζ)Du (sgn(ξ)α, ζ) dα

∣∣∣∣∣
)

6
1

2
‖q‖C[−b,b]

(∫ |ζ|
0

|Du (ξ, sgn(ζ)β)| dβ +

∫ |ξ|
0

|Du (sgn(ξ)α, ζ)| dα

)
.

(3.25)

Inequalities (3.24), (3.25) and |ξ|+|ζ| 6 b lead us to ‖Au‖C1(Q) 6
(
b2

2
+ b
)
‖q‖C[−b,b]‖u‖C1(Q).

Thus, A ∈ B (C1(Q)). Note that equation (3.22) can be written as (I−A)u = φ with

φ(ξ, ζ) = Ae
1
2

∫ ξ
0 q(s)ds + Be

1
2

∫ ζ
0 q(s)ds − A. With the aid of the method of successive ap-

proximations, by taking φ0 := φ and φk+1 := Aφk we prove that this equation is uniquely

solvable for any φ ∈ C1(Q).

Lemma 42. Given φ ∈ C1(Q), the functions {φk}∞k=0 of the method of successive approx-

imations satisfy the following estimates for k > 1

1. |φk(ξ, ζ)| 6 1
2
‖q‖kC[−b,b]‖Dφ0‖ (|ξ|+|ζ|)k+1

(k+1)!
∀(ξ, ζ) ∈ Q,

2. |Dφk(ξ, ζ)| 6 1
2
‖q‖kC[−b,b]‖Dφ0‖ (|ξ|+|ζ|)k

k!
∀(ξ, ζ) ∈ Q.

Proof. For k = 1, we use (3.24) to obtain

|φ1(ξ, ζ)| 6 1

2
‖q‖C[−b,b]

∫ |ξ|
0

∫ |ζ|
0

|Dφ0(sgn(ξ)α, sgn(ζ)β)|dβdα 6 1

2
‖q‖C[−b,b]‖Dφ0‖|ξ||ζ|,

and since |ξ||ζ| 6 (|ξ|+|ζ|)2

2
, we obtain |φ0| 6 ‖q‖C[−b,b]‖Dφ0‖ (|ξ|+|ζ|)2

2
. For the derivatives,

inequality (3.25) leads us to

|Dφ1(ξ, ζ)| 6 1

2
‖q‖C[−b,b]

[∫ |ζ|
0

|Dφ0(ξ, sgn(ζ)β)|dβ +

∫ |ξ|
0

|Dφ0(sgn(ξ)α, ζ)|dα

]
6

1

2
‖q‖C[−b,b]‖Dφ0‖(|ξ|+ |ζ|).
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This establishes the inequalities for k = 1. Now suppose the estimates hold for k ∈ N.

Let us check their validity for k + 1. First note that∫ |ξ|
0

(α+ |ζ|)kdα 6 (|ξ|+ |ζ|)k+1

k + 1
and

∫ |ξ|
0

∫ |ζ|
0

(α+ β)kdβdα 6
(|ξ|+ |ζ|)k+2

(k + 1)(k + 2)
(3.26)

and

|φk+1| 6
1

2
‖q‖C[−b,b]

∫ |ξ|
0

∫ |ζ|
0

|Dφk(ξ α, ζ β)|dβdα

6
1

2
‖q‖k+1

C[−b,b]‖Dφ0‖
∫ |ξ|

0

∫ |ζ|
0

(|α|+ |β|)k

k!
dβdα

(by (3.26)) 6
1

2
‖q‖k+1

C[−b,b]‖Dφ0‖
(|α|+ |β|)k+2

(k + 2)!

For the derivatives we have

|Dφk+1| 6
1

2
‖q‖C[−b,b]

[∫ |ζ|
0

|Dφk(ξ, sgn(ζ)β)|dβ +

∫ |ξ|
0

|Dφk(sgn(ξ)α, ζ)|dα

]
.

By the induction hypothesis we obtain

|Dφk+1| 6
1

4
‖q‖k+1

C[−b,b]‖Dφ0‖

[∫ ζ

0

(|ξ|+ |β|)k

k!
dβ +

∫ |ξ|
0

(|α|+ |ζ|)k

k!
dα

]

(by (3.26)) 6
1

2
‖q‖k+1

C[−b,b]
(|ξ|+ |ζ|)k+1

(k + 1)!

This concludes the induction and proves the estimates for all k ∈ N. Q.E.D.

Theorem 43. For any φ ∈ C1(Q) the equation

(I−A)u = φ, (3.27)

possesses a unique solution u ∈ C1(Q).

Proof. We define the series u =
∑∞

k=0 φk with {φk}∞k=0 being the sequence of successive

approximations. By Lemma 42(1) we obtain

∞∑
k=0

|φk| 6 ‖φ0‖C(Q) + ‖Dφ0‖
(|ξ|+ |ζ|)

2

∞∑
k=1

(
‖q‖C[−b,b] · (|ξ|+ |ζ|)

)k
(k + 1)!

6 ‖φ0‖C(Q) +
b

2
‖Dφ0‖ exp

(
b‖q‖C[−b,b]

)
.
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Hence by the Weierstrass M test the series of u converges uniformly and absolutely on Q.

For the derivatives note that Lemma 42(2) implies that ‖Dφk‖ 6 ‖Dφ0‖
(b‖q‖C[−b,b])

k

2k!
, and

thus,

∞∑
k=0

∣∣∣∣∂φk∂ξ
∣∣∣∣ 6 ‖Dφ0‖+ ‖Dφ0‖

∞∑
k=1

(
b‖q‖C[−b,b]

)k
2k!

6 ‖Dφ0‖ exp
(
b‖q‖C[−b,b]

)
.

Again, by the Weierstrass M test the series of uξ converges uniformly and absolutely on

Q, and similarly for uζ . Hence the series converges in C1(Q) and u ∈ C1(Q). Finally,

using the continuity of A we have

Au = A

(
∞∑
k=0

φk

)
=
∞∑
k=0

Aφk =
∞∑
k=0

φk+1 =
∞∑
k=1

φk = u− φ0.

∴ u is a solution for (I−A)u = φ.

For the uniqueness, suppose that there exists a solution v ∈ C1(Q) for (I−A) v =

0. Thus v is a fixed point for A, and applying Lemma 42(1) we have that ‖v‖C(Q) =

‖Akv‖C(Q) 6
b(b‖q‖C[−b,b])

k

2(k+1)!
→ 0, k →∞, then v = 0. Thus, Eq. (3.27) must have a unique

solution. Q.E.D.

Proposition 44. If q ∈ C[−b, b], then the kernel K satisfying the Goursat conditions

(3.15) belongs to C1(Ω). Moreover, if q ∈ C1[−b, b], then K ∈ C2(Ω) and satisfies (3.13).

Proof. Define H(ξ, ζ) = K(ξ + ζ, ξ − ζ). Then H must satisfy (3.27) with φ(ξ, ζ) =

Ae
1
2

∫ ξ
0 q(a)ds + Be

1
2

∫ ζ
0 q(a)ds − A. Since q ∈ C[−b, b], then φ ∈ C1(Q), and by Theorem 43

we have H ∈ C1(Q). Hence K ∈ C1(Ω).

Now suppose that q ∈ C1[−b, b]. Then taking partial derivatives in (3.22) we have

Hξζ(ξ, ζ) = 1
2
q(ξ + ζ)DH(ξ, ζ), and hence Hξζ ∈ C(Q). On the other hand

Hξξ(ξ, ζ) =
1

2

∫ ζ

0

q′(ξ + β)DH(ξ, β)dβ +
1

2

∫ ζ

0

[Hξξ(ξ, β) +Hαξ(ξ, α)] dβ.

In this particular case φ0 ∈ C2(Q), and deriving Aφk we see that φk ∈ C2(Q) for all

k ∈ N. Actually we have

∂2φk+1(ξ, ζ)

∂ξ2
=

1

2

∫ ζ

0

q′(ξ + β)Dφk(ξ, β)dβ +
1

2

∫ ζ

0

q(ξ + β)

[
∂2φk(ξ, β)

∂ξ2
+
∂2φk(ξ, α)

∂ξ∂β

]
dβ

=
1

2

∫ ζ

0

q′(ξ + β)Dφk(ξ, β)dβ +
1

2

∫ ζ

0

q(ξ + β)D

[
∂φk
∂ξ

]
(ξ, β)dβ.
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To the first integral we apply Lemma 42(2) with q′ instead of q, and in the second integral

we change φ0 by ∂φ0

∂ξ
. In this way we have the estimate∣∣∣∣∂2φk+1(ξ, ζ)

∂ξ2

∣∣∣∣ 6 1

2

(
‖q′‖k+1

C[−b,b]‖Dφ0‖+ ‖q‖k+1
C[−b,b]

∥∥∥∥D(∂φ0

∂ξ

)∥∥∥∥) (|ξ|+ |ζ|)k+1

(k + 1)!
,

from which we obtain that the series
∑∞

k=1

∣∣∣∂2φk
∂ξ2

∣∣∣ converge absolutely and uniformly on

Q. Then Hξξ ∈ C(Q). In a similar way Hζζ ∈ C(Q), and hence H ∈ C2(Q). Thus

K ∈ C2(Ω), and rewriting (3.20) with the change of variables (ξ, ζ) 7→ (ξ + ζ, ξ − ζ) we

obtain that K satisfies (3.13). Q.E.D.

We conclude this section with an important approximation theorem.

Theorem 45. Let {qn} ⊂ C[−b, b] such that qn → q, n → ∞ in C[−b, b]. Then the

solutions Hn of (3.22) with potential qn (B fixed) converge in C1(Q) to the solution H of

(3.22) with potential q. The corresponding solution Kn converges to K in C1(Ω).

Proof. Fix N ∈ N. Denote by AqN ,Aq the corresponding operators (3.23) for qN , q

respectively, and let φN(ξ, ζ) = AeQN (ξ) + BeQN (ζ) − A, φ(ξ, ζ) = AeQ(ξ) + BeQ(ζ) − A,

with QN(x) = 1
2

∫ x
0
qN(s)ds, Q(x) = 1

2

∫ x
0
q(s)ds. If HN , H ∈ C1(Q) are the unique

solutions of (I − AqN )HN = φN , (I − Aq)H = φ, define MN = HN − H and note that

MN −AqNHN + AqH = φN − φ, and

AqNHN −AqH =
1

2

∫ ξ

0

∫ ζ

0

(qN(α + β)DHN(α, β)− q(α + β)DH(α, β)) dβdα

=
1

2

∫ ξ

0

∫ ζ

0

qN(α + β)D(HN −H)dβdα +
1

2

∫ ξ

0

∫ ζ

0

(qN − q)(α + β)DHdβdα

= AqNMN + AqN−qH.

Then MN is the unique solution of (I−AqN )MN = φ̃N , where φ̃N = φN − φ+ AqN−qH.

According to Theorem 43 the solution MN satisfies the estimate

‖MN‖C1(Q) 6 ‖φ̃N‖C(Q) +

(
1 +

b

2

)
‖Dφ̃N‖eb‖qN‖C[−b,b] .

Since qN → q in C[−b, b], then C1 := sup
N∈N
‖qN‖C[−b,b] <∞ and

‖MN‖C1(Q) 6

(
1 +

(
1 +

b

2

)
ebC1

){
‖φN − φ‖C1(Q) + ‖AqN−qH‖C1(Q)

}
ebC1 .
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We know that operator AqN−q satisfies ‖AqN−qH‖C1(Q) 6
1
2

(
b2

2
+ b
)
‖qN−q‖C1[−b,b]‖H‖C1(Q),

hence ‖AqN−qH‖C1(Q) → 0, N →∞. On the other hand, note that

‖φN − φ‖C1(Q) 6 (A+B)
(
‖eQN − eQ‖C1[−b,b] + ‖qNeQN − qeQ‖C1[−b,b]

)
.

Using the inequality ‖eQ‖C[−b,b] 6 e‖Q‖C[−b,b] and the uniform convergence we obtain ‖eQN−

eQ‖C[−b,b] → 0, and ‖qNeQN − qeQ‖C[−b,b] → 0 , N → ∞. ∴ ‖MN‖C1(Q) → 0, N → ∞,

i.e., HN → H in C1(Q). Since the change of variables (x, t) 7→
(
x+t

2
, x−t

2

)
is an isometry

between C1(Ω) and C1(Q), we have that KN → K in C1(Ω). Q.E.D.

Remark 46. In Q consider the subdomains Q1 = {(ξ, ζ) ∈ R2, | ξ, ζ > 0, ξ + ζ 6 b}

and Q2 = {(ξ, ζ) ∈ R2, | ξ, ζ 6 0, ξ + ζ > −b} (see Figure 3.1). The existence of the

solution H in Q1 depends only on values of q in [0, b]. Moreover, the change of variables

(x, t) 7→
(
x+t

2
, x−t

2

)
transforms R1 = {(x, t) ∈ R2 | 0 6 x 6 b, |t| 6 x} to Q1, hence the

kernel K in R1 depends only on values of q in [0, b]. Similarly, the existence of H in Q2

depends only on values of q in [−b, 0].

Remark 47. If q ∈ L∞(−b, b) we can consider Eq. (3.22) in the Sobolev space W 1,∞(Ω).

In this case A ∈ B (W 1,∞(Q◦)), where Q◦ is the interior of Q. The proof of Theorem 43

based on successive approximations works then by replacing the C norms with L∞ norms.

Since Q◦ is a bounded Lipschitz domain, H is Lipschitz continuous in Q (see Theorem

14). Thus K is Lipschitz continuous in Ω. In the same way Theorem 45 holds if qn → q

in L∞(−b, b).

Remark 48. If q ∈ C[−b, b], take a sequence {qn} ⊂ C1[−b, b] such that qn → q in

C[−b, b]. By Proposition 44, Kn ∈ C2(Ω) and satisfies Eq. (3.13) with potential qn. This

equation can be written in divergence form as ∂
∂x

(
pn(x)∂Kn

∂x

)
= pn(x)∂

2Kn
∂t2

. Multiplying

this equation by ϕ ∈ C∞0 (Ω) and using integration by parts we have∫∫
Ω

{
pn(x)

∂Kn(x, t)

∂x

∂ϕ(x, t)

∂x
− pn(x)

∂Kn(x, t)

∂t

∂ϕ(x, t)

∂t

}
dxdt = 0.

Uniform convergence of qn implies that pn
[−b,b]
⇒ p, and by Theorem 45, ∂Kn

∂x
, ∂Kn
∂t

Ω

⇒ ∂K
∂x
, ∂K
∂t

,

from which we obtain∫∫
Ω

{
p(x)

∂K(x, t)

∂x

∂ϕ(x, t)

∂x
− p(x)

∂K(x, t)

∂t

∂ϕ(x, t)

∂t

}
dxdt = 0 ∀ϕ ∈ C∞0 (Ω).

70



The integral form is continuous in the H1-norm, hence the equality is valid for ϕ ∈ H1
0 (Ω).

In conclusion, if q ∈ C[−b, b], then K is a weak solution of (3.13) in Ω.

3.2 Analytical properties of transmutation operators

Throughout this section we assume that q ∈ C[−b, b]. Let h ∈ C. Denote by Hh(ξ, ζ)

the unique solution in C1(Q) of equation (3.22) with B = 1−h
2

. Denote Kh
a (x, t) :=

Hh

(
x+t

2
, x−t

2

)
. Then Kh

a (0, 0) = 1−h
2

. By Th
a we denote the operator

Th
au(x) = u(x)−

∫ x

−x
Kh
a (x, t)u′(t)dt. (3.28)

Note that Th
a : C1[−b, b]→ C1[−b, b], and

(
Th
au
)

(0) = u(0),
(
Th
au
)′

(0) = u′(0)
(
1− 2Kh

a (0, 0)
)

= hu′(0). (3.29)

In particular, T1
a preserves the initial conditions and transforms cos(ρ, x) and sin(ρx)

ρ
into

C(ρ, x), S1(ρ, x). Denoting the operator

Kh
au(x) :=

∫ x

−x
Kh
a (x, t)u′(t)dt,

we see that Kh
a : C1[−b, b]→ C1[−b, b] and Th

a = I−Kh
a.

3.2.1 Transmutation property

Consider C1[−b, b] as a Banach space with the norm ‖u‖C1[−b,b] := ‖u‖C[−b,b] + ‖u′‖C[−b,b].

For u ∈ C1[−b, b] we have

|Kh
au(x)| 6 2b‖Kh

a‖C(Ω)‖u′‖C[−b,b],

|
(
Kh
au
)′

(x)| 6 |Kh
a (x, x)||u′(x)|+ |Kh

a (x,−x)||u′(−x)|+ 2b

∥∥∥∥∂Kh
a

∂x

∥∥∥∥
C(Ω)

‖u′‖C[−b,b]

6 2

(∥∥Kh
a

∥∥
C(Ω)

+ b

∥∥∥∥∂Kh
a

∂x

∥∥∥∥
C(Ω)

)
‖u′‖C[−b,b].

Hence ‖Kh
au‖C1[−b,b] 6 2(1 + b)‖Kh

a‖C1(Ω)‖u‖C1[−b,b], and Kh ∈ B (C1[−b, b]) (as well as

Th).
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Proposition 49. Let {qn} ⊂ C[−b, b] and {Kh
a,n} be the sequence of corresponding oper-

ators. If qn → q in C[−b, b], then Kh
a,n → Kh

a in B (C1[−b, b]). In particular, Th
a,n → Th

a

in B (C1[−b, b]).

Proof. Take u ∈ C1[−b, b]. Consider

|Kh
a,nu(x)−Kh

au(x)| 6 2b‖Kh
a,n −Kh

a‖C(Ω)‖u′‖C[−b,b],

and

|(Kh
a,nu)′(x)− (Kh

au)′(x)| 6 |Kh
a,n(x, x)−Kh

a (x, x)||u′(x)|+ |Kh
a,n(x.− x)−Kh

a (x, x)||u′(x)|

+ 2b

∥∥∥∥∥∂Kh
a,n

∂x
− ∂Kh

∂x

∥∥∥∥∥
C(Ω)

‖u′‖C[−b,b]

6 2

‖Ka,n −Kh
a‖C(Ω) + b

∥∥∥∥∥∂Kh
a,n

∂x
− ∂Kh

a

∂x

∥∥∥∥∥
C(Ω)

 ‖u′‖C[−b,b].

Hence ‖Kh
a,nu−Kh

au‖C1[−b,b] 6 2(1 + b)‖Kh
a,n −Kh

a‖C1(Ω)‖u‖C1[−b,b]. Thus,

‖Kh
a,n −Kh

a‖B(C1[−b,b]) 6 2(1 + b)‖Kh
a,n −Kh

a‖C1(Ω).

By Theorem 45, the right hand side tends to zero when n → ∞. Hence Kh
a,n → Kh

a in

B (C1[−b, b]). Q.E.D.

We obtain the following transmutation property for the operators La = 1
a2(x)

Da2(x)D =

D2 − q(x)D and D2.

Theorem 50. For all h ∈ C the equality is valid

LaT
h
au(x) = Th

aD
2u(x) ∀u ∈ C3[−b, b]. (3.30)

Proof. We consider two cases.

Case 1: q ∈ C1[−b, b]. By Proposition 44, Kh
a ∈ C2(R) and satisfies the Goursat
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problem (3.13)-(3.15). For u ∈ C3[−b, b] we have

d

dx
Th
au(x) =u′(x)−Kh

a (x, x)u′(x)−Kh
a (x,−x)u′(−x)−

∫ x

−x

∂Kh
a (x, t)

∂x
u′(t)dt,

d2

dx2
Th
au(x) =u′′(x)− d

dx
Kh
a (x, x)u′(x)−Kh

a (x, x)u′′(x)− d

dx
Kh
a (x,−x)u′(−x)

+Kh
a (x,−x)u′′(−x)− ∂Kh

a (x, x)

∂x
u′(x)− ∂Kh

a (x,−x)

∂x
u′(−x)

−
∫ x

−x

∂2Kh
a (x, t)

∂x2
u′(t)dt.

Thus,

LaT
h
au(x) =u′′(x)−

{
d

dx
Kh
a (x, x) +

∂Kh
a (x, x)

∂x
− q(x)[Kh

a (x, x)− 1]

}
u′(x)

−
{
d

dx
Kh(x,−x) +

∂Kh
a (x,−x)

∂x
− q(x)Kh

a (x,−x)

}
u′(−x)

−Kh
a (x, x)u′′(x) +Kh

a (x,−x)u′′(−x)−
∫ x

−x

(
∂2

∂x2
− q(x)

∂

∂x

)
Kh
a (x, t)u′(t)dt.

On the other hand integration by parts in Th
au
′′(x) = u′′(x)−

∫ x
−xK

h
a (x, t)u′′′(t)dt gives∫ x

−x
Kh
a (x, t)u′′′(t)dt =Kh

a (x, x)u′′(x)−Kh
a (x,−x)u′′(−x)− ∂Kh

a (x, x)

∂t
u′(x) +

∂Kh
a (x,−x)

∂t
u′(−x)

+

∫ x

−x

∂2Kh
a (x, t)

∂t2
u′(t)dt.

Hence

LaT
h
au(x)−Th

aD
2u(x) =−

∫ x

−x

(
∂2

∂x2
− q(x)

∂

∂x
− ∂2

t

∂t2

)
Kh
a (x, t)u′(t)dt

−
{
d

dx
Kh
a (x, x) +

∂Kh
a (x, x)

∂x
+
∂Kh

a (x,−x)

∂t
− q(x)[Kh

a (x, x)− 1]

}
u′(x)

−
{
d

dx
Kh
a (x,−x) +

∂Kh
a (x,−x)

∂x
− ∂Kh

a (x,−x)

∂t
− q(x)Kh

a (x.− x)

}
u′(−x)

= −
{

2
d

dx
Kh
a (x, x)− q(x)[Kh

a (x, x)− 1]

}
u′(x)

−
{

2
d

dx
Kh
a (x,−x)− q(x)Kh

a (x,−x)

}
u′(−x) = 0,

due to (3.13)-(3.15). Due to the arbitrariness of u ∈ C3[−b, b] we obtain (160).

Case 2: q ∈ C[−b, b]. Take a sequence {qn} ⊂ C1[−b, b] such that qn → q, n→∞ in

C[−b, b]. Let Th
a,n be the corresponding operators. Given u ∈ C3[−b, b], by the first part,
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LaT
h
a,nu = Th

a,nD
2u or more explicitly,(

Th
a,nu(x)

)′′
= qn(x)

(
Th
a,nu(x)

)′
+ Th

a,nu
′′(x).

Due to Proposition 49, Th
a,n → Th

a in B (C1[−b, b]). In particular, Th
a,nu

′′(x)
[−b,b]
⇒ Th

au
′′(x),

qn(x)
(
Th
a,nu(x)

)′ [−b,b]
⇒ q(x)

(
Th
au(x)

)′
, n → ∞. Set yn =

(
Th
a,nu

)′
, and v = q

(
Th
au
)′

+

Th
au
′′. Then yn

[−b,b]
⇒

(
Th
au
)′

and y′n
[−b,b]
⇒ v, n→∞. Hence

(
Th
au
)′′

= v = q
(
Th
au
)′

+Th
au
′′,

which is (160). Q.E.D.

According to Remark 23, the operator Th
a transforms solutions of the elementary

equation v′′ + ρ2v = 0 into solutions of (3.2). Due to (3.29) the function Sh(ρ, x) =

Th
a

[
sin(ρx)
ρ

]
is the solution of (3.2) satisfying the initial conditions Sh(ρ, 0) = 0, S ′h(ρ, 0) =

h. Contrary to this dependence on h, the function v = Th
a [cos(ρx)] is the solution

satisfying v(0) = 1, v′(0) = 0, i.e., it is independent of h, and hence C(ρ, x) = Th
a [cos(ρx)].

Note that Th
a maps the solutions of v′′ + ρ2v = 0 onto the solutions of (3.2).

In the case h = 1 we denote T1
a by Ta and call it the canonical transmutation operator.

The corresponding canonical kernel is denoted by Ka(x, t).

Proposition 51. The canonical transmutation operator is injective, and if q ∈ C1[−b, b],

then Ta ∈ G (C1[−b, b]).

Proof. Suppose there exists u ∈ C1[−b, b] such that Tau = 0. Integration by parts gives

(1−Ka(x, x))u(x) +

∫ x

−x

∂Ka(x, t)

∂t
u(t)dt = 0

(because Ka(x,−x) = 0). Also Ka(x, x) = 1 − e
1
2

∫ x
0 q(s)ds = 1 − a−1(x), and the last

equation can be written in the form

0 = u(x) +

∫ x

−x
K̃a(x, t)u(t)dt,

where K̃a(x, t) = a(x)∂Ka(x,t)
∂t

. This is a homogeneus Volterra integral equation of the

second kind with a continuous kernel. Hence it does not admit non-trivial solutions (see,

e.g., [72, Ch. X]). Hence Ta is injective.

Now suppose that q ∈ C1[−b, b]. Given y ∈ C1[−b, b], consider the equation

a(x)y(x) = u(x) +

∫ x

−x
K̃a(x, t)u(t)dt.
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It has a unique solution u ∈ C[−b, b] (see [72, Ch. X]).

Since Ka ∈ C2(Ω), then u(x) = a(x)
(
y(x)−

∫ x
−x

∂K1(x,t)
∂t

u(t)dt
)
∈ C1[−b, b]. Applying

integration by parts we recover the equation y = Tau. Then Ta is a surjective map and

hence a bijection, i.e., Ta ∈ G (C1[−b, b]). Q.E.D.

Remark 52. In the proof of Proposition 51 we obtain that the operator

Vau(x) =
u(x)

a(x)
+

∫ x

−x

∂Ka(x, t)

∂t
u(t)dt (3.31)

belongs to G (C[−b, b]). Additionally Tau = Vau for all u ∈ C1[−b, b]. In the case

q ∈ C1[−b, b] we have Va ∈ B (C1[−b, b]).

3.2.2 Mapping property

Here we establish how the transmutation operators Th
a act on non-negative integer powers

of the independent variable. Let g ∈ C[−b, b] be a nonvanishing function (in general,

complex valued). We define the following recursive integrals: Ỹ (0) ≡ Y (0) ≡ 1, and for

k > 1:

Ỹ (k)(x) :=k

∫ x

0

Ỹ (k−1)(s)
(
g2(s)a2(s)

)(−1)k−1

ds, (3.32)

Y (k)(x) :=k

∫ x

0

Ỹ (k−1)(s)
(
g2(s)a2(s)

)(−1)k
ds. (3.33)

The functions {ϕ(k)
a,g}∞k=0 defined by

ϕ(k)
a,g(x) :=

g(x)Y (k)(x), for k odd ,

g(x)Ỹ (k)(x), for k even.

(3.34)

for k ∈ N ∪ {0} are called formal powers associated to g.

Theorem 53 (SPPS Method). Suppose that g ∈ C1[−b, b] ∩ C2(−b, b) is a nonvanishing

in [−b, b] solution of Lag = 0. Then the general solution of Eq. (3.1) has the form

u = c1u1 + c2u2,

where c1, c2 ∈ C and

u1(x) =
∞∑
k=0

(−λ)kϕ
(2k)
a,g (x)

(2k)!
, u2(x) =

∞∑
k=0

(−λ)kϕ
(2k+1)
a,g (x)

(2k + 1)!
. (3.35)
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The solutions u1, u2 satisfy the initial conditions

u1(0) = g(0), u′1(0) = g′(0),

u2(0) = 0, u′2(0) = 1
g(0)

.
(3.36)

Proof. The proof consists in applying Theorem 1 from [83] to Eq. (3.1). Q.E.D.

A possible choice of the solution g can be g1 ≡ 1. In this case we use the notation

{ϕ(k)
a }∞k=0 and call these functions the canonical formal powers. Another linearly indepen-

dent solution is given by y(x) =
∫ x

0
dt
p(t)

. In order to obtain a nonvanishing solution one

can choose g2(x) = A+By(x) for some appropriate constants A,B. For our purposes we

take gh(x) = 1
h

+ y(x), where h 6= 0, and h 6= −y(x) for all x ∈ [−b, b].

Theorem 54. The following relations hold

1. ∀k ∈ N ∪ {0} Ta[x
k] = ϕ

(k)
a (x),

2. ∀k ∈ N ∪ {0} Th
a[x

k] =

ϕ
(k)
a,gh(x), if k is odd,

hϕ
(k)
a,gh(x)− ϕ

(k+1)
a,gh

(x)

k+1
, if k is even.

Proof. 1. We apply the SPPS method with the solution g1. Using the initial conditions

(3.36) we have that u1(x) = C(ρ, x), u2(x) = S1(ρ, x). Then u1(x) = Ta[cos(ρx)].

Since the Taylor series cos(ρx) =
∑∞

k=0
(−1)kρ2kx2k

(2k)!
converges in C1[−b, b] we have

u1(x) = Ta

[
∞∑
k=0

(−1)kρ2kx2k

(2k)!

]
=
∞∑
k=0

(−1)kρ2kTa[x
2k]

(2k)!
.

On the other hand, the SPPS series for the equation Lau = ρ2u is u1(x) =
∑∞

k=0
(−1)kρ2kϕ

(2k)
a (x)

(2k)!
.

Comparing both series as the Taylor series of an entire function of ρ we conclude

that Ta[x
2k] = ϕ

(2k)
a . For the odd powers note that sin(ρx)

ρ
=
∑∞

k=0
(−1)kρ2kx2k+1

(2k+1)!
.

Hence comparing with the SPPS series for u2 we have

∞∑
k=0

(−1)kρ2kϕ
(2k+1)
a (x)

(2k + 1)!
= u2(x) = Ta

[
sin(ρx)

ρ

]
=
∞∑
k=0

(−1)kρ2kTa[x
2k+1]

(2k + 1)!
.

Thus, Ta[x
2k+1] = ϕ

(2k+1)
a (x).
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2. In this case, we apply the SPPS method to the equation Lau = ρ2u with gh. Then

the solutions u1, u2 satisfy u1(0) = 1
h
, u′1(0) = 1 and u2(0) = 0, u2(0) = h. Hence

u2(x) = Sh(ρ, x) = Th

[
sin(ρx)
ρ

]
. Proceeding as in the case 1 we obtain Th

a[x
2k+1] =

ϕ
(2k+1)
a,gh (x).

On the other hand u1 = 1
h

(C(ρ, x) + Sh(ρ, x)). Hence

∞∑
k=0

(−1)kρ2kϕ
(2k)
a,gh(x)

(2k)!
=u2(x) =

1

h
Th
a

[
cos(ρx) +

sin(ρx)

ρ

]

=
1

h

(
∞∑
k=0

(−1)kρ2kTh
a[x

2k]

(2k)!
+
∞∑
k=0

(−1)kρ2kTh
a[x

2k+1]

(2k + 1)!

)
.

Comparing both series as Taylor series of an entire function of ρ, we conclude that
ϕ

(2k)
a,gh

(x)

(2k)!
= 1

h

(
Tha [x2k]

(2k)!
+ Tha [x2k+1]

(2k+1)!

)
. Hence hϕ

(2k)
a,gh(x) = Th

a[x
2k] +

ϕ
(2k+1)
a,gh

(x)

2k+1
, as required.

Q.E.D.

Remark 55. Due to Theorem 160 we have the relations

Laϕ
(k)
a = LaTa[x

k] = Ta

[
D2xk

]
.

Hence for all k ∈ N0

Laϕ
(k)
a =

0, if k = 0, 1,

k(k − 1)ϕ
(k−2)
a , if k > 2.

(3.37)

We say that the canonical formal powers form an La-basis [20, 24].

It is easy to prove that the system of canonical formal powers is complete in C[−b, b].

Additionally, if q ∈ C1[−b, b], it is complete in C1[−b, b].

3.2.3 Even and odd operators

Denote by P± the even and odd projections, defined by

P+u(x) :=
u(x) + u(−x)

2
, P−u(x) :=

u(x)− u(−x)

2
, for u ∈ C[−b, b].

Obviously, P± ∈ B (C[−b, b]) and (P±)
2

= P±, P±P∓ = 0, P+ + P− = IC[−b,b].

P+ (C[−b, b]) (P− (C[−b, b])) is the set of even (odd) functions. Note thatD : P± (C1[−b, b])→

P∓ (C[−b, b]).
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Definition 56. Let h ∈ C. Define the kernels in Ω.

(i) KC
a,h(x, t) := Kh

a (x, t)−Kh
a (x,−t) (the cosine kernel).

(ii) KS
a,h(x, t) := Kh

a (x, t) +Kh
a (x,−t) (the sine kernel).

The corresponding “sine” and “cosine” operators are defined on C1[−b, b] by

(a) TS
a,hu(x) = u(x)−

∫ x

0

KS
a,h(x, t)u

′(t)dt,

(b) TC
a,hu(x) = u(x)−

∫ x

0

KC
a,h(x, t)u

′(t)dt.

Clearly TS
a,h,T

C
a,h ∈ B (C1[−b, b]). Actually TS

a,h and TC
a,h are well defined and bounded

on C1[0, b].

Proposition 57. Th
a = TC

a,hP
+ + TS

a,hP
− on C1[−b, b].

Proof. Since Th
a = Th

aP
+ + Th

aP
−, it is sufficient to show that Th

aP
+ = TC

a,hP
+ and

Th
aP
− = TS

a,hP
−. We show the first equality, the proof of the second is analogous. Take

u ∈ C1[−b, b] and set v = P+u. Thus v ∈ P+ (C1[−b, b]), v′ ∈ P− (C[−b, b]), and

Th
av(x) =v(x)−

∫ x

−x
Kh
a (x, t)v′(t)dt = v(x) +

∫ x

−x
Kh
a (x, t)v′(−t)dt

=v(x) +

∫ x

−x
Kh
a (x,−t)v′(t)dt.

Then

Th
av(x) = v(x)− 1

2

∫ x

−x

(
Kh
a (x, t)−Kh

a (x,−t)
)
v′(t)dt = v(x)− 1

2

∫ x

−x
KC
a,h(x, t)v

′(t)dt.

Since KC
a,h(x, t) is an odd function in t, the integrand is even and

Th
av(x) = v(x)− 1

2

∫ x

−x
KC
a,h(x, t)v

′(t)dt = v(x)−
∫ x

0

KC
a,h(x, t)v

′(t)dt,

i.e., Th
aP

+u(x) = TC
a,hP

+u(x). Q.E.D.

In particular,

C(ρ, x) = TC
a,h[cos(ρx)], Sh(ρ, x) = TS

a,h

[
sin(ρx)

ρ

]
.
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Remark 58. (i) Let q ∈ C[0, b]. According to Remark 46, it is sufficient to construct

the kernel Kh
a in R1, then KC

a,h and KS
a,h can be constructed knowing the values of q

only in [0, b]. It is not difficult to see that if q ∈ C1[0, b], the sine an cosine kernels

satisfy the hyperbolic equation (3.13) in the domainR3 := {(x, t) ∈ R2 |x ∈ [0, b], 0 6 t 6 x}.

In this case the characteristics are {(x, x) |x ∈ [0, b]}, {(x, 0) |x ∈ [0, b]}. Along the

first characteristic we have

1. KC
a,h(x, x) = Kh

a (x, x) −Kh
a (x,−x) = 1 − h+1

2
e

1
2

∫ x
0 q(s)ds − 1−h

2
e

1
2

∫ x
0 q(s)ds = 1 −

e
1
2

∫ x
0 q(s)ds = 1− a−1(x)

2. KS
a,h(x, x) = Kh

a (x, x) + Kh
a (x,−x) = 1 − h+1

2
e

1
2

∫ x
0 q(s)ds + 1−h

2
e

1
2

∫ x
0 q(s)ds = 1 −

he
1
2

∫ x
0 q(s)ds = 1− ha−1(x).

In particular both kernels satisfy the Goursat condition

d

dx
G(x, x) =

1

2
q(x) (G(x, x)− 1) . (3.38)

For the second characteristic we note that

KC
a,h(x, 0) = Kh

a (x, 0)−Kh
a (x, 0) = 0, (3.39)

∂tK
S
a,h(x, 0) =

(
∂Kh

a (x, t)

∂t
− ∂Kh

a (x,−t)
∂t

) ∣∣∣∣
t=0

= 0. (3.40)

(ii) Let {qn} ⊂ C1[0.b] converge to q in C[0, b]. Due to Theorem 45 the corresponding

kernels KC
a,h,n, K

S
a,h,n and operators TC

a,h,n,T
S
a,h,n converge to KC

a,h, K
S
a,h and TC

a,h,T
S
a,h

in C1(R3) and B (C[0, b]), respectively.

(iii) Additionally, both operators preserve the value at x = 0, and

(
TC
a,hu
)′

(0) = u′(0),
(
TS
a,hu
)′

(0) = hu′(0)

In this sense the kernel KC
a,h(x, t) is independent of h.

Again, when h = 1 we use the notation KC
a (x, t), KS

a (x, t), TC
a , TS

a , and call these

objects the canonical sine and cosine kernels and operators, respectively.
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Remark 59. Suppose G ∈ C2(R3) satisfies Eq. (3.13) with the Goursat condition (3.38).

Defining the operator

Tu(x) = u(x)−
∫ x

0

G(x, t)u′(t)dt,

deriving with respect to x and applying the same procedure as in the proof of Theorem 50

we obtain the relation

LaTu(x)−Tu′′(x) = G(x, 0)u′′(0)− ∂G(x, 0)

∂t
u′(0).

Proposition 60. Denote C3
0,j[0, b] := {u ∈ C3[0, b] |u(j)(0) = 0}, j = 1, 2. Then

LaT
C
a,h = TC

a,hD
2 in C3

0,1[0, b]. (3.41)

LaT
S
a,h = TS

a,hD
2 in C3

0,2[0, b]. (3.42)

In particular (3.41) is valid in P+ (C3[−b, b]) and (3.42) in P− (C3[−b, b]).

Proof. Assume q ∈ C1[0, b] (if q ∈ C[0, b], we apply Remark 58(ii) and a procedure

analogous to Theorem 50). According to Remark 59, if v ∈ C3
0,1[0, b],

LaT
C
a,hv −TC

a,hD
2v = KC

a,h(x, 0)v′′(0)−
∂KC

a,h(x, 0)

∂t
v′(0).

In this case v′(0) = 0 and by (3.39), LaT
C
a,hv − TC

a,hD
2v = 0. On the other hand, if

v ∈ C3
0,2[0, b],

LaT
S
a,hv −TS

a,hD
2v = KS

a,h(x, 0)v′′(0)−
∂KS

a,h(x, 0)

∂t
v′(0) = 0,

because v′′(0) = 0 and (3.40).

The validity in P± (C[−b, b]) is due to the embeddings P+ (C3[−b, b]) ↪→ C3
0,1[0, b],

P− (C3[−b, b]) ↪→ C3
0,2[0, b]. Q.E.D.

Proposition 61. For all k ∈ N ∪ {0} the following relations hold.

TC
a [x2k] = ϕ(2k)

a (x), (3.43)

TS
a [x2k+1] = ϕ(2k+1)

a (x). (3.44)

Proof. Consider

TC
a [x2k] = TaP

+[x2k] = Ta[x
2k] = ϕ(2k)

a (x),

and

TS
a [x2k+1] = TaP

−[x2k+1] = Ta[x
2k+1] = ϕ(2k+1)

a (x).

Q.E.D.
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3.2.4 Liouville transformation

Direct computation shows that the operator La admits the factorization

Lau =

{
1

a

(
D +

a′

a

)(
D− a′

a

)
a

}
u ∀u ∈ C2[−b, b]. (3.45)

Note that if u ∈ C1[−b, b], then
(
D− a′

a

)
u = a

(
u
a

)′
, and

(
D + a′

a

)
u = 1

a
(au)′. Thus

we can write

Lau =
1

a

(
1

a
Da

)(
aD

1

a

)
au ∀u ∈ C2[−b, b]. (3.46)

If a ∈ C2[−b, b] (i.e., q ∈ C1[−b, b]), the following factorization holds

Sau :=
(
D2 −Qa(x)

)
u =

(
D +

a′

a

)(
D− a′

a

)
u ∀u ∈ C2[−b, b], (3.47)

where Qa := a′′

a
(see [75, Th. 25]). Comparing (3.45) with (3.47) we have the relation

Lau =
1

a

(
D2 −Qa(x)

)
au ∀u ∈ C2[−b, b].

Consider the operator Ra : C[−b, b] → C[−b, b] given by Rau(x) := a(x)u(x). It is

bounded on C[−b, b] with the norm ‖Ra‖B(C[−b,b]) = ‖a‖C[−b,b]. Its inverse is R−1
a u(x) =

u(x)
a(x)

. According to (3.47), if u ∈ C2[−b, b] is a solution of (3.1), then v = Rau is a

solution of the Schrödinger equation −v′′ + Qa(x)v = λv. Actually Ra is the Liouville

transformation of equation (3.1) (see [79]). This transformation is applicable for a general

equation of the form −D (P (x)Dy) +Q(x)y = −λR(x)y, with P,R positive in [−b, b] and

P,R ∈ C2[−b, b]. In our case P = R = a2, and the relation holds

SaRau = RaLau ∀u ∈ C2[−b, b] (3.48)

(see [79, Prop. 2.7]). Equality (3.48) establishes that Ra is a transmutation operator for

the pair Sa,La, in the sense of Definition 22.

Note that according to (3.48), a = Ra1 is a nonvanishing solution of Sau = 0 in [−b, b].

Following the terminology of Theorem 26, we denote by {ψ(k)
a }∞k=0 the canonical formal

powers associated with Sa, defined by (1.25). The canonical transmutation operator of Sa

associated to the nonvanishing solution a and given by (1.23) is denoted by V̂a, and the

corresponding canonical kernel by K̂a. Using the Liouville transformation it is possible

to obtain a transmutation operator for the pair La,D
2 : C2[−b, b]→ C[−b, b].
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Theorem 62. The following relation holds

La

(
R−1
a V̂a

)
=
(
R−1
a V̂a

)
D2 in C2[−b, b]. (3.49)

Additionally the formal powers {ϕ(k)
a }∞k=0 and {ψ(k)

a }∞k=0 satisfy the relation

ψ(k)
a (x) = Raϕ

(k)
a ∀k ∈ N ∪ {0}. (3.50)

Proof. The first assertion can be found in [79, Th. 4.3], and (3.50) is an application of

[79, Th. 3.5] to our particular case. Q.E.D.

Hence R−1
a V̂a is a transmutation operator for La,D

2. In contrast to this, Ta is not a

transmutation operator in the sense of Definition 22 . However it satisfies condition 2 in

C3[−b, b].

Theorem 63. The following relations hold.

1. V̂a = RaVa in C[−b, b].

2.
∂Ka(x, t)

∂t
=

1

a(x)
K̂a(x, t) ∀(x, t) ∈ R.

Proof. First note that according to (3.50), for all k ∈ N0 we have

RaVa[x
k] = Raϕ

(k)
a (x) = ψ(k)

a (x) = V̂a[x
k].

Thus RaVa and V̂a coincide on the dense set Span{xk}∞k=0. Hence RaVa = V̂a on

C[−b, b], or equivalently Va = R−1
a V̂a. Expanding this equality we have

Vau(x) =
u(x)

a(x)
+

∫ x

−x

∂tKa(x, t)

∂t
u(t)dt,

R−1
a V̂au(x) =

1

a(x)

(
u(x) +

∫ x

−x
K̂a(x, t)u(t)dt

)
.

Thus

∫ x

−x

∂Ka(x, t)

∂t
u(t)dt =

∫ x

−x

1

a(x)
K̂a(x, t)u(t)dt, for all u ∈ C[−b, b] and for all x ∈

[−b, b]. For a fixed x ∈ [−b, b] the integrals are equal for all u ∈ C[−x, x]. Hence

∂Ka(x,t)
∂t

= 1
a(x)

K̂a(x, t), for all |t| 6 |x|. Due to the arbitrariness of x ∈ [−b, b] the equality

is valid in R. Q.E.D.
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Remark 64. If a ∈ W 2,∞(−b, b), as noticed in Remark 47, Ka ∈ W 2,∞(Ω). In this

case Qa ∈ L∞(−b, b), the kernel K̂a ∈ W 1,∞(Ω) and the operator V̂a is a transmutation

operator for Sa,D
2 in the class W 2,∞(−b, b) (Theorem 25). Repeating the same procedure

we can obtain that relation 2 of Theorem 63 is still valid.

Example 65. Consider the equation −y′′ + cy′ = λy, with c ∈ R \ {0}. In this case

q = c, p = e−cx, a = e−
1
2
cx, and the potential of the corresponding Schrödinger equation

is given by Qa = c2

4
. Thus we obtain the Schrödinger equation −u′′ + 1

4
c2u = λu. Denote

the Schrödinger operator by Sa := D2 + C, with C = −1
4
c2. Then the transmutation

kernel K̂a satisfying V̂a[1] = a = e−
c
2
x, K̂a(x, x) = −1

2
a′(0) + 1

2

∫ x
0
Qa(s)ds = c

4
− 1

8
c2x,

K̂a(x,−x) = 1
4
c is given by

K̂a(x, t) =
1

4
c+G(x, t) +

1

4
c

∫ x

t

(G(x, t)−G(x,−t))dt,

where G is a solution of ∂2G
∂x2 +CG = ∂2G

∂t2
satisfying the Goursat conditions G(x, x) = −Cx

2
,

G(x, x) = 0 (see [24]). The solution of this problem is given by

G(x, t) = −1

2

√
C(x2 − t2)J1(

√
C(x2 − t2))

x− t

(see [88, Example 4.3]). Moreover, it is known that G(x, t)−G(x,−t) = − t
√
C(x2−t2)J1(

√
C(x2−t2))

x2−t2 .

Using J ′0(z) = J1(z) we have

−
∫ x

t

s
√
C(x2 − s2)J1(

√
C(x2 − s2))

x2 − s2
ds =

∫ x

t

d

ds

(
J0(
√
C(x2 − s2))

)
ds

=1− J0(
√
C(x2 − t2)).

Then

K̂a(x, t) =
c+ 1

4
− 1

2

√
C(x2 − t2)J1(

√
C(x2 − t2))

x− t
+ J0(

√
C(x2 − t2)).

Hence the transmutation kernel K1(x, t) has the form

Ka(x, t) =
(c+ 1)

8c

(
e
c
2
t − 1

)
+

∫ t

0

e
cs
2

(
J0(
√
C(x2 − s2))− 1

2

√
C(x2 − s2)J1(

√
C(x2 − s2))

x− s

)
ds.

Remark 66. Considering operators corresponding to 1
a

instead of a we obtain the factor-

ization

L 1
a
u = a

(
aD

1

a

)(
1

a
Da

)
u

a
= a

(
D− a′

a

)(
D +

a′

a

)
u

a
∀u ∈ C2[−b, b].
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Note that in this case L 1
a

= D2 + qa(x), then q 1
a

= −qa. If a ∈ C2[−b, b], the last

factorization can be written as

L 1
a

= RaS 1
a
R−1
a in C2[−b, b]

where

S 1
a

=

(
D− a′

a

)(
D +

a′

a

)
= D2 −Q 1

a
(x), and Q 1

a
= 2

(
a′

a

)2

−Qa = a

(
1

a

)′′
.

The operator S 1
a

is known as the Darboux associated operator of Sa. Generalizing

this concept, the operator L 1
a

will be called the Darboux associated operator of La. The

corresponding Darboux associated canonical kernel will be denoted by K 1
a
(x, t).

3.2.5 Existence of the inverse operator

Let a ∈ C2[−b, b]. By Proposition 51 T−1
a exists, and the relation holds

D2T−1
a v = T−1

a Lav ∀v ∈ C3[−b, b]. (3.51)

Consider an operator of the form Qv(x) = v(x) −
∫ x
−xG(x, t)v′(t)dt with a kernel

G ∈ C2(R). Suppose that Q satisfies relation (3.51). Deriving with respect to x we

obtain

d

dx
Qv(x) =v′(x)−G(x, x)v′(x)−G(x,−x)v′(−x)−

∫ x

−x

∂G(x, t)

∂x
v′(t)dt,

d2

dx2
Qv(x) =v′′(x)− d

dx
G(x, x)v′(x)−G(x, x)v′′(x)− d

dx
G(x,−x)v′(x) +G(x, x)v′′(−x)

− ∂G(x, x)

∂x
v′(x)− ∂G(x,−x)

∂x
v′(−x)−

∫ x

−x

∂2G(x, t)

∂x2
v′(t)dt.

On the other hand

QLav(x) = v′′(x)− qa(x)v′(x)−
∫ x

−x
G(x, t)v′′′(t)dt+

∫ x

−x
G(x, t) (qa(t)v

′(t))
′
dt.

Integration by parts as in the proof of Theorem 50 leads to∫ x

−x
G(x, t)v′′′(t)dt =G(x, x)v′′(x)−G(x,−x)v′′(−x)− ∂G(x, x)

∂t
v′(x) +

∂G(x,−x)

∂t
v′(−x)

+

∫ x

−x

∂2G(x, t)

∂t2
v′(t)dt.
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On the other hand∫ x

−x
G(x, t) (qa(t)v

′(t))
′
dt =G(x, x)qa(x)v′′(x)−G(x,−x)qa(−x)v(−x)−

∫ x

−x
qa(t)

∂G(x, t)

∂t
v′(t)dt.

Hence

QLav(x) =v′′(x)− qa(x)v′(x)−G(x, x)v′′(x) +G(x,−x)v′′(−x) +
∂G(x, x)

∂t
v′(x)

− ∂G(x,−x)

∂t
v′(−x) +G(x, x)qa(x)v′(x)−G(x,−x)qa(−x)v′(−x)

−
∫ x

−x

(
∂2

∂t2
+ qa(t)

∂

∂t

)
G(x, t)v′(t)dt.

Thus

D2Qv(x)−QLav(x) =

∫ x

−x

(
∂2

∂t2
+ qa(t)

∂

∂t
− ∂2

∂x2

)
G(x, t)v′(t)dt

−
{
d

dx
G(x, x) +

∂G(x, x)

∂x
+
∂G(x, x)

∂t
+ qa(x)(G(x, x)− 1)

}
v′(x)

−
{
d

dx
G(x, x) +

∂G(x, x)

∂x
− ∂G(x, x)

∂t
+ qa(x)(G(x, x)− 1)

}
v′(−x).

In particular, relation (3.51) holds if G satisfies the equation

∂2G(x, t)

∂x2
=
∂2G(x, t)

∂t2
+ qa(t)

∂G(x, t)

∂t
in R, (3.52)

with the Goursat conditions

d

dx
G(x, x) = −1

2
qa(x)(G(x, x)− 1), G(x,−x) = 0. (3.53)

With the continuity condition G(0, 0) = 0 we have

G(x, x) = 1− e−
1
2

∫ x
0 qa(s)ds = 1− e

1
2

∫ x
0 q 1

a
(s)ds

= 1− a(x).

If we consider the kernel K 1
a

of the Darboux associated operator in the domain Ω \R,

then the function G(x, t) := K 1
a
(t, x) belongs to C2(R) and satisfies equation (3.13) with

the Goursat conditions (3.53).

Now we define the operator

Qav(x) := v(x)−
∫ x

−x
K 1

a
(t, x)v′(t)dt, (3.54)

in such a way that it satisfies relation (3.51). Note that Qa is well defined and belongs

to B (C1[−b, b]) even if a ∈ C1[−b, b]. Furthermore, if qn → q, n → ∞ in C[−b, b]

(that implies that the corresponding sequence {an} converges to a in C1[−b, b]), then

K 1
a
,n → K 1

a
, in C1(Ω) and Qa,n → Qa in B (C1[−b, b]).
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Theorem 67. Let a ∈ C1[−b, b], then Ta ∈ G (C1[−b, b]) and T−1
a = Qa.

Proof. First suppose a ∈ C2[−b, b]. Then Qa satisfies relation (3.51). Let v ∈ C1[−b, b],

then

(Qav) (0) =v(0),

(Qav)′ (0) =
(

1−K 1
a
(0, 0)

)
v′(0) = v′(0).

Thus Qa preserves the conditions at x = 0. Let us define ψk(x) := Qaϕ
(k)
a (x) for k ∈ N0.

Note that ψ0(x) = 1, and ψ1 satisfies D2ψ1 = 0 with the conditions ψ1(0) = ϕ
(1)
a (0) = 0,

(ψ1)′(0) = (ϕ
(1)
a )′(0) = 1, which implies that ψ1(x) = x. For k > 2 we have

D2ψk = D2Qaϕ
(k)
a = QaLaϕ

(k)
a = k(k − 1)Qaϕ

(k−2)
a = k(k − 1)ψk−2.

Thus {ψk}∞k=0 is a D2-basis. According to [20, Remark 9], ψk can be constructed for k > 2

by the formula

ψk(x) =k(k − 1)

∫ x

0

ψ0(s)ψ1(s)− ψ0(x)ψ(s)

W (ψ0, ψ1)
ψk−2(s)ds

=k(k − 1)

∫ x

0

(x− s)ψk−2(s)ds = k(k − 1)

∫ x

0

∫ t

0

ψk−2(t)dsdt.

By induction we can see that ψk(x) = xk. Then Qaϕ
(k)
a = xk for all k ∈ N0, i.e.,

QaTax
k = xk ∀k ∈ N0.

Hence QaTa = 1C1[−b,b] on the dense set Span{xk}∞k=0. Since both operators are contin-

uous we conclude that QaTa = 1C1[−b,b]. By Proposition 51, Ta ∈ G (C1[−b, b]) . Hence

T−1
a = Qa.

Now suppose that a ∈ C1[−b, b]. Take a sequence {qn} ⊂ C1[−b, b] such that qn → q,

n→∞ in C1[−b, b]. Hence an → a, n→∞ in C1[−b, b], and T−1
an = Qan → Qa, n→∞,

in B (C1[−b, b]).

Thus, TaQa = lim
n→∞

TanQan = IC1[−b,b]. Similarly QaTa = IC1[−b,b]. Hence Ta ∈

G (C1[−b, b]) and T−1
a = Qa. Q.E.D.

Remark 68. In contrast to the case of the Schrödinger operator, where the kernel of the

inverse of the transmutation operator is directly related to the kernel of the initial problem

(see [87, Th. 10]), in this case the kernel of the inverse operator comes from the associated

Darboux operator.
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3.3 Fourier-Legendre series expansion of the trans-

mutation kernel

In this section we propose a Fourier-Legendre series representation for the kernel Kh,

study some of its properties and derive formulas for its coefficients. Following [81] we

employ the fact that for x ∈ (0, b] fixed the kernel Kh
a (x, ·) ∈ L2(−x, x), so it can be

expanded into a series in terms of Legendre polynomials {Pn(t)}∞n=0. More precisely the

following proposition is valid.

Proposition 69. For x ∈ (0, b] fixed the transmutation kernel Kh(x, t) admits the Fourier-

Legendre series representation

Kh
a (x, t) =

∞∑
n=0

αhn(x)

x
Pn

(
t

x

)
, (3.55)

where the coefficients are defined by

αhn(x) =

(
n+

1

2

)∫ x

−x
Kh
a (x, t)Pn

(
t

x

)
dt for n ∈ N0. (3.56)

The series converges with respect to t in the norm of L2(−x, x).

Proof. Proposition 44 implies that Kh
a (x, ·) ∈ L2(−x, x). Since

{
Pn
(
t
x

)}
is an orthogonal

basis for L2(−x, x), Kh
a (x, ·) has a series of the form Kh

a (x, t) =
∑∞

n=0 bn(x)Pn
(
t
x

)
, and the

series converges with respect to t in L2(−x, x). For convenience we choose bn(x) = αhn(x)
x

and obtain (3.55). Equality (3.56) is obtained by multiplying Kh
a (x, t) by Pn

(
t
x

)
and

integrating∫ x

−x
Kh
a (x, t)Pn

(
t

x

)
dt =

∫ x

−x

(
∞∑
m=0

αhn(x)

x
Pm

(
t

x

))
Pn

(
t

x

)
dt

=
∞∑
m=0

αhn(x)

x

∫ x

−x
Pm

(
t

x

)
Pn

(
t

x

)
dt

=
∞∑
m=0

αhn(x)

∫ 1

−1

Pm(u)Pn(u)du = αhn(x)
2

2n+ 1
.

The exchange of the order of integration and summation is justified since the integral is

a bounded functional in L2(−x, x), and the last equality is due to ‖Pn‖L2(−1,1) = 2
2n+1

.

Thus we obtain (3.56). Q.E.D.

87



Corollary 70. The sine and cosine kernels admit the Fourier-Legendre series represen-

tations

KC
a,h(x, t) =

∞∑
n=0

βhn(x)

x
P2n+1

(
t

x

)
(3.57)

and

KS
a,h(x, t) =

∞∑
n=0

γhn(x)

x
P2n

(
t

x

)
. (3.58)

The coefficients are given by

βhn(x) =(4n+ 3)

∫ x

0

KC
h (x, t)P2n+1

(
t

x

)
dt, (3.59)

γhn(x) =(4n+ 1)

∫ x

0

KS
h (x, t)P2n

(
t

x

)
dt. (3.60)

Proof. Using (56) and (3.55) we obtain

KC
a,h(x, t) = Kh

a (x, t)−Kh
a (x,−t) =

∞∑
n=0

αhn(x)

x

(
Pn

(
t

x

)
− Pn

(
− t
x

))
.

Since Pn(−t) = (−1)nPn(t), KC
a,h(x, t) =

∞∑
n=0

2
αh2n+1(x)

x
P2n+1

(
t

x

)
. Denoting βhn(x) :=

2α2n+1(x) we obtain (3.57), and (3.59) is obtained from

βhn(x) =2

(
(2n+ 1) +

1

2

)∫ x

−x
Kh
a (x, t)P2n+1

(
t

x

)
dt

=(4n+ 3)

{∫ x

0

Kh
a (x, t)P2n+1

(
t

x

)
dt+

∫ 0

−x
Kh
a (x, t)P2n+1

(
t

x

)
dt

}
=(4n+ 3)

{∫ x

0

Kh
a (x, t)P2n+1

(
t

x

)
dt+

∫ x

0

Kh
a (x,−t)P2n+1

(
− t
x

)
dt

}
=(4n+ 3)

∫ x

0

KC
a,h(x, t)P2n+1

(
t

x

)
dt.

Formulas (3.58) and (3.60) are obtained analogously. Q.E.D.

Remark 71. Note that KC
a,h(x, x) =

∑∞
n=0

βhn(x)
x
P2n+1(1) =

∑∞
n=0

βhn(x)
x

, because Pk(1) = 1

for all k ∈ N0. Since KC
a,h(x, x) = 1− a−1(x), we obtain the equality

a−1(x) = 1−
∞∑
n=0

βhn(x)

x
. (3.61)

Remark 72. Representations for KC
a,h(x, t) and KS

h (x, t) can be obtained in another way

by using the fact that KC
a,h(x, ·), KS

a,h(x, ·) ∈ L2(0, x) and
{
P2n+1

(
t
x

)}∞
n=0

,
{
P2n

(
t
x

)}∞
n=0
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are orthogonal bases in L2(0, x). The fact that KC
a,h is represented by a series of odd

Legendre polynomials is in agreement with the property KC
a,h(x, 0) = 0.

Furthermore, if q ∈ L1(0, b), the kernels KC
a,h(x, t) and KS

a,h(x, t) exist and satisfy

KC
a,h(x, ·), KS

a,h(x, ·) ∈ L2(0, x), as seen in Section 2. Hence the representations (3.57)

and (3.58) remain valid.

By Kh
a,N(x, t) :=

∑N
n=0

αhn(x)
x
Pn
(
t
x

)
we denote the N -th partial sum of (3.55).

Lemma 73. Let p ∈ N and f ∈ Cp+1[−1, 1]. There exists a constant cp > 0 such that

‖f − fN‖C[−1,1] 6
cp

Np+ 1
2

· ‖f (p+1)‖C[−1,1], ∀N > p, (3.62)

where fN(x) :=
∑N

n=0 anPn(x) is an N-th partial sum of the Fourier-Legendre series of f .

The constant cp does not depend on f .

Proof. See the proof of Theorem 4.10 from [131] with Theorem 5.21 of [135]. Q.E.D.

From this we obtain that (3.55) converges uniformly to Kh and an estimate for the

remainder Kh
a −Kh

a,N .

Proposition 74. Let q ∈ Cp[0, b], p ∈ {0, 1}. Denote Mp =
∥∥∥∂p+1Kh

a

∂tp+1

∥∥∥
C(R1)

. Then there

exists a constant cp > 0 such that for all x ∈ (0, b] and t ∈ [−x, x] the inequality holds

|Kh
a (x, t)−Kh

a,N(x, t)| 6 cpMpx
p+1

Np+ 1
2

∀N > p. (3.63)

Proof. Proposition 44 establishes that Kh
a ∈ Cp+1(R1). Fix x ∈ (0, b] and define g(t) :=

Kh
a (x, xt), gN(t) := Kh

a,N(x, xt). Then g ∈ Cp+1[−1, 1] and g(p+1)(t) = xp+1 ∂
p+1Kh

a (x,y)
∂y

∣∣∣
y=tx

.

Since gN is a partial sum of a Fourier-Legendre series for g, by Lemma 73,

‖g − gN‖C[−1,1] 6
cp

Np+1
‖g(p+1)‖C[−1,1]

for allN > p. Note that ‖g−gN‖C[−1,1] = max
t∈[−x,x]

|Kh
a (x, t)−Kh

a,N(x, t)|, and ‖g(p+1)‖C[−1,1] =

max
t∈[−x,x]

∣∣∣∣xp+1∂
p+1Kh

a (x, t)

∂tp+1

∣∣∣∣ 6 xp+1Mp. From this we obtain (3.63). Since cp does not de-

pend on x, the estimate is valid for all x ∈ (0, b]. Q.E.D.

Similar estimates are valid for KC
a,h and KS

a,h.
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For every n ∈ N ∪ {0} we write the Legendre polynomial Pn(x) in the form Pn(x) =∑n
k=0 lk,nx

k. Note that if n is even, lk,n = 0 for odd k, and P2n(x) =
∑n

k=0 l̃k,nx
2k

with l̃k,n = l2k,2n. Similarly P2n+1(x) =
∑n

k=0 l̂k,nx
2k+1 with l̂k,n = l2k+1,2n+1. With this

notation we write an explicit formula for the coefficients of (3.55) for the canonical kernel.

Proposition 75. The coefficients {α1
n(x)}∞n=0 of the Fourier-Legendre expansion of K1(x, t)

are given by

α1
n(x) =

(
n+

1

2

) n∑
k=0

lk,n
k + 1

(
xk+1 − ϕ(k+1)

a (x)

xk

)
∀n ∈ N ∪ {0}. (3.64)

The coefficients of the cosine and sine kernels satisfy the following relations for all n ∈

N ∪ {0}

β1
n(x) = (4n+ 3)

n∑
k=0

l̃k,n
2k + 2

(
x2k+2 − ϕ(2k+2)

a (x)

x2k+1

)
, (3.65)

γ1
n(x) = (4n+ 1)

n∑
k=0

l̂k,n
2k + 1

(
x2k+1 − ϕ(2k+1)

a (x)

x2k

)
. (3.66)

Proof. According to (3.56)

α1
n(x) =

(
n+

1

2

)∫ x

−x
Ka(x, t)Pn

(
t

x

)
dt =

(
n+

1

2

) n∑
k=0

lk,n
xk

∫ x

−x
Ka(x, t)t

kdt.

Note that∫ x

−x
Ka(x, t)t

kdt =

∫ x

−x
Ka(x, t)

d

dt

[
tk+1

k + 1

]
=

xk+1

k + 1
−Ta

[
tk+1

k + 1

]
=
xk+1 − ϕ(k+1)

a (x)

k + 1
,

by Theorem (54). Substituting this in the previous formula we obtain (3.64). To obtain

the formula for {β1
n(x)}∞n=0, we see that

β1
n(x) =2α1

2n+1(x) = (4n+ 3)
2n+1∑
k=0

lk,2n+1

k + 1

(
xk+1 − ϕ(k+1)

a (x)

xk

)

=(4n+ 3)
n∑
k=0

l̃k,n
2k + 2

(
x2k+2 − ϕ(2k+2)

a (x)

x2k+1

)
.

The proof of (3.66) is analogous. Q.E.D.

Remark 76. Formula (3.65) gives the following expression for β1
0(x):

β1
0(x) =

3

2

(
x2 − ϕ(2)

a (x)

x

)
.
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Applying the operator La to xβ1
0(x) we have La [xβ1

0(x)] = 3
2

(
La[x

2]− La

[
ϕ

(2)
a (x)

])
. By

Remark 55, La

[
ϕ

(2)
a

]
= 2, thus

(xβ1
0)′′ − q(x)(xβ1

0)′ =
3

2
(2− 2xq(x)− 2) = −3xq(x).

From this we obtain that the potential q(x) can be recovered from the coefficient β1
0(x) by

the formula

q(x) =
(xβ1

0(x))′′

(xβ1
0(x))′ − 3x

. (3.67)

If q is real valued, the denominator ϑ(x) = (xβ1
0(x))′ − 3x does not vanish for x ∈ (0, b].

In fact from the equation La

[
xβ1

0(x)− 3
2
x2
]

= −3 we deduce that ϑ satisfies the first

order equation (p(x)ϑ(x))′ = −3p(x), for x ∈ (0, b), and ϑ(0) = 0. Since p > 0 in [0, b],

ϑ(x) = − 3
p(x)

∫ x
0
p(s)ds does not vanish for x ∈ (0, b].

Theorem 77. Let q ∈ C[0, b]. The solutions C(ρ, x) and Sh(ρ, x) admit the representa-

tions

C(ρ, x) = cos(ρx) + ρ
∞∑
n=0

(−1)nβhn(x)j2n+1(ρx), x ∈ (0, b] (3.68)

and

Sh(ρ, x) =
sin(ρx)

ρ
−
∞∑
n=0

(−1)nγhn(x)j2n(ρx), x ∈ (0, b], (3.69)

where jk stands for the spherical Bessel function of order k, defined as jk(z) :=
√

π
2z
Jk+ 1

2
(z)

(and Jν stands for the Bessel function of the first kind of order ν). Both series converge

uniformly with respect to x on (0, b] and converge uniformly with respect to ρ on any

compact subset of the complex ρ-plane. Moreover, for each N ∈ N, the approximations

CN(ρ, x) := cos(ρx) + ρ

[N−1
2 ]∑

n=0

(−1)nβhn(x)j2n+1(ρx) (3.70)

and

Sh,N(ρ, x) :=
sin(ρx)

ρ
−

[N2 ]∑
n=0

(−1)nγhn(x)j2n+1(ρx), (3.71)

obey the estimates∣∣∣∣C(ρ, x)− CN(ρ, x)

ρ

∣∣∣∣ 6 2xεN(x), |Sh(ρ, x)− Sh,N(ρ, x)| 6 2xεN(x), (3.72)
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for any ρ ∈ R \ {0}, and∣∣∣∣C(ρ, x)− CN(ρ, x)

ρ

∣∣∣∣ 6 2εN(x) sinh(Cx)

C
, |Sh(ρ, x)− Sh,N(ρ, x)| 6 2εN(x) sinh(Cx)

C
,

(3.73)

for any ρ ∈ C\{0} belonging to the strip | Im ρ| 6 C, C > 0, where εN(x) is a sufficiently

small nonnegative function such that |Kh(x, t) − Kh,N(x, t)| 6 εN(x), εN(x) → 0 when

N →∞.

Proof. We show the corresponding results for C(ρ, x) (the proofs for Sh(ρ, x) are analo-

gous). Substitution of Kh(x, t) in the form of the series (3.55) into the equality C(ρ, x) =

Th[cos(ρx)] leads to the equalities

C(ρ, x) = cos(ρx) + ρ

∫ x

−x
Kh
a (x, t) sin(ρt)dt

= cos(ρx) + ρ

∫ x

−x

(
∞∑
n=0

αhn(x)

x
Pn

(
t

x

))
sin(ρt)dt

= cos(ρx) + ρ
∞∑
n=0

αhn(x)

x

∫ x

−x
Pn

(
t

x

)
sin(ρt)dt

= cos(ρx) + ρ
∞∑
n=0

αh2n+1(x)

x

∫ x

−x
P2n+1

(
t

x

)
sin(ρt)dt,

because
∫ x
−x Pn

(
t
x

)
sin(ρt)dt = 0 if n is even. Using formula 2.17.7 from [119, pp. 433]

∫ a

0

P2n+1

(
y
a

)
· sin(by)

P2n

(
y
a

)
· cos(by)

 dy = (−1)n
√
πa

2b
J2n+δ+ 1

2
(ab), δ =

1

0
,

 a > 0, (3.74)

we obtain the representation

C(ρ, x) = cos(ρx) + 2ρ
∞∑
n=0

αh2n+1(x)

x

∫ x

0

P2n+1

(
t

x

)
sin(ρt)dt

= cos(ρx) + 2ρ
∞∑
n=0

αh2n+1(x)

x
(−1)n

√
πx

2ω
J2n+1+ 1

2
(ρx)

= cos(ρx) + ρ

∞∑
n=0

(−1)nβhn(x)j2n+1(ρx).

The convergence of the series with respect to ρ can be established using the fact that for

each x, (3.68) is a NSBF for the entire function C(·, x). The radius of convergence of the

Neumann series coincides with the radius of convergence of its associated power series
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(obtained from the SPPS representation) (see [141, pp. 524-526]), hence the series (3.68)

converges uniformly on every compact subset of the complex ρ-plane.

For the estimates note that CN(ρ, x) = cos(ρx) + ρ
∫ x
−xK

h
a,N(x, t) sin(ρt)dt, hence

|C(ρ, x)− CN(ρ, x)| 6 |ρ|
∫ x

−x
|Kh(x, t)−Kh,N(x, t)|| sin(ρt)|dt.

By Proposition 74 we can take εN(x) = c0M0x

N
3
2

. For ρ ∈ R \ {0} we have

|C(ρ, x)− CN(ρ, x)| 6 |ρ|εN(x)

∫ x

−x
| sin(ρt)|dt = 2|ρ|xεN(x).

On the other hand, if ρ ∈ C \ {0} belongs to the strip | Im ρ| 6 C, then

|C(ρ, x)− CN(ρ, x)| 6|ρ|εN(x)

∫ x

−x
| sin(ρt)|dt

6|ρ|εN(x)

∫ x

−x

e|Im ρt| + e−|Im ρt|

2
dt

=2|ρ|εN(x)

∫ x

0

cosh(| Im ρt|)dt

=2|ρ|εN(x)
sinh(| Im ρx|)
| Im ρ|

.

Since the function sinh(ξx)
ξ

is increasing in both variables when ξ, x > 0, we obtain (3.73).

Hence, if x ∈ (0, b] then

|C(ρ, x)− CN(ρ, x)| 6 2|ρ|max

{
b,

sinh(Cb)

C

}
· c0M0b

N
3
2

.

The right hand side tends to zero when N → ∞, thus (3.68) converges uniformly in

x. Q.E.D.

Remark 78. In the case q ∈ L1(0, b) the representations (3.68) and (3.69) remain valid.

For C(ρ, x), using (3.17) and the evenness of C(ρ, x) in ρ we obtain the representation

C(ρ, x) = cos(ρx) + ρ
∫ x

0
KC
a,h(x, t) sin(ρt)dt with KC

a,h(x, ·) ∈ L2(0, x). According to Re-

mark 72 this kernel admits the representation (3.57). Substituting it into the integral we

obtain (3.68). In this case the estimate for the remainder is obtained with the aid of the

Cauchy-Bunyakovsky-Schwarz inequality. Suppose that ρ ∈ C \ {0} and denote τ = Im ρ.

For |τ | 6 C we have

|C(ρ, x)− CN(ρ, x)| 6
∫ x

0

|KC
a,h(x, t)−Ka,h,N(x, t)||ρ sin(ρt)|dt

6
∥∥KC

a,h(x, ·)−Ka,h,N(x, ·)
∥∥
L2(0,x)

· |ρ|‖ sin(ρt)‖L2(0,x),
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and

‖ sin(ρt)‖2
L2(0,x) 6

(
‖eiρt‖L2(0,x) + ‖e−iρt‖L2(0,x)

2

)2

6
1

2

(
‖eiρt‖2

L2(0,x) + ‖e−iρt‖2
L2(0,x)

)
=

∫ x

0

cosh(2τt)dt =
sinh(2τx)

2τ
.

Thus,

|C(ρ, x)− CN(ρ, x)| 6 εN(x)|ρ|sinh(2Cx)

2C
,

where εN(x) =
∥∥KC

a,h(x, ·)−KC
a,h,N(x, ·)

∥∥
L2(0,x)

. Similarly for Sh(ρ, x) we obtain the esti-

mate

|Sh(ρ, x)− Sh,N(ρ, x)| 6 εN(x)
sinh(2Cx)

2C
.

Remark 79. Representations (3.68) and (3.69) are useful for solving direct spectral prob-

lems related to (3.1). For example, finding the eigenvalues of a Dirichlet problem reduces

to finding zeros of an analytic function in the form (3.68). Furthermore, expression (3.70)

can be used to find the approximate eigenvalues. For a Neumann or a more general spec-

tral problem, it is possible to find the NSBF representations for the derivatives C ′(ρ, x)

and S ′h(ρ, x) (see [81, Sec. 7] and [93], for examples of how to use the Neumann series

in solving spectral problems).
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Chapter 4

Solution of the inverse problem for

the SLEIF on finite intervals

In this chapter we consider the inverse problem for Eq. (1.46) in the interval (0, π), with

the Neumann-Neumann boundary conditions. The impedance function a is assumed to

be positive in [0, π]. The inverse problem consists in recovering the impedance function

from the spectral data which are the eigenvalues of the Sturm-Liouville problem and the

norming constants defined below by (4.2). A corresponding Gelfand-Levitan integral

equation is derived. A Fourier-Legendre series expansion for the transmutation operator

kernel combined with the Gelfand-Levitan equation leads to a simple direct method for

solving the inverse problem of recovering the impedance function from spectral data by

solving a system of linear algebraic equations, such that the impedance function is recov-

ered from the first element of the solution vector. Stability of the method is proved. Its

numerical performance is illustrated by several examples.

4.1 Properties of the Neumann problem

Suppose that p ∈ W 1,∞(0, π) with p(x) > 0 for all x ∈ [0, π] and p(0) = 1. Consider the

spectral problem

N =

−(p(x)y′)′ = λp(x)y x ∈ (0, π),

y′(0) = y′(π) = 0.
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With the problem N the following unbounded operator in the Hilbert space Hp :=

L2(0, π; p(x)dx) is associated, LN : D (LN ) ⊂ Hp → Hp with the domain

D (LN ) :=
{
y ∈ H2(0, π) | y′(0) = y′(π) = 0

}
,

and acting as LNy := −1
p
(py′)′. The operator is densely defined and symmetric.

Proposition 80. The operator LN is self-adjoint and semi-positive in Hp, and the spec-

trum σ (LN ) is purely discrete. The eigenvalues are simple and satisfy

0 6 λ0 < λ1 < · · · < λn →∞. (4.1)

Proof. According to [114, Th. 2.7.4] the operator LN is self-adjoint, its spectrum is purely

discrete, and the eigenvalues σ (LN ) = {λn}∞n=0 are simple and satisfy |λn| → ∞, n→∞.

For y ∈ D (LN ) the associated quadratic form satisfies

〈LNy, y〉H =−
∫ π

0

(p(x)y′(x))′y(x)dx

=− p(x)y′(x)y(x)
∣∣∣π
0

+

∫ π

0

|y′(x)|2p(x)dx = ‖y′‖2
H > 0.

Hence LN is semi-positive, thus σ (LN ) ⊂ [0,∞) [122, Th. 13.31]. Rearranging indices in

the eigenvalues we obtain (4.1). Q.E.D.

Eigenvalues of N correspond to those of the operator LN . It is easy to see that λ = ρ2

is an eigenvalue iff ρ is a zero of the entire function C ′(ρ, π) = 0. Moreover, since the

eigefunctions are real and simple, C(ρ, x) is real valued.

For each eigenvalue λn = ρ2
n we define the norming constant

αn :=

∫ π

0

C2(ρn, x)p(x)dx, (4.2)

so that
{

1√
αn
C(ρn, x)

}∞
n=0

is an orthonormal basis for H (see [114, Th. 2.7.4]).

Remark 81. For the Neumann problem N , λ0 = 0 is the first eigenvalue with the eigen-

function C(0, x) = 1 and the norming constant is given by α0 = ‖a‖2
L2(0,π).

Inverse problem. Given an increasing sequence starting with zero {λn}∞n=0 and a se-

quence of positive numbers {αn}∞n=0, find a real-valued function a ∈ W 1,∞(0, π) such that
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{λn}∞n=0 be the spectrum of the problemN and {αn}∞n=0 its sequence of norming constants.

Suppose a ∈ W 2,∞(0, π). As seen in Subsection 3.2.4, the operator Ra : H → L2(0, π)

defined by Ray(x) = a(x)y(x) is unitary, and if y ∈ D (LN ) then u = Ray satisfies the

equation R−1
a SaRay = LNy, where Sa = −D2 + Qa(x), with Qa = a′′

a
and the bound-

ary conditions u′(0) = a′(0)y(0) = a′(0)u(0) (because a(0) = 1), u′(π) = a′(π)y(π) =

a′(π)
a(π)

u(π).

Consider the problem

S =


−u′′ +Qa(x)u = λu x ∈ (0, π),

u′(0)− a′(0)u(0) = 0,

u′(π)− a′(π)
a(π)

u(π) = 0.

(4.3)

If λ is an eigenvalue of N with an eigenfunction y(λ, x) then λ is also an eigenvalue

of S with an eigenfunction Ray(λ, x). Reciprocally, if λ is an eigenvalue of S with an

eigenfunction u(λ, x), it is an eigenvalue of N with an eigenfunction y(λ, x) = R−1
a u(λ, x).

That is, the eigenvalues of N and S coincide.

Consider Ĉ(ρ, x) = RaC(ρ, x). Then

− Ĉ ′′ +Qa(x)Ĉ = ρ2Ĉ and Ĉ(ρ, 0) = 1 Ĉ ′(ρ, 0) = a′(0). (4.4)

As seen in subsection 1.4.2, the eigenvalues of S are determined by the characteristic

equation Ĉ ′(ρ, π)− a′(π)
a(π)

Ĉ(ρ, π) = 0. The eigenspace of the eigenvalue λn = ρ2
n is generated

by Ĉ(ρn, x), and the corresponding norming constant is

α̂n =

∫ π

0

(
Ĉ(ρn, x)

)2

dx =

∫ π

0

a2(x) (C(ρn, x))2 dx = αn.

In summary, the spectral data of N and S coincide. By Theorem 27 they satisfy the

asymptotic relations

ρn = n+
ω

nπ
+
kn
n
, (4.5)

αn =
π

2
+
Kn

n
, (4.6)

where ω = a′(0)− a′(π)
a(π)

+ 1
2

∫ π
0
Qa(s)ds and {kn}, {Kn} ∈ `2.
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4.2 Gelfand-Levitan equation

Let K̂a(x, t) the canonical transmutation kernel of Sa, and denote Ĝ(x, t) := K̂a(x, t) +

K̂a(x,−t), the cosine kernel. By Theorem 29, the kernel Ĝ(x, t) satisfies the Gelfand-

Levitan equation

Ĝ(x, t) + F (x, t) +

∫ x

0

Ĝ(x, s)F (s, t)ds = 0, for 0 < t < x. (4.7)

Here

F (x, t) :=
1

α0

− 1

π
+
∞∑
n=1

(
cos(ρnx) cos(ρnt)

αn
− 2

cos(nx) cos(nt)

π

)
, for 0 6 t, x < π

(4.8)

(remember that ρ0 = 0). We recall that F (x, t) = A(x−t)−A(x+t))
2

, where

A(x, t) =
1

α0

− 1

π
+
∞∑
n=1

(
cos(ρnx)

αn
− 2

cos(nx)

π

)
(see formula (1.39)). By Lemma 28, A ∈ H1(−π, π) and hence F (x, t) admits a continuous

representative for 0 6 x, t 6 π and d
dx
F (x, x) ∈ L2(0, π).

The potential Qa can be recovered from the formula Qa(x) = 2 d
dx
Ĝ(x, x), h = a′(0) =

Ĝ(0, 0) and H = −a′(π)
a(π)

= ω − h − 1
2

∫ π
0
Qa(s)ds. However, as was shown in [76, 78, 92]

and as we discuss below, there are more practical ways to recover Qa, h and H from (4.7).

After having recovered Qa and h, the function a can be recovered by solving the Cauchy

problem 
a′′ −Qa(x)a = 0 x ∈ (0, π),

a(0) = 1,

a′(0) = h.

Let us show that in fact a can be recovered directly, without previous recovering Qa,

h and H. We use the notation G(x, t) = KC
a (x, t) for the canonical cosine transmutation

kernel.

Theorem 82 (Gelfand-Levitan equation). For every x ∈ (0, π] fixed, the kernel G(x, ξ)

satisfies the linear integral equation

G(x, ξ) + Ω(x, ξ)−
∫ x

0

G(x, s)Ω̃(s, ξ)ds = 0 for 0 < ξ < x, (4.9)
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where Ω(x, ξ) :=
∫ ξ

0
F (x, t)dt and Ω̃(x, ξ) := ∂Ω(x,ξ)

∂x
. Furthermore, the functions Ω and Ω̃

can be represented by the series

Ω(x, ξ) =

(
1

α0

− 1

π

)
ξ +

∞∑
n=1

(
cos(ρnx) sin(ρnξ)

ρnαn
− 2

cos(nx) sin(nξ)

nπ

)
(4.10)

and

Ω̃(x, ξ) =
∞∑
n=1

(
2

sin(nx) sin(nξ)

π
− sin(ρnx) sin(ρnξ)

αn

)
. (4.11)

Proof. According to Theorem 63 (2), ∂Ka(x,t)
∂t

= 1
a(x)

K̂a(x, t), for all (x, t) ∈ R, thus

Ĝ(x, t) = K̂a(x, t) + K̂a(x,−t) = a(x)
∂Ka(x, t)

∂t
+ a(x)

(
∂Ka

∂t

)
(x, z)|z=−t

= a(x)

(
∂Ka(x, t)

∂t
− ∂

∂t
(Ka(x,−t))

)
= a(x)

∂G(x, t)

∂t
.

Substituting this expression into (4.7) we obtain

∂G(x, t)

∂t
+

1

a(x)
F (x, t) +

∫ x

0

∂G(x, s)

∂s
F (s, t)ds = 0, for 0 < t < x. (4.12)

Choose ξ such that 0 < t < ξ < x and integrate (4.12) from 0 to ξ with respect to t:∫ ξ

0

∂G(x, t)

∂t
dt+

1

a(x)

∫ ξ

0

F (x, t)dt+

∫ ξ

0

[∫ x

0

∂G(x, s)

∂s
F (s, t)ds

]
dt = 0.

Since the series of F converges in the L2 norm with respect to the variable t and due to

Remark 81, we obtain the representation (4.10) for Ω(x, s). By (3.39) G(x, 0) = 0, and

since the function F (x, t) is continuous in 0 6 x, t 6 π, due to the Fubini theorem we

obtain

G(x, ξ) +
1

a(x)
Ω(x, ξ) +

∫ ξ

0

∂G(x, s)

∂s
Ω(s, ξ)ds = 0, for 0 < ξ < x. (4.13)

Integrating by parts gives∫ x

0

∂G(x, s)

∂s
Ω(s, ξ)ds = G(x, x)Ω(x, ξ)−

∫ ξ

0

G(x, s)
∂Ω(s, ξ)

∂s
ds.

Differentiating formally in (4.10) and using Remark 81, we obtain ∂Ω(s,ξ)
∂s

= Ω̃(s, ξ), where

Ω̃(s, ξ) is given by (4.11). Note that Ω̃(s, ξ) = A(s+ξ)−A(s−ξ)
2

, thus Ω̃(s, ξ) is continuous

and the integration by parts is justified. Finally, since G(x, x) = 1 − 1
a(x)

(see Remark

58), substituting this into (4.13) we obtain (4.9). Q.E.D.

99



The Gelfand-Levitan equation (4.9) is analogous to that obtained for the spectral

problem for equation (1.46) on the half axis (see [26, Theorem 4.2]).

Remark 83. Eq. (4.9) can be written in terms of the canonical transmutation operator

as

G(x, s) = −TC
a [Ω(x, ξ)] , (4.14)

and hence the function −Ω(x, ξ) is the preimage of the function G(x, ξ) under the action

of the transmutation operator TC
a .

Remark 84. Note that for x ∈ (0, π] fixed, Eq. (4.9) is a Fredholm integral equation of the

second kind. By Lemma 28, the function A admits a continuous extension onto [−π, 2π]

and then we have Ω̃(s, ξ) ∈ L2 ((0, x)× (0, x)). Furthermore, for x ∈ (0, π] equation (4.9)

is uniquely solvable. The proof of this fact is completely analogous to that of Remark 34.

Remark 85. Comparing the Gelfand-Levitan equation (4.9) with Eq. (2.15) obtained

in Chapter 2, we have that Ω̃(s, ξ) = −FD(s, ξ), it is, the kernel of the Gelfand-Levitan

equation of the Neumann problem for the Sturm-Liouville equation is equal to that of the

Dirichlet problem for the Schrödinger equation.

4.3 Infinite system for coefficients βn

Fix x ∈ (0, π]. By Corollary 70 the kernel G(x, ξ) admits the Fourier-Legendre series

representation

G(x, ξ) =
∞∑
n=0

βn(x)

x
P2n+1

(
ξ

x

)
. (4.15)

By Remark 71 we have

a−1(x) = 1−
∞∑
n=0

βn(x)

x
. (4.16)

Furthermore, the potential q (and hence the impedance function a) can be recovered from

the first coefficient β0(x) by the relation

q(x) =
(xβ0(x))′′

(xβ0(x))′ − 3x
, (4.17)

where (xβ0(x))′ − 3x 6= 0 for x ∈ (0, π] (see Remark 76).
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Before deriving the system of equations for {βn(x)}∞n=0 let us improve the convergence

of the series (4.11) as follows. By Remark 85, Ω̃(s, ξ) = FD(s, ξ), and using formula (2.22)

we obtain

Ω̃(s, ξ) = − ω

π2
(πmin{s, ξ} − 2sξ) +

∞∑
n=1

(
2 sin(ns) sin(nξ)

π
− sin(ρns) sin(ρnξ)

αn
(4.18)

+
2ω

π2n
(s cos(ns) sin(nξ) + sin(ns)ξ cos(nξ))

)
.

The series in (4.18) converges absolutely and uniformly for s, t ∈ [0, π]. Hence Ω̃ ∈

C ([0, π]× [0, π]).

Similarly, since F (s, t) = A(s+t)+A(s−t)
2

, by repeating the same procedure the following

representation is obtained (see [71])

F (s, t) =

(
1

α0

− 1

π

)
− ω

π
max{s, t}+

ω

π2
(s2 + t2) (4.19)

+
∑
n=1

(
cos(ρns) cos(ρnt)

αn
− 2 cos(ns) cos(nt)

π
+

2ω

π2n
(s sin(ns) cos(nt) + t sin(nt) cos(ns))

)
.

This series converges absolutely and uniformly for s, t ∈ [0, π]. Since on the right-hand

side of (4.13) we have x > t, then Ω(x, ξ) =
∫ ξ

0
F (x, t)dt is given by

Ω(x, ξ) =

(
1

α0

− 1

π

)
ξ − ωxξ

π
+
ωx2ξ

π2
+
ωξ3

3π2

+
∑
n=1

[
cos(ρnx) sin(ρnξ)

ρnαn
− 2 cos(nx) sin(nξ)

nπ

+
2ω

π2n2

(
x sin(nx) sin(nξ) + cos(nx)

(
sin(nξ)

n
− ξ cos(nξ)

))]
.

Theorem 86. Let a ∈ W 2,∞(0, π). For every x ∈ (0, π] fixed, the coefficients {βn(x)}∞n=0

of the series expansion (3.57) satisfy the infinite system of linear algebraic equations

βm(x)

(4m+ 3)x
+
∞∑
n=0

βn(x)Am,n(x) = Bm(x), for m ∈ N0, (4.20)
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where

Am,n(x) =−
2ωx2δ(n,0)δ(m,0)

9π2
− ωx

8π

[
δ(n+1,m)(
2n+ 3

2

)
3

−
2δ(n,m)

(2n+ 1)3

+
δ(n−1,m)(
2n− 1

2

)
3

]

−
∞∑
k=1

(−1)n+m

[(
2j2n+1(kx)j2m+2(kx)

π
− j2n+1(ρkx)j2m+1(ρkx)

αk

)
(4.21)

+
2ω

π2k

((
2n+ 1

k
j2n+1(kx)− xj2n+2(kx)

)
j2m+1(kx)

+ j2n+1(kx)

(
2m+ 1

k
j2m+1(kx)− xj2m+2(kx)

))]
,

Bm(x) = −
[(

1

α0

− 1

π

)
x

3
− ωx2

3π
+
ωx3

2π2
+
ωx3

15π2

]
δ(m,0) −

2ωx3

105π2
δ(m,1)

− (−1)m
∞∑
k=1

[
cos(ρkx)j2m+1(ρkx)

ρkαk
− 2 cos(kx)j2m+1(kx)

kπ
(4.22)

+
2ω

π2k2

(
x sin(kx)j2m+1(kx) + cos(kx)

(
xj2m+2(kx)− 2m

k
j2m+1(kx)

))]
.

Proof. Fix x ∈ (0, π]. Thus, the Gelfand-Levitan equation (4.9) is a Fredholm integral

equation of the second kind. By Remak 7 and (1.4), (2.15), it is equivalent to the infinite

system of algebraic equations

ξj(x) +
∞∑
k=0

cj,k(x)ξk(x) = yj(x), (4.23)

where, according to (1.10) and (1.16), we have

ξj =
bj(x)√

4j + 3
√
x
,

cj,k = −
√

4j + 3
√

4k + 3x

∫ π

0

∫ π

0

Ω̃(s, ξ)P2k+1

( s
x

)
P2j+1

(
ξ

x

)
dsdξ,

yj = −
√

4j + 3
√
x

∫ π

0

Ω(x, ξ)P2j+1

(
ξ

x

)
dξ

If we define

Am,n(x) := −
∫ π

0

∫ π

0

Ω̃(s, ξ)P2n+1

( s
x

)
P2m+1

(
ξ

x

)
dsdξ

x2
,

Bm(x) := −
∫ π

0

Ω(x, ξ)P2m+1

(
ξ

x

)
dξ

x
,
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hence the infinite system (4.20) is equivalent to the normalized one (4.23). By Remark 4,

the series in (2.23) converge pointwise.

Eq. (4.21) is verified by repeating the same procedure as in the proof of Theorem 36.

For the equality (4.22) we substitute (4.19) into Bm(x) = −
∫ π

0
Ω(x, ξ)P2m+1

(
ξ
x

)
dξ
x

and we use formula (2.27) and that ξ 6 x to obtain

Bm(x) =

[(
1

α0

− 1

π

)
− ωx

π
+
ωx2

π2

]
x

3
δ(m,0) +

ω

3π2

∫ ξ

0

ξ3P2m+1

(
ξ

x

)
dξ

x

− (−1)m
∞∑
k=1

{
2 cos(kx)j2m+1(kx)

kπ
− cos(ρkx)j2m+1(ρkx)

ρkαk
+

2ω

π2k2
x sin(kx)j2m+1(kx)

+
2ω

π2k2
cos(kx)

(
j2m+1(kx)

k
−
(

2m+ 1

k
j2m+1(kx)− xj2m+2(kx)

))}
.

Since P3(t) = 5t3−3t
2

, we have t3 = 2P3(t)+3P1(t)
5

, and∫ ξ

0

ξ3P2m+1

(
ξ

x

)
dξ

x
=
x3

5

(
2〈P3, P2m+1〉L2(0,1) + 3〈P1, P2m+1〉L2(0,1)

)
=

2x3

35
δ(m,1)+

x3

5
δ(m,0).

Substitution of this expression into the previous formula for Bm(x) leads to (4.22). From

this we obtain (86). Q.E.D.

Now we obtain that the truncated system

βm(x)

(4m+ 3)x
+

M∑
n=0

βn(x)Am,n(x) = Bm(x) for m = 0,M. (4.24)

is solvable, and the stability of the solution. The proof of the following theorem is the

same of Theorem 37.

Theorem 87. Fix x ∈ (0, π]. For M large enough the truncated system (4.24) has a

unique solution (β
(M)
0 (x), · · · , β(M)

m (x)), and

M∑
m=0

|βm(x)− β(M)
m (x)|2

4m+ 3
+

∞∑
m=M+1

|βm(x)|2

4m+ 3
→ 0, M →∞. (4.25)

In particular, it follows that

β
(M)
0 (x)→ β0(x), M →∞. (4.26)

Moreover, The approximate solution UM =

{
β

(M)
k (x)√
4k+3

}M
k=0

of the normalized system (4.23)

is stable.
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Remark 88. The parameter ω can be recovered using the asymptotics (4.5) from the

relation

ω = π lim
n→∞

n(ρn − n)

(see [123, Sec. 4.2]). Note that due to (4.5), the sequence
{
n(ρn − n)− ω

π

}∞
n=1

= {kn}∞n=1 ∈

`2. If we have only a finite number of spectral data {ρ1, · · · , ρN1}, an approximate value

of ω can be found by minimizing the `2 norm of the sequence
{
n(ρn − n)− ω

π

}N1

n=Ns
, where

Ns is an integer between 1 and N1 chosen to skip several first eigenvalues which can differ

a lot from the asymptotic formula. One can take, e.g., Ns =
[
N1

2

]
and obtain that

ω ≈ arg min
ω

N∑
n=[N1

2 ]

(
n(ρn − n)− ω

π

)2

(4.27)

(see [92, Sec. 3.3] for a deeper discussion of this method).

Remark 89. If a ∈ W 1,∞(0, π), one cannot guarantee the asymptotics (4.5). However,

a similar representation for {ρn}∞n=0 can be obtained as follows. For each n ∈ N0, ρn is a

zero of the entire function

C ′(ρ, π) = −ρ sin(ρπ)

a(π)
+ ρ

∫ π

0

∂G(π, t)

∂x
sin(ρt)dt

From Definition 56, ∂G(x,t)
∂x

is an odd function in t. Hence we can write∫ x

0

∂G(x, t)

∂x
sin(ρt)dt =

1

2

∫ x

−x

∂G(x, t)

∂x
sin(ρt)dt =

1

4i

(∫ x

−x

∂G(x, t)

∂x
eiρtdt−

∫ x

−x

∂G(x, t)

∂x
e−iρtdt

)
=

∫ x

−x

1

4i

(
∂G(x, t)

∂x
− ∂G(x,−t)

∂x

)
eiρtdt =

∫ x

−x

1

2i

∂G(x, t)

∂x
eiρtdt.

Then {ρn}∞n=0 are zeros of the entire function

F (ρ) = sin(ρ)−
∫ π

−π

a(π)

2i

∂G(π, t)

∂x
eiρtdt.

Since f̃(t) = a(π)
2i

∂G(π,t)
∂x

belongs to L∞(−π, π) ⊂ L2(−π, π), according to [104], zeros of

F (ρ) are distributed as follows

ρn = n+ ζn, with {ζn} ∈ `2.
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4.4 Numerical algorithm and examples

4.4.1 General algorithm

Given a finite set of spectral data {ρn, αn}Nsn=0 with ρn ∈ R, ρ2
n 6= ρ2

m for m 6= n and αn > 0

for n = 0, Ns, we propose the following method for recovering the potential q(x) and the

impedance function a(x).

1. If the parameter ω is not given, find it using formula (4.27), i.e., take

ω ≈ π

Ns −
[
Ns
2

] Ns∑
n=[Ns2 ]

n(ρn − n).

2. Choose M ∈ N. For a set of points {xl} from (0, π], compute the approximate values

of the following functions for n,m = 0,M :

B̂m(x) =−
[(

1

α0

− 1

π

)
x2

3
− ωx3

3π
+
ωx4

2π2
+
ωx4

15π2

]
δ(m,0) −

2ωx4

105π2
δ(m,1)

− (−1)mx
Ns∑
k=1

[
cos(ρkx)j2m+1(ρkx)

ρkαk
− 2 cos(kx)j2m+1(kx)

kπ

+
2ω

π2k2

(
x sin(kx)j2m+1(kx) + cos(kx)

(
xj2m+2(kx)− 2m

k
j2m+1(kx)

))]
.

Ãm,n =− x
Ns∑
k=1

(−1)n+m

[(
2j2n+1(kx)j2m+1(kx)

π
− j2n+1(ρkx)j2m+1(ρkx)

αk

)

+
2ω

π2k

((
2n+ 1

k
j2n+1(kx)− xj2n+2(kx)

)
j2m+1(kx)

+ j2n+1(kx)

(
2m+ 1

k
j2m+1(kx)− xj2m+2(kx)

))]
,

Âm,n =



Ãm,n + 2ωx3

9π2 + ωx2

π
· 2

15
, if m = n = 0,

Ãm,n − ωx2

π
· 1

(4n+3)(4n+5)(4n+7)
, if m = n+ 1,

Ãm,n + ωx2

π
· 2

(4n+1)(4n+3)(4n+5)
, if m = n,m > 0

Ãm,n − ωx2

π
· 1

(4n−1)(4n+1)(4n+3)
, if m = n− 1,

Ãm,n, otherwise.
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3. Solve the system 
Ĉ0,0 Ĉ0,1 · · · Ĉ0,M

Ĉ1,0 Ĉ1,1 · · · Ĉ1,M

...
...

. . .
...

ĈM,0 ĈM,1 · · · ĈM,M




β̂0

β̂1

...

β̂M

 =


B̂0

B̂1

...

B̂M

 , (4.28)

where Ĉm,n = Âm,n +
δ(n,m)

4m+3
.

4. Compute q at {xl} from β̂0 using (4.17). Subsequently, the impedance function is

calculated from q using formula a(x) = e−
1
2

∫ x
0 q(s)ds. Alternatively the impedance

function can be approximated directly by using formula (4.16), i.e.,

a(xl) ≈

(
1−

M∑
m=0

β̂m(xl)

xl

)−1

. However this alternative showed to be slightly less

accurate.

4.4.2 Numerical examples

We illustrate the performance of the algorithm with two examples: a smooth impedance

function, and an impedance function belonging to W 2,∞(0, π) and possessing a discon-

tinuous second derivative. All the computations were performed in Matlab R2021a. On

the fourth step of the algorithm the impedance function a was recovered from the first

coefficient β0. The numerical differentiation of β0 was performed by converting first the

set of values obtained on the third step into a spline using the routine spapi and then

differentiating it twice using the routine fnder.

Example 90. Consider the impedance function

a(x) = cos
(x

4

)
, for 0 6 x 6 π. (4.29)

In this case the eigenvalues are given by λ = z2 − 1
16

, where z is a non-negative zero of

the characteristic equation

z sin(πz)− 1

4
cos(πz) = 0.

Thus, for every n ∈ N0 the spectral data are given by

ρn =

√
z2
n −

1

16
and αn =

π

2
+

sin(2πzn)

4zn
.
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Moreover, ω = 1
4
− π

32
.

First, we consider Ns = 5 pairs of spectral data and solve the system (4.28) for M ∈

{1, 2, 3, 4}, using the known value of ω. The impedance function recovered with M +

1 equations is denoted by aM . It is recovered in 200 points {xl} ⊂ (0, π] distributed

uniformly. In all the cases the maximum absolute error is of order 5.6 × 10−4. For

M = 1: max
06x6π

|aM(x)− a(x)| = 5.681341× 10−4, and for M = 4: max
06x6π

|aM(x)− a(x)| =

5.674308× 10−4. In all the cases the L1-norm ‖aM − a‖L1(0,π) is of order 4.9× 10−4.

For Ns = 10 the order of the absolute error is 1.39×10−4. For M = 1: max06x6π |aM(x)−

a(x)| = 1.396005 × 10−4 and ‖aM − a‖L1(0,π) = 1.002899 × 10−4, while for M = 4:

max06x6π |aM(x)− a(x)| = 1.395702× 10−4 and ‖aM − a‖L1(0,π) = 1.0028× 10−4. In both

cases (Ns = 5 and Ns = 10) the best accuracy is obtained for M = 4.

For the second numerical test we fix M = 4 and vary the number of given spectral data

Ns ∈ {2, 4, 6, 8, 10, 12}. Here we again use the exact value of ω. The recovered impedance

function is denoted by aNs. Both aNs (for Ns = 12) and the original a are presented on

the left side of Figure 4.1. The absolute error for each Ns is presented on the right side

of Figure 4.1, and the errors of approximation for aNs with respect to the maximum and

L1 norms are presented in Table 4.1.

Thus, starting from a certain number of equations, increasing it further and preserving

a fixed number of given spectral data does not improve considerably the accuracy. On the

other hand, for a fixed number of equations, increasing the number of given spectral data

leads to a better accuracy.

Further, we repeat the same calculations, but using an approximate parameter ωa com-

puted by the formula (4.27). The recovered impedance function is denoted by aωaNs. Table

4.2 shows the maximum of |aωaNs−a| in [0, π] and the L1-error. Of course, the error in the

approximation of the parameter ωa makes the convergence of the method slower. Except

for the first case Ns = 2, all maximum errors are one tenth greater than when the exact

parameter is used. In this case, the error in the L1-norm behaves better.

For the third experiment we take M = 4, Ns ∈ {5, 20} of the original spectral data and

compute NA = 1000 of asymptotic spectral data {ρn = n + ω
n
, αn = π

2
}NAn=Ns+1, using the

exact parameter ω and the approximate parameter ωa. The impedance function obtained

with the aid of these combined spectral data with the exact ω is denoted by aNA, while with
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the approximate ωa by aωaNA.

For Ns = 5 we have max06x6π |aNA(x)−a(x)| = 4.126184×10−4 and ‖aNA−a‖L1(0,π) =

4.182432 × 10−4. In the case of aωaNA we have max06x6π |aωaNa(x) − a(x)| = 4.2397 × 10−3

and ‖aωaNA − a‖L1(0,π) = 1.1623× 10−3.

For Ns = 20 we have max06x6π |aNA(x)−a(x)| = 2.802095×10−5 and ‖aNA−a‖L1(0,π) =

4.09982× 10−5. In the case of aωaNA we have max06x6π |aωaNA(x)− a(x)| = 3.382623× 10−4

and ‖aωaNA − a‖L1(0,π) = 5.381838× 10−5.

The graphs of the absolute errors |aNA − a|, |a
ωa
NA
− a| for Ns = 5 (left) and Ns = 20

(right) are presented on Figure 4.2.
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Figure 4.1: On the left, the graphs of a given by (4.29) and the recovered impedance

function aNs . On the right, the absolute error |aNs − a|.

Ns max06x6π |aNs(x)− a(x)| ‖aNs − a‖L1(0,π)

2 4.351711× 10−3 6.336344× 10−3

4 9.141057× 10−4 9.0798846× 10−4

6 3.875865× 10−4 3.019686× 10−4

8 2.166957× 10−4 1.515506× 10−4

10 1.3957× 10−4 1.002807× 10−4

12 9.59477× 10−5 7.562398× 10−5

Table 4.1: Approximation error for aNs from the first numerical example in the maximum

and L1 norms.
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Figure 4.2: On the left, the graphs of absolute errors |aNA − a| and |aωaNA − a| for Ns = 5

and a given by (4.29). On the right, the absolute error for Ns = 20.

Ns max06x6π |aωaNs(x)− a(x)| ‖aωaNs − a‖L1(0,π)

2 4.780866× 10−3 6.844988× 10−3

4 8.294079× 10−3 2.647811× 10−3

6 3.886554× 10−3 9.138956× 10−4

8 2.184072× 10−3 4.19633× 10−4

10 1.389329× 10−3 2.319543× 10−4

12 9.588838× 10−4 1.463004× 10−4

Table 4.2: Approximation error for aωaNs from the first numerical example in the maximum

and L1 norms.

Example 91. Consider an impedance function a ∈ W 2,∞(0, π) possessing a discontinuous

second derivative

a(x) =


1, if 0 6 x < π

3
,

3x2

π2 − 2x
π

+ 4
3
, if π

3
6 x < 2π

3
,

2x
π
, if 2π

3
6 x 6 π.

(4.30)

To compute the “exact” spectral data the Neumann problem was transformed into the

Sturm-Liouville problem (4.3) with the potential

Qa(x) =


18

9x2−6πx+4π2 , if π
3
6 x < 2π

3
,

0, otherwise,

109



with h = 0 and H = − 2
π

. Applying the method from [81] we computed 201 spectral data

{(ρn, αn)}200
n=0 and the parameter ω. For the first two experiments we use the “exact” ω.

As in the first example, we take Ns = 5 spectral data and compute aM for M ∈

{1, 2, 3, 4}. On the left side of Figure 4.3 the absolute error of aM is shown. For M = 1,

max06x6π |aM(x)−a(x)| = 1.626015×10−3 with an L1-norm error of order 8.6613×10−4.

For the other values of M , the error |aM − a| is of order 6.204× 10−4, and the L1-error

is of order 7× 10−4.

For the next experiment we fix M = 4 and vary Ns ∈ {2, 4, 6, 8, 10, 12}. We use the

“exact” parameter ω. The right side of Figure 4.3 shows the absolute error of aNs. Table

4.3 presents the maximum of |aNs − a| in [0, π] and the L1-error.

Further, we repeat the same calculations, but using the approximate parameter ωa.

The recovered potential is denoted by aωaNs. Table 4.4 presents the maximum of |aωaNs − a|

in [0, π] and the L1-error. Obviously, the approximation error in the parameter ωa makes

the convergence slower.

Finally, for M = 4 and Ns ∈ {6, 12, 50} we compute the approximate parameter ωa and

add NA = 1000 asymptotic spectral data. The graph of the recovered impedance function

(for Ns = 6) compared with the exact one is depicted on the left side of Figure 4.4, and

on the right side the graph of the absolute error of the recovered impedance function aωaNA

compared to a is presented. With Ns = 6 exact data we have max06x6π |aωaNA(x)− a(x)| =

5.60573× 10−3 and ‖aωaNA −a‖L1(0,π) = 1.188489× 10−3. With Ns = 12 exact data we have

max06x6π |aωaNA(x)−a(x)| = 3.002263×10−4 and ‖aωaNA−a‖L1(0,π) = 1.2074×10−4. Finally,

for Ns = 50 we obtain max06x6π |aωaNA(x)− a(x)| = 5.60809× 10−5 and ‖aωaNA − a‖L1(0,π) =

2.2613124×10−5. On the right side of Figure 4.4 the graphs of the absolute error |aωaNA−a|

for Ns = 12, 50 are presented.
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Figure 4.3: On the left, graphs of the absolute error |aM − a| for a given by (4.30). On

the right, the absolute error |aNs − a|.

Ns max06x6π |aNs(x)− a(x)| ‖aNs − a‖L1(0,π)

2 3.83115× 10−3 4.895084× 10−3

4 2.19969× 10−3 2.021055× 10−3

6 5.792752× 10−4 6.081727× 10−4

8 2.57998× 10−4 2.476142× 10−4

10 2.227975× 10−4 1.883309× 10−4

12 1.410056× 10−4 1.079353× 10−4

Table 4.3: Approximation error for aNs from the second example, in the maximum and

L1 norms
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Figure 4.4: On the left, graphs of a given by (4.30) and the recovered impedance function.

On the right, the absolute error |aωaNA − a|.
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Ns max06x6π |aωaNs(x)− a(x)| ‖aωaNs − a‖L1(0,π)

2 2.111937× 10−2 7.40011× 10−3

4 1.93921× 10−2 4.630266× 10−3

6 5.613387× 10−3 1.184495× 10−3

8 1.036525× 10−3 2.98156× 10−4

10 1.315091× 10−3 2.715286× 10−4

12 3.012736× 10−4 1.211153× 10−4

Table 4.4: Approximation error for aωaNs from example 2, in the maximum and L1 norms
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Chapter 5

Series representation for the Jost

solution of the SLEIF

In this chapter we consider Eq. (1.46) on the half-line R+ := (0,∞), it is,

− 1

p(x)

d

dx

(
p(x)

du

dx

)
= λu, x ∈ R+, λ ∈ C, (5.1)

where R+ := (0,∞) and p ∈ ACloc(R+) is a positive bounded function. Under the

condition p′

p
∈ L1(R+), it is known (see [26]) that (5.1) admits a Jost solution, similarly

to the case of the one-dimensional Schrödinger equation [30, 48, 52, 78, 105].

A series representation for the Jost solution is obtained in the form of a power se-

ries with respect to the parameter z =
1
2

+i
√
λ

1
2
−i
√
λ
. The series converges in the unit disk

|z| < 1 and leads to an explicit representation for spectral data and analytic method for

their computation. The characterization of the spectral data for (5.1) with the boundary

condition

u′(0)− hu(0) = 0, where h ∈ R, (5.2)

is given.

5.1 Integral representation for the Jost solution

5.1.1 Properties of the Jost solution

We start by considering the following assumptions on the function p.
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1. p is positive, bounded, and αp := inf
x>0

p(x) > 0.

2. lim
x→∞

p(x) = p∞ exists and is finite.

3. lim
x→∞

p′(x) = 0.

4. p′ ∈ L1(R+).

Denote the square root of the spectral parameter λ by ρ, λ = ρ2, and choose it such

that ρ ∈ C+. Eq. (5.1) can be written as

− u′′ + q(x)u′ = ρ2u, x ∈ R+, (5.3)

where q(x) = −p′(x)
p(x)

(formula (1.48)). Choosing x0 =∞ in (1.48) we have the relation

p(x) = p∞ exp

(∫ ∞
x

q(s)ds

)
. (5.4)

Note that from (5.1), we can assume without lost of generality that p0 := p(0) = 1. Due

to conditions 1 and 4, q ∈ L1(R+).

It is known (see [26]), that (5.3) possesses a unique solution e(ρ, x), called the Jost

solution, that satisfies the following asymptotic conditions

e(k)(ρ, x) = (iρ)keiρx(1 + o(1)), x→∞; k = 0, 1, (5.5)

uniformly with respect to ρ ∈ C+. Of course, one can obtain a solution for ρ ∈ C− taking

e−(ρ, x) := e(−ρ, x). In the case that ρ ∈ R \ {0}, the solutions e(ρ, x) and e−(ρ, x) are

linearly independent and satisfy e(−ρ, x) = e(ρ, x). Due to (5.5), e(ρ, ·) ∈ H1(R+), for all

ρ ∈ C+. In this chapter we denote the differential operator

L := − 1

p(x)
Dp(x)D = −D2 + q(x)D.

5.1.2 Levin’s representation for the Jost solution

In order to obtain Levin’s integral representation for the Jost solution analogous to that

for solutions of the one-dimensional Schrödinger equation (see [48, Sec. 4] or [30, Ch.

V]), we review the deduction of e(ρ, x) given in [26]. The solution e(ρ, x) must satisfy the

integral equation

e(ρ, x) = eiρx +

∫ ∞
x

sin(ρ(s− x))

ρ
q(s)e′(ρ, s)ds. (5.6)
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Eq. (5.6) is solved by the successive approximation method, taking e(ρ, x) =
∞∑
n=0

en(ρ, x),

with e0(ρ, x) := eiρx, and en+1(ρ, x) :=

∫ ∞
x

sin(ρ(s− x))

ρ
q(s)e′n(ρ, s)ds, n > 0.

In [26, Th. 2.2.] it is shown that for n > 1 the function en and its derivative satisfy

the estimates

|en(ρ, x)| 6 e−x Im ρcn
(∫∞

x
|q(s)|ds

)n
n!

, (5.7)

|e′n(ρ, x)| 6 |ρ|e−x Im ρcn
(∫∞

x
|q(s)|ds

)n
n!

, (5.8)

where c > 0 is a constant, for which the inequality holds

| sin(ρx)| 6 c
|ρ|xex|Im ρ|

1 + |ρ|x
, ∀ ρ ∈ C, ∀x ∈ R+ (5.9)

(actually, we can choose c = max

{
max
z∈D

(1 + |z|)e−|Im z|
∣∣∣∣sin(z)

z

∣∣∣∣ , 2}). In [26, Th. 2.2] it is

shown that e(·, x) ∈ Hol(C+) for all x ∈ R+, and the estimate is valid

|e(k)(ρ, x)− (iρ)keiρx| 6 |ρ|ke−x Im ρ exp

(
c

∫ ∞
x

|q(s)|ds
)
, k = 0, 1; ∀ ρ ∈ C+, ∀x ∈ R+.

(5.10)

In order to obtain the integral representation, we need to improve the estimate for e(ρ, x)−

eiρx. For this reason, and similar to the case of the Schrödinger equation (see [52, Ch. II]),

assume that q ∈ L1(R+; (1+x)dx). Note that L1(R+; (1+x)dx) = L1(R+)∩L1(R+;xdx).

Lemma 92. Let q ∈ L1 (R+; (1 + x)dx). For n > 1 the following inequality holds

|en(ρ, x)| 6 |ρ|e
−x Im ρ

1 + |ρ|x
cn

(Q(x))n

n!
, for ρ ∈ C+, x ∈ R+, (5.11)

where Q(x) =
∫∞
x
q̃(s)ds with q̃(s) :=

|q(s)|, if 0 < s < 1,

s|q(s)|, if s > 1.

Proof. Consider

|en(ρ, x)| 6
∫ ∞
x

∣∣∣∣sin(ρ(s− x))

ρ

∣∣∣∣ |q(s)||e′n(ρ, s)|ds

6 c

∫ ∞
x

e(s−x) Im ρ |ρ|(s− x)

|ρ|(1 + |ρ|(s− x))
|q(s)||e′n−1(ρ, s)|ds

6 c

∫ ∞
x

e(s−x) Im ρ |ρ|s
1 + |ρ|s

|q(s)|

(
e−s Im ρ

(n− 1)!
cn−1

(∫ ∞
s

|q(ξ)|dξ
)n−1

)
ds,
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where we used (5.8) and (5.9). Hence

|en(ρ, x)| 6 cn
e−x Im ρ

(n− 1)!

|ρ|
1 + |ρ|x

∫ ∞
x

s|q(s)| (Q(s))n−1 ds

6 cn
e−x Im ρ

(n− 1)!

|ρ|
1 + |ρ|x

∫ ∞
x

q̃(s) (Q(s))n−1 ds

=
|ρ|e−x Im ρ

1 + |ρ|x
cn

(Q(x))n

n!
,

where we used the fact that for t > 0 the function t
1+t

is increasing, and 1
1+t

is non-

increasing, respectively, and that x 6 s. Q.E.D.

Theorem 93. Let q ∈ L1(R+; (1 +x)dx). Then there exists a function A(x, t), defined in

Π = {(x, t) ∈ R2 | 0 < x < t}, such that for any x ∈ R+ fixed, A(x, ·) ∈ L2(x,∞) and

e(ρ, x) = eiρx +

∫ ∞
x

A(x, t)iρeiρtdt, ∀ρ ∈ C+. (5.12)

Proof. Fix x ∈ R+ and define ψ(ρ, x) = e(ρ,x)−eiρx
iρ

for ρ ∈ C+. Using the estimate (5.11)

we get

|ψ(ρ, x)| = 1

|ρ|

∞∑
n=1

|en(ρ, x)| 6 e−x Im ρ

1 + |ρ|x

∞∑
n=1

(cQ(x))n

n!
=

e−x Im ρ

1 + |ρ|x
exp (cQ(x)) .

This implies that |ψ(ρ, x)| 6 Me−x Im ρ

1+|ρ|x for all ρ ∈ C+ with M = exp
(
c‖q̃‖L1(R+)

)
. Hence

for ρ ∈ R we have ∫
R
|ψ(ρ, x)|2dρ 6M2

∫
R

dρ

(1 + |ρ|x)2
<∞.

Thus, ψ(·, x) ∈ L2(R), and by the Plancherel theorem its Fourier transform

A(x, t) = 2π

∫
R
ψ(ρ, x)e−iρxdρ exists, and A(x, ·) ∈ L2(R).

Denoting ρ1 = Re ρ and ρ2 = Im ρ, we obtain∫
R
|ψ(ρ1 + iρ2, x)|2dρ1 6M2e−2xρ2

∫
R

dρ1

(1 + |ρ1 + iρ2|x)2
= O(e−2xρ2). (5.13)

Since ψ(·, x) ∈ Hol(C+) (because e(·, x) ∈ Hol(C+)), it is known (see [136, Th. 96, pp.

129]) that condition (5.13) implies that A(x, t) = 0, for all t < x. Thus A(x, t) ∈ L2(x,∞)

and applying the inverse Fourier transform

ψ(ρ, x) =

∫ ∞
x

A(x, t)eiρtdt,

from where we obtain (5.12). Q.E.D.
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Differentiating formally in Eq. (5.12) we get

e′(ρ, x) = iρeiρx − A(x, x)iρeiρx +

∫ ∞
x

Ax(x, t)iρe
iρtdt, (5.14)

e′′(ρ, x) = −ρ2eiρx (1− A(x, x))− iρeiρx
(
d

dx
A(x, x) + Ax(x, x)

)
+

∫ ∞
x

Axx(x, t)iρe
iρtdt.

Substituting (5.12) in (5.1) we have

ρ2

∫ ∞
x

A(x, t)iρeiρtdt =

∫ ∞
x

{−Axx(x, t) + q(x)Ax(x, t)} iρeiρtdt− ρ2eiρxA(x, x)

+iρeiρx
[
d

dx
A(x, x) + Ax(x, x) + q(x) (1− A(x, x))

]

Integrating by parts in the left hand we arrive at∫ ∞
x

A(x, t)iρeiρtdt = −A(x, x)eiρx + At(x, x)
eiρx

iρ
+

∫ ∞
x

Att(x, t)
eiρt

iρ
dt

Hence

iρeiρx
{
d

dx
A(x, x) + Ax(x, x) + At(x, x) + q(x) [1− A(x, x)]

}
(5.15)

+

∫ ∞
x

{−Axx(x, t) + q(x)Ax(x, t) + Att(x, t)} iρeiρtdt = 0. (5.16)

Using that d
dx
A(x, x) = Ax(x, x) + At(x, x), we conclude that the kernel A must satisfy

(at least formally) the partial differential equation(
∂2

∂x2
− q(x)

∂

∂x

)
A(x, t) =

∂2A(x, t)

∂t2
, (x, t) ∈ Π, (5.17)

with the Goursat condition

d

dx
A(x, x) =

1

2
q(x) [A(x, x)− 1] . (5.18)

Integrating Eq. (5.18) we obtain the relation

A(x, x) = 1− exp

(
−1

2

∫ ∞
x

q(s)ds

)
. (5.19)

Eq. (5.17) in terms of the new variables u = x+t
2

, v = t−x
2

can be written in form

∂H(u, v)

∂u∂v
= −1

2
q(u− v)

(
∂H(u, v)

∂u
− ∂H(u, v)

∂v

)
, (5.20)
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where H(u, v) = A(u − v, u + v). In its turn equation (5.20) together with (5.18) is

equivalent to the integral equation

H(u, v) = 1− exp

(
−1

2

∫ ∞
u

q(ξ)dξ

)
+

1

2

∫ ∞
u

∫ v

0

q(ξ − ζ) (Hξ(ξ, ζ)−Hζ(ξ, ζ)) dζdξ.

(5.21)

Let us see that Eq. (5.21) possesses a unique solution of class C1 in the domain

Ω = {(u, v) ∈ R2 | 0 < v < u}. By the method of successive approximations, we propose

the solution H(u, v) =
∞∑
n=0

Hn(u, v), where

H0(u, v) := 1−exp

(
−1

2

∫ ∞
u

q(ξ)dξ

)
, Hn+1(u, v) :=

1

2

∫ ∞
u

∫ v

0

q(ξ−ζ)DHn(ξ, ζ)dζdξ, n > 0,

where Df(u, v) :=
∂f(u, v)

∂u
− ∂f(u, v)

∂v
, for f ∈ W 1,∞(Ω). In the same way we introduce

the semi-norm ‖Df‖ :=

∥∥∥∥∂f∂u
∥∥∥∥
L∞(Q)

+

∥∥∥∥∂f∂v
∥∥∥∥
L∞(Ω)

. Hence we can take the W 1,∞(Ω)-norm

as ‖f‖W 1,∞(Ω) = ‖f‖L∞(Ω) + ‖Df‖. We denote

Q0(x) :=
1

2

∫ x

0

|q(s)|ds. (5.22)

Theorem 94. Suppose that q ∈ L1 (R+; (1 + x)dx)∩L∞(R+). Then Eq. (5.21) possesses

a unique solution H ∈ W 1,∞(Ω) ∩ C(Ω). In consequence A ∈ W 1,∞(Π) ∩ C(Π).

Proof. Note that DH0(u, v) = 1
2
q(u) exp

(
−1

2

∫∞
u
q(s)ds

)
, then |DH0(u, v)| 6 1

2
|q(u)|eQ0(u).

Hence if (u, v) ∈ Ω we obtain

|H1(u, v)| 6 1

4

∫ ∞
u

∫ v

0

|q(ξ − ζ)|DH0(ξ, ζ)|dζdξ 6 1

4

∫ ∞
u

|q(ξ)|eQ0(ξ)

∫ v

0

|q(ξ − ζ)|dζdξ

6
1

4
eQ0(u)

∫ ∞
u

|q(ξ)|
∫ ξ

ξ−v
|q(s)|dsdξ 6 eQ0(u)

2

∫ ∞
u

|q(ξ)|Q0(ξ − v)dξ

6 eQ0(u)Q0(u)Q0(u− v),

because Q0(u) is decreasing. For the derivative we show the estimate

|DHn(u, v)| 6 2n−1‖q‖L∞(R+)e
Q0(u)Q

n
0 (u− v)

n!
∀(u, v) ∈ Ω, ∀n ∈ N. (5.23)

By induction in n, for n = 1 we get

|DH1(u, v)| 6 1

4

(∫ v

0

|q(u− ζ)||q(u)|eQ0(u)dζ +

∫ ∞
u

|q(ξ − v)||q(ξ)|eQ0(ξ)dξ

)
6
‖q‖L∞(R+)e

Q0(u)

4

(∫ u

u−v
|q(s)|ds+

∫ ∞
u−v
|q(s)|ds

)
6 ‖q‖L∞(R+)e

Q0(u)Q0(u− v)
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Now we suppose (5.23) for n and we check it for n+ 1:

|DHn+1(u, v)| 6 1

2

(∫ v

0

|q(u− ζ)||DHn(u, ζ)|dζ +

∫ ∞
u

|q(ξ − v)||DHn(ξ, v)|dξ
)

6
2n−1‖q‖L∞(R)

n!

∫ v

0

|q(u− ζ)|Qn
0 (u− ζ)eQ0(u)dζ

+
2n−1‖q‖L∞(R)

n!

∫ ∞
u

|q(ξ − v)|Qn
0 (ξ − v)eQ0(ξ)dξ

6
2n−1‖q‖L∞(R)e

Q0(u)

n!

(∫ u

u−v
|q(s)|Qn

0 (s)ds+

∫ ∞
u−v
|q(s)|Qn

0 (s)ds

)
6

2n‖q‖L∞(R)e
Q0(u)

n!

∫ ∞
u−v
|q(s)|Qn

0 (s)ds = 2n‖q‖L∞(R)e
Q0(u)Q

n+1
0 (u− v)

(n+ 1)!
,

which establishes (5.23). Hence, for n > 2

|Hn(u, v)| 6 1

2

∫ ∞
u

∫ v

0

|q(ξ − ζ)||DHn−1(ξ, ζ)|dζdξ

6
2n−2‖q‖L∞(R+)

(n− 1)!

∫ ∞
u

∫ v

0

|q(ξ − ζ)|eQ0(ξ)Qn−1
0 (ξ − ζ)dζdξ

6
2n−2‖q‖L∞(R+)e

Q0(u)

(n− 1)!

∫ ∞
u

∫ ξ

ξ−v
|q(s)|Qn−1

0 (s)dsdξ

6
2n−2‖q‖L∞(R+)e

Q0(u)

(n− 1)!

∫ ∞
u

∫ ∞
ξ−v
|q(s)|Qn−1

0 (s)dsdξ

=
2n−2‖q‖L∞(R+)e

Q0(u)

n!

∫ ∞
u

Qn
0 (ξ − v)dξ

6
2n−2‖q‖L∞(R+)e

Q0(u)

n!
Qn−1

0 (u− v)Q1(u− v),

where Q1(x) :=
∫∞
x
Q0(s)ds =

∫∞
x

(s− x)|q(s)|ds. From this we have

∞∑
n=1

|Hn(u, v)| 6 eQ0(u)Q0(u)Q0(u− v) + ‖q‖L∞(R+)e
Q0(u)Q1(u− v)

∞∑
n=2

2n−2Qn−1
0 (u− v)

n!

6 eQ0(0)Q0(0)Q0(u− v) + ‖q‖L∞(R+)e
Q0(0)Q1(0)e2Q0(0)Q0(u− v).

Then the series converges absolutely and uniformly on Ω and H =
∑∞

n=0 Hn(u, v) ∈ C(Ω).

For the derivatives we obtain

∞∑
n=1

|DHn(u, v)| 6 ‖q‖L∞(R+)e
Q0(u)

∞∑
n=1

2n−1Qn
0 (u− v)

n!
6 ‖q‖L∞(R+)e

Q0(u)e2Q0(0)Q0(u− v),

and the series converges absolutely and uniformly on Ω. In this way H ∈ W 1,∞(Q).
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Furthermore, from the previous computations we have

|H(u, v)| 61− e−
1
2

∫∞
0 q(s)ds +

(
eQ0(0)Q0(0) + ‖q‖L∞(R+)e

3Q0(0)Q1(0)
)
Q0(u− v) (5.24)

|DH(u, v)| 61

2
|q(u)|eQ0(0) + ‖q‖L∞(R+)e

3Q0(u)Q0(u− v) (5.25)

From (5.25) we obtain that integration in (5.21) makes sense. Then H ∈ W 1,∞(Ω)∩C(Ω)

is the unique solution of (5.6). Since the change of variables u = x+t
2

, v = t−x
2

transforms

Π onto Ω, we conclude that A ∈ W 1,∞(Π) ∩ C(Π). Q.E.D.

5.2 Birkhoff solution

Analogously the case of the Schrödinger equation ([52, Ch. 2]), we look for a solution

E(ρ, x) of (5.3) that satisfies the following asymptotic relation

E(k)(ρ, x) = (−iρ)ke−iρx(1 + o(1)), x→∞, ∀ρ ∈ C+ for k = 0, 1. (5.26)

Such a solution is referred to as Birkhoff solution. Fix a ∈ R+. Application of the method

of variation of parameters to (5.3) leads to the equation

E(ρ, x) = e−iρx +
1

2iρ

∫ ∞
a

eiρ|x−t|q(t)E ′(ρ, t)dt, ∀x > a. (5.27)

The method of successive approximations is applicable to (5.27).

Theorem 95. For every a ∈ R+, such that Q0(a) < 1, there exists a unique solution

Ea(ρ, x) of (5.3) that satisfies the integral equation (5.27) for all x > a. The solution

Ea(ρ, x) satisfies (5.26), and (Ea)(k)(·, x) ∈ Hol(C+) for all x ∈ R+ and k = 0, 1.

Proof. For applying successive approximations we define Ẽ(ρ, x) :=
∞∑
n=0

Ẽn(ρ, x) with

Ẽ0(ρ, x) := e−iρx and Ẽn+1(ρ, x) :=
1

2iρ

∫ ∞
a

eiρ|x−t|q(t)Ẽ ′n(ρ, t)dt for n > 0. Note that

Ẽ ′n(ρ, x) = −iρe−iρx +
1

2

∫ ∞
a

eiρ|x−t|q(t)Ẽ ′n−1(ρ, t)dt. Let us prove by induction the in-

equality

|Ẽ ′n(ρ, x)| 6 |ρ|ex Im ρQn
0 (a), ∀x > a, ∀ρ ∈ C+, ∀n ∈ N0. (5.28)
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For n = 0 (5.28) holds. Suppose that (5.28) is valid for n and check it for n+ 1:

|Ẽ ′n+1(ρ, x)| 6 1

2

(∫ x

a

e(t−x) Im ρ|q(t)||Ẽ ′n(ρ, t)|dt+

∫ ∞
x

e(x−t) Im ρ|q(t)||Ẽ ′n(ρ, t)|dt
)

6
|ρ|Qn

0 (a)

2

(∫ x

a

e(t−x) Im ρ|q(t)|et Im ρdt+

∫ ∞
x

e(x−t) Im ρ|q(t)|et Im ρdt

)
6
|ρ|Qn

0 (a)

2

∫ ∞
a

ex Im ρ|q(t)|dt = |ρ|ex Im ρQn+1
0 (a)

(because e(t−x) Im ρ 6 1 and et Im ρ 6 ex Im ρ for a 6 t 6 x). This establishes (5.28).

Now we get for n > 1

|Ẽn(ρ, x)| 6 1

2|ρ|

(∫ x

a

e(t−x) Im ρ|q(t)||Ẽ ′n−1(ρ, t)|dt+

∫ ∞
x

e(x−t) Im ρ|q(t)||Ẽ ′n−1(ρ, t)|dt
)

6
Qn−1

0 (a)

2

(∫ x

a

e(t−x) Im ρ|q(t)|et Im ρdt+

∫ ∞
x

e(x−t) Im ρ|q(t)|et Im ρdt

)
6
Qn

0 (a)

2

∫ ∞
a

ex Im ρ|q(t)|dt = ex Im ρQn
0 (a).

By hypothesis Q0(a) < 1, hence

∞∑
n=0

|Ẽ(k)
n (ρ, x)| 6 |ρ|kex Im ρ

∞∑
n=0

Qn
0 (a) =

|ρ|kex Im ρ

1−Q0(a)
, for k = 0, 1.

Then both series converge absolutely and uniformly for x > a and Ẽ(ρ, ·) ∈ C1[a,∞) is a

solution of (5.27) and a strong solution of (5.3) in the interval (a,∞). Furthermore,

|Ẽ(k)(ρ, x)(−iρ)−keiρx − 1| 6 |ρ|
k−1e−x Im ρ

2(1−Q0(a))

(∫ x

a

e(2t−x) Im ρ|q(t)|dt+

∫ ∞
x

ex Im ρ|q(t)|dt
)

6
|ρ|k−1

2(1−Q0(a))

(∫ x

a

e2(t−x) Im ρ|q(t)|dt+

∫ ∞
x

|q(t)|dt
)

6
|ρ|k−1

2(1−Q0(a))

(
e−x Im ρ

∫ x
2

a

e(2t−x) Im ρ|q(t)|dt+

∫ ∞
x
2

|q(t)|dt

)

6
|ρ|k−1

2(1−Q0(a))

(
e−x Im ρ

∫ x
2

a

|q(t)|dt+

∫ ∞
x
2

|q(t)|dt

)
= o(1),

where we took into account that e(t−x) Im ρ 6 1. Thus, we obtain (5.26).

Now we show by induction that Ẽ
(k)
n (ρ, x) is holomorphic for ρ ∈ C+. For n = 0 it is

obvious. We suppose this for n. Consider φx(ρ, t) = eiρ|x−t|Ẽ ′n(ρ, t) so that Ẽ
(k)
n+1(ρ, x) =

1
2iρ1−kψx(ρ), where ψx(ρ) =

∫ ∞
a

φx(ρ, t)q(t)dt . By the induction hypothesis φx(·, t) ∈

Hol(C+) for all t > a, and due to (5.28), |φx(ρ, t)| 6 RexRQn
0 (a) for all ρ ∈ C+ ∩ BR(0),
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t > a and R > 0. Take ρ0 ∈ C+ and a sequence {ρm} ⊂ C+ such that ρm → ρ0. Choosing

R > 0 such that {ρm}∪{ρ0} ⊂ C+∩BR(0) we obtain |φx(ρn, t)−φx(ρ, t)| 6 2RexRQn
0 (a).

Hence by dominated convergence ψx(ρn)→ ψx(ρ), thus ψx(ρ) is continuous for all ρ ∈ C+.

Take a triangular path Γ in C+ of length |Γ|. We have∫
Γ

∫ ∞
a

|φx(ρ, t)||q(t)|dt|dρ| 6 |Γ|‖q‖L1(a,∞)Te
TxQn

0 (a), where T = max
ρ∈Γ
|ρ|.

Applying the Fubini and Cauchy theorems we obtain∫
Γ

ψx(ρ)dρ =

∫
Γ

[∫ ∞
a

φx(ρ, t)q(t)dt

]
dρ =

∫ ∞
a

[∫
Γ

φx(ρ, t)dρ

]
q(t)dt = 0.

By Morera’s theorem ([121, Th. 10.17]), ψx ∈ Hol(C+) and hence Ẽ
(k)
n+1(·, x) ∈ Hol(C+).

Since the series Ẽ(k)(ρ, x) =
∑∞

n=0 Ẽ
(k)
n (ρ, x) converges absolutely and uniformly for ρ ∈

C+ ∩BR(0), for each R > 0 we obtain that Ẽ(k)(·, x) ∈ Hol(C+) for all x > a, k = 0, 1.

Now set ξk(ρ) := Ẽ(k)(ρ, a) for k = 0, 1, and take ẽ(ρ, x) the unique solution of (5.3) in

(0, a) satisfying the initial conditions ẽ(k)(ρ, a) = ξk(ρ) for k = 0, 1. Since ξk(ρ) ∈ Hol(C+),

then ẽ(k)(·, x) ∈ Hol(C+) for all 0 6 x 6 a (this can be seen, for example, with the aid of

the SPPS method, see [83]). Finally we take

Ea(ρ, x) =

ẽ(ρ, x), if 0 6 x 6 a

Ẽ(ρ, x), otherwise.

Hence Ea(ρ, ·) ∈ C1(R+) and it is easy to see that Ea(ρ, ·) ∈ W 2,1
loc (R+), and hence it is a

strong solution of (5.3). Q.E.D.

Remark 96. The asymptotic relations (5.5) and (5.26) yield

lim
x→∞

Wp(e(ρ, x), Ea(ρ, x)) = −2ip∞ρ.

Thus, Wp(e(ρ, x), Ea(ρ, x)) = −2ip∞ρ, and {e(ρ, x), Ea(ρ, x)} is a fundamental set of

solutions of (5.3).

5.3 Series representation of the Jost solution

Following [77], we introduce a functional series representation for the kernel A(x, t) in

terms of Laguerre polynomials.
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5.3.1 Fourier-Laguerre series expansion of the kernel A(x, t)

Fix x ∈ R+, and denote

a(x, t) := A(x, x+ t)e
t
2 .

By Theorem 93, a(x, ·) ∈ L2 (R+; e−tdt). An orthonormal basis for L2 (R+; e−tdt) is

given by the Laguerre polynomials {Ln(t)}∞n=0 (see [131, Ch. VI]). Thus a(x, t) admits a

Fourier-Laguerre representation

a(x, t) =
∞∑
n=0

an(x)Ln(t).

This series converges with respect to t in the norm of the space L2 (R+; e−tdt). Returning

to the Levin kernel we obtain

A(x, t) =
∞∑
n=0

an(x)Ln(t− x)e
x−t

2 . (5.29)

In particular, by (5.4) and by the equality Ln(0) = 1 for all n ∈ N0 (see [131, Ch. VI]),

we have
∞∑
n=0

an(x) = A(x, x) = 1− exp

(
−1

2

∫ ∞
x

q(s)ds

)
= 1−

√
p∞
p(x)

. (5.30)

With the aid of (5.29) we obtain a series representation for the Jost solution.

Proposition 97. The Jost solution e(ρ, x) admits the following series representation

e(ρ, x) = eiρx

(
1 +

(z − 1)

2

∞∑
n=0

(−1)nznan(x)

)
, ∀x ∈ R+, ρ ∈ C+, (5.31)

where z =
1
2

+iρ
1
2
−iρ . The series converges pointwise for all x ∈ R+, ρ ∈ C+.

Proof. Due to (5.12) and (5.29) we obtain

e(ρ, x) = eiρx +

∫ ∞
x

A(x, t)iρeiρtdt = eiρx +

∫ ∞
0

A(x, x+ t)iρeiρ(x+t)dt

= eiρx
{

1 +

∫ ∞
0

(
a(x, t)e−

t
2

)
iρeiρtdt

}
= eiρx

{
1 + iρ

∞∑
n=0

an(x)

∫ ∞
0

Ln(t)e−( 1
2
−iρ)tdt

}
(the change of the order of integration and summation is due to Parseval’s identity [3, pp.

16]). According to [62, formula 7.414(2)],∫ ∞
0

Ln(t)e−( 1
2
−iρ)tdt = (−1)n

(
1
2

+ iρ
)n(

1
2
− iρ

)n+1 .
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Thus,

e(ρ, x) = eiρx

(
1 + iρ

∞∑
n=0

(−1)n
(

1
2

+ iρ
)n(

1
2
− iρ

)n+1an(x)

)
.

Denote z =
1
2

+iρ
1
2
−iρ . Then iρ = z−1

2(z+1)
and 1

2
− iρ = 1

z+1
, from which we obtain (5.31).

Q.E.D.

Remark 98. Note that z =
1
2

+iρ
1
2
−iρ is a Möbius transformation of the upper half-plane C+

of the complex variable ρ onto the unit disk D. It maps the point ρ = 0 to z = 1, the ray

ρ = iτ , τ > 0 to the interval (−1, 1) in terms of z, and when τ runs from 0 to +∞, z

runs from 1 to −1. When ρ runs from 0 to +∞ along the real line, z runs from 1 to −1

along the upper unit semicircle (see Figure 5.1). Note that the function e(ρ, x)e−iρx is just

Figure 5.1: Schematic illustration of the Möbious transformation z =
1
2

+iρ
1
2
−iρ of the upper

half-plane onto the unit disk.

a power series in the parameter z. The series converges in the unit disk of the variable z.

For x ∈ R+ fixed, {an(x)} ∈ `2, because these are the Fourier coefficients of the function

a(x, ·) ∈ L2 (R+; e−tdt) with respect to the orthonormal basis of Laguerre polynomials.

Hence the function e(ρ, x)e−iρx belongs to the Hardy space H2(D) as a function of z (see

[121, Th. 17.12]).

Let us denote by eN(ρ, x) the N -th partial sum of (5.31) (not to be confused with the

notation used in section 2). Then eN(ρ, x) = eiρx +

∫ ∞
0

aN(x, t)e−
t
2 eiρ(x+t)dt where
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aN(x, t) =
N∑
n=0

an(x)Ln(t). In a similar way we define

AN(x, t) := aN(x, t− x)e
x−t

2 =
N∑
n=0

an(x)Ln(t− x)e
x−t

2 .

Theorem 99. Fix x ∈ R+, and for N ∈ N define RN(ρ, x) := e(ρ,x)−eN (ρ,x)
iρ

.

1. Let ρ ∈ C+. Then

|RN(ρ, x)| 6 εN(x)
e−x Im ρ

√
2 Im ρ

, (5.32)

where εN(x) =

(
∞∑

n=N+1

|an(x)|2
) 1

2

.

2. For ρ ∈ R

‖RN(·, x)‖L2(R) =
√

2πεN(x). (5.33)

In particular, series (5.31) converges uniformly with respect to ρ such that C1 6 Im ρ 6

C2, with C1, C2 > 0.

Proof. 1. Suppose that ρ ∈ C+. Consider

|RN(ρ, x)| =

∣∣∣∣∫ ∞
0

(A(x, x+ t)− AN(x, x+ t)) eiρ(x+t)

∣∣∣∣
=

∣∣∣∣∫ ∞
0

(a(x, t)− aN(x, t)) e−
t
2

+iρ(x+t)dt

∣∣∣∣
=

∣∣∣∣〈e t2 +iρ(x+t), a(x, t)− aN(x, t)
〉
L2(R+;e−tdt)

∣∣∣∣
Using the Cauchy-Bunyakovsky-Schwarz inequality we obtain

|RN(ρ, x)| 6 ‖a(x, t)− aN(x, t)‖L2(R+;e−tdt)‖e
t
2

+iρ(x+t)‖L2(R+;e−tdt).

Due to the Parseval identity ‖a(x, t)− aN(x, t)‖L2(R+;e−tdt) =

(
∞∑

n=N+1

|an(x)|2
) 1

2

=

εN(x), and

‖e
t
2

+iρ(x+t)‖L2(R+;e−tdt) =

(∫ ∞
0

e−2(x+t) Im ρdt

) 1
2

=
e−x Im ρ

√
2 Im ρ

,

from which (5.32) follows.
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2. For ρ ∈ R, we consider the difference

RN(ρ, x) =

∫ ∞
x

(A(x, t)− AN(x, t)) eiρtdt.

Extending the function A(x, t)−AN(y, t) by zero for t < x, we obtain that RN(ρ, x)

is the Fourier transform of an L2 function, then by the Parseval identity we have

‖RN(·, x)‖L2(R) =
√

2π‖A(x, ·)− AN(x, ·)‖L2(x,∞),

and ∫ ∞
x

|A(x, t)− AN(x, t)|2dt =

∫ ∞
0

|a(x, t)− aN(x, t)|e−tdt = εN(x),

that establishes (5.33).

Q.E.D.

Remark 100. The coefficient a0(x) is given by

a0(x) = 2

(
1− e

x
2 e

(
i

2
, x

))
. (5.34)

Indeed, multiplying A(x, x+ t) by Ln(t)e−
t
2 and integrating we obtain∫ ∞

0

A(x, x+ t)Ln(t)e−
t
2dt =

∞∑
m=0

am(x)

∫ ∞
0

Ln(t)Lm(t)e−tdt = an(x).

In particular, for n = 0:

a0(x) =

∫ ∞
0

A(x, x+ t)L0(t)e−
t
2dt =

∫ ∞
0

A(x, x+ t)e−
t
2dt =

∫ ∞
x

A(x, t)e
x−t

2 dt.

Note that a0(x) = e
x
2

∫ ∞
x

A(x, t)ei(
i
2)tdt, and then e

(
i
2
, x
)

= e−
x
2

(
1− 1

2
a0(x)

)
.

In the next subsection we derive a system of equations for the coefficients {an(x)}∞n=0.

5.3.2 System of equations for the coefficients {an(x)}∞n=0

Differentiating (5.31) we obtain

e′(ρ, x) = eiρx

{
iρ

(
1 +

z − 1

2

∞∑
n=0

(−1)nznan(x)

)
+
z − 1

2

∞∑
n=0

(−1)nzna′n(x)

}
,

e′′(ρ, x) = eiρx

{
−ρ2

(
1 +

z − 1

2

∞∑
n=0

(−1)nznan(x)

)
+ iρ(z − 1)

∞∑
n=0

(−1)nzna′n(x)

}

+eiρx
z − 1

2

∞∑
n=0

(−1)nzna′′n(x).
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Substituting these expressions into (5.3) leads to the equality

iρ(z − 1)
∞∑
n=0

(−1)nzna′n(x) +
z − 1

2

∞∑
n=0

(−1)nzna′′n(x) = q(x)iρ

(
1 +

z − 1

2

∞∑
n=0

(−1)nznan(x)

)

+
z − 1

2
q(x)

∞∑
n=0

(−1)nzna′n(x).

Dividing the last equality by iρ and taking into account that iρ = z−1
2(z+1)

, we obtain

(z − 1)
∞∑
n=0

(−1)nzna′n(x) + (z + 1)
∞∑
n=0

(−1)nzna′′n(x) = q(x)

(
1 +

z − 1

2

∞∑
n=0

(−1)nznan(x)

)

+ (z + 1)q(x)
∞∑
n=0

(−1)nzna′n(x),

or equivalently,

∞∑
n=1

(−1)nzn
{
a′′n − a′n − a′n−1 − a′′n−1

}
+ a′′0 − a′0 = q − qa0

2
+ qa′0

+
∞∑
n=1

(−1)nzn
{
qa′n − qa′n−1 −

qan
2
− qan−1

2

}
.

Comparing both series we obtain the equations

La0(x) + a′0(x)− q(x)
a0(x)

2
= −q(x), (5.35)

Lan(x) + a′n(x)− q(x)
an(x)

2
= Lan−1(x)− a′n−1(x) + q(x)

an−1(x)

2
for n > 1.(5.36)

Due to (5.34) and (5.5), a0(x) → 0 when x → ∞. Since e
(
i
2
, x
)

is a solution of(
L− 1

4

)
e
(
i
2
, x
)

= 0, a0 satisfies (5.35).

Proposition 101. Set bn := 1 − an
2

for n ∈ N0. Then the system (5.35), (5.36) can be

written as

Lb0 + b′0 − q(x)
b0

2
= 0, (5.37)

Lbn + b′n − q(x)
bn
2

=
n−1∑
k=0

(
a′k − q(x)

ak
2

)
for n > 1. (5.38)

Proof. First, note that Lan = −2Lbn for all n ∈ N0. Hence Eq. (5.35) can be written as

Lb0 + b′0 − q(x) b0
2

= 0. Eq. (5.38) is proved by induction. For n = 1 we have

−2Lb1 + a′1 − q(x)
a1

2
= La0 − a′0 + q(x)

a0

2

= −q(x)− 2
(
a′0 − q(x)

a0

2

)
,
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where we used (5.35). Thus,

Lb1 + b′1 − q(x)
b1

2
= a′0 − q(x)

a0

2
.

This establishes (5.38) for n = 1. Suppose that (5.38) is valid for n. Then for n + 1 we

have

−2Lbn+1 + a′n+1 − q(x)
an+1

2
= Lan − a′n + q(x)

an
2
,

and hence

Lbn+1 + b′n+1 − q(x)
bn+1

2
= −1

2

(
Lan − a′n + q(x)

an
2

+ q(x)
)
.

Using the hypothesis of induction we obtain

−1

2
Lan −

a′n
2
− 1

2
q(x)

(
1− an

2

)
=

n−1∑
k=0

(
a′k − q(x)

ak
2

)
,

and hence

Lan = −q(x)− a′n + q(x)
an
2
− 2

n−1∑
k=0

(
a′k − q(x)

ak
2

)
.

Thus,

Lbn+1 + b′n+1 − q(x)
bn+1

2
=

n∑
k=0

(
ak − q(x)

ak
2

)
.

This establishes (5.38) for n+ 1 and finishes the proof. Q.E.D.

Theorem 102. For all n ∈ N0, Eq. (5.36) possesses a unique solution an(x) satisfying

the condition

an(x)→ 0, x→∞. (5.39)

Proof. Let us show that the system of equations (5.35) and (5.36) admits solutions satis-

fying (5.39) and such solutions are unique.

First, note that the left hand side of (5.37), (5.38) admits the factorization

Lu+ u′ − q(x)
u

2
= e

x
2

(
L +

1

4

)(
e−

x
2u
)
. (5.40)

Actually, (5.37) is equivalent to
(
L + 1

4

)
u = 0, and we know that e

(
i
2
, x
)

is its solution.

With the notation ζn = e−
x
2 bn for n > 1, Eq. (5.38) takes the form(

L +
1

4

)
ζn = σn, n ∈ N, (5.41)
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where σn(x) = e−
x
2

n−1∑
k=0

(
a′k − q(x)

ak
2

)
. A particular solution for (5.41) can be obtained

by the method of variation of parameters by the formula

ζn,0(x) =

∫ ∞
x

∣∣∣∣∣∣u1(t) u2(t)

u1(x) u2(x)

∣∣∣∣∣∣ σn(t)

Wp(u1, u2)(t)
p(t)dt,

where {u1, u2} is a fundamental system of solutions for
(
L + 1

4

)
u = 0. Take a Birkhoff so-

lution Ea
(
i
2
, x
)

and consider the normalized solution Êa(ρ, x) = p−1
∞ E

a(ρ, x). By Remark

96,
{
e
(
i
2
, x
)
, Êa

(
i
2
, x
)}

is a fundamental set of solutions with Wp

(
e
(
i
2
, x
)
, Êa

(
i
2
, x
))

=

1. Hence the particular solution ζn,0 is given by

ζn,0(x) =

∫ ∞
x

∣∣∣∣∣∣e
(
i
2
, t
)

Êa
(
i
2
, t
)

e
(
i
2
, x
)

Êa
(
i
2
, x
)
∣∣∣∣∣∣ p(t)σn(t)dt = Êa

(
i

2
, x

)
I1,n(x)− e

(
i

2
, x

)
I2,n(x),

where

I1,n(x) =

∫ ∞
x

e

(
i

2
, t

)
e−

t
2

(
n−1∑
k=0

(
a′k(t)− q(t)

ak(t)

2

))
p(t)dt

I2,n(x) =

∫ ∞
x

Êa

(
i

2
, t

)
e−

t
2

(
n−1∑
k=0

(
a′k(t)− q(t)

ak(t)

2

))
p(t)dt

Now we prove by induction that the solutions {an(x)}∞n=0 satisfy (5.39). For n = 0 this

has already been established. Assume it for n > 0. Then using (5.26) we have

I2,n+1(x) =

∫ ∞
x

(1 + o(1))
n∑
k=0

(
a′k(t)− q(t)

ak(t)

2

)
dt

=
n∑
k=0

{∫ ∞
x

(1 + o(1)) a′k(t)dt−
∫ ∞
x

(1 + o(1)) q(t)
ak(t)

2
dt

}
.

By the induction hyphotesis, ak(x) = o(1), x → ∞, thus the second integral is o(1).

For the first integral we have∫ ∞
x

a′k(t)dt = −ak(x) = o(1), x→∞.

Hence I2,n+1(x) = o(1), x→∞. For I1,n(x) we have

I1,n+1(x) =
n∑
k=0

(∫ ∞
x

e

(
i

2
, t

)
e−

t
2a′k(t)p(t)dt−

∫ ∞
x

e

(
i

2
, t

)
e−

t
2 q(t)

ak(t)

2
p(t)dt

)
.
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The second integral is e−xo(1), and for the first, integration by parts yields∫ ∞
x

e

(
i

2
, t

)
e−

t
2a′k(t)p(t)dt = −e−

x
2 e

(
i

2
, x

)
p(x)ak(x) +

1

2

∫ ∞
x

e

(
i

2
, t

)
e−

t
2p(t)ak(t)dt

−
∫ ∞
x

e′
(
i

2
, t

)
e−

t
2p(t)ak(t)dt−

∫ ∞
x

e

(
i

2
, t

)
e−

t
2p′(t)ak(t)dt

= e−x (1 + o(1)) o(1) +
1

2
e−x (1 + o(1)) o(1)

+ e−x (1 + o(1)) o(1) + e−x (1 + o(1)) o(1)

= e−xo(1), x→∞.

Thus, I1,n+1(x) = e−xo(1), x → ∞. Substituting the asymptotics of I1,n+1 and I2,n+1 in

ζn,0 we obtain that ζn+1,0(x) = e−
x
2 o(1), x→∞. Then the unique solution ζn+1 of (5.41)

satisfying ζn+1(x) = e−
x
2 (1 + o(1)), x → ∞ is given by ζn+1(x) = ζn,0(x) + e

(
i
2
, x
)
, and

eventually an+1(x) = 2− 2bn(x) = 2− 2e
x
2 ζn(x) = o(1), x→∞. Q.E.D.

5.3.3 Series representation for the derivative of the Jost solution

In this subsection we obtain a series expansion for e′(ρ, x). For this it is necessary to

establish the conditions under which Ax(x, t) ∈ L2(x,∞) for all x ∈ R+.

Theorem 103. Suppose that p ∈ W 2,∞(R+). If p′, p′′ ∈ L1(R+; (1 + x)2dx), then

Ax(x, t) ∈ L2(x,∞) for every x ∈ R+.

Proof. Consider y(ρ, x) =
√
p(x)e(ρ, x). This is the Liouville transformation of Eq. (5.1),

and in this case y(ρ, x) is a solution of the Schödinger equation

− y′′(ρ, x) + q̂(x)y(ρ, x) = ρ2y(ρ, x), x ∈ R+, (5.42)

with q̂(x) = 1√
p(x)

d2

dx2

√
p(x) = p′′(x)

2p(x)
−
(
p′(x)
2p(x)

)2

(see Subsection 3.2.4). Note that lim
x→∞

y(ρ, x)

eiρx
=

√
p∞. On the other hand y′(ρ, x) = p′(x)

2
√
p(x)

y(ρ, x) +
√
p(x)y′(ρ, x). Since lim

x→∞
p′(x) = 0,

we obtain lim
x→∞

y′(ρ, x)

iρeiρx
=
√
p∞. Hence y(ρ, x) =

√
p∞ê(ρ, x), where ê(ρ, x) is the Jost

solution of (5.42). By hypothesis, p, p′ ∈ L2(R+; (1 + x)2dx) and p′ ∈ L∞(R+), hence

|q̂| 6 |p
′′|

2
αp +

|p′|
2
α2
p‖p′‖L∞(R+) ∈ L1(R+; (1 + x)2dx) ⊂ L1(R+; (1 + x)dx).

Then it is known that ê(ρ, x) admits the Levin representation

ê(ρ, x) = eiρx +

∫ ∞
x

Â(x, t)eiρtdt, ∀x ∈ R+, ρ ∈ C+, (5.43)
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where Â ∈ C(Π) ∩W 1,∞(Π) and Â(x, ·) ∈ L2(x,∞) (see [52, Th. 2.1.3]). Define

B(x, t) :=

∫ ∞
t

Â(x, s)ds for (x, t) ∈ Π.

Using the estimate |Â(x, t)| 6 M1Q̂0

(
x+t

2

)
, where Q̂0(x) :=

∫∞
x
|q̂(s)|ds and M1 > 0

depends only on q̂ ([52], formula 2.1.35), we obtain∫ ∞
t

|A(x, s)|ds 6M1

∫ ∞
t

∫ ∞
x+s

2

|q̂(r)|dr = 2M1

∫ ∞
x

(s− x)|q̂(s)|ds,

which is finite for all x ∈ R+. Hence B(x, t) is continuous, bounded and∫ ∞
x

|B(x, t)|dt 6M1

∫ ∞
x

∫ ∞
t

∫ ∞
x+s

2

|q̂(r)|drdsdt = 4M1

∫ ∞
x

(s− x)2

2
|q̂(s)|ds,

which is finite because q̂ ∈ L1(R+; (1 + x)2dx). Then we can apply the integration by

parts in (5.43) to obtain the relations

ê(ρ, x) = eiρx +B(x, x)eiρx +

∫ ∞
x

B(x, t)iρeiρtdt

= eiρx
(

1 +

∫ ∞
x

Â(x, s)ds

)
+

∫ ∞
x

B(x, t)iρeiρtdt

= eiρxê(0, x) +

∫ ∞
x

B(x, t)iρeiρtdt = eiρx

√
p(x)

p∞
+

∫ ∞
x

B(x, t)iρeiρtdt, (5.44)

where we used the equalities ê(0, x) = y(0,x)√
p∞

=
√

p(x)
p∞
e(0, x) and e(0, x) = 1. Since

ê(ρ, x) =
√

p(x)
p∞
e(ρ, x) for all ρ ∈ C+, comparing (5.12) with (5.44) and taking the inverse

Fourier transform we obtain that B(x, t) =
√

p(x)
p∞
A(x, t) for all (x, t) ∈ Π.

Now we use the estimate |Âx(x, t)| 6 M2(
∣∣q̂ (x+t

2

)∣∣ + Q̂0

(
x+t

2

)
) ([52], formula 2.1.37),

where M2 > 0 depends only on q̂. Since the right hand side of this inequality belongs to

L1(R+) in the variable t, we have that Bx(x, t) =
∫∞
t
Ax(x, s)ds. Hence

Ax(x, t) =

√
p∞
p(x)

(
Bx(x, t)−

p′(x)

2p(x)
B(x, t)

)
.

Under the hypothesis on p, to prove the inclusion Ax(x, t) ∈ L1(x,∞) it is enough to

show that Bx(x, ·) ∈ L1(x,∞). Using the estimate for Âx(x, t) we get∫ ∞
x

|Bx(x, t)|dt 6M2

(∫ ∞
x

∫ ∞
t

∣∣∣∣q(x+ s

2

)∣∣∣∣ ds+

∫ ∞
x

∫ ∞
t

∫ ∞
x+s

2

|q̂(r)|drdsdt

)

6 4M2

(∫ ∞
x

(s− x)|q̂(s)|ds+

∫ ∞
x

(s− x)2

2
|q̂(s)|ds

)
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which is finite for all x ∈ R+. Hence Ax(x, ·) ∈ L1(x,∞). By Theorem 94, Ax ∈ L∞(Π),

thus Ax(x, ·) ∈ L2(x,∞) for all x ∈ R+. Q.E.D.

Proposition 104. Let p ∈ W 2,∞(R+) and p, p′ ∈ L1(R+; (1 + x)2dx). The derivative of

the Jost solution admits the series representation

e′(ρ, x) =
z − 1

2(z + 1)
eiρx

(√
p∞
p(x)

+ (z + 1)
∞∑
n=0

(−1)ndn(x)zn

)
, ∀x ∈ R+, ρ ∈ C+.

(5.45)

The series converges pointwise for all x ∈ R+ and uniformly for ρ such that C1 6 Im ρ 6

C2 with C1, C2 > 0. The coefficients {dn(x)}∞n=0 can be computed from the relations

d0(x) = 1−
√

p∞
p(x)

− a0(x)

2
+ a′0(x), (5.46)

dn(x) = dn−1(x) + an(x)− an−1(x) +
a′n(x)− a′n−1(x)

2
for n > 1. (5.47)

Proof. Denote b1(x, t) := e
t
2Ax(x, x+t). By Theorem 103, b1(x, ·) ∈ L2(R+; e−tdt). Hence

b1(x, t) admits the Fourier-Laguerre series representation

b1(x, t) =
∞∑
n=0

dn(x)Ln(t). (5.48)

From (5.14) we have the following representation for the derivative of the Jost solution

e′(ρ, x) = iρeiρx
(√

p∞
p(x)

+

∫ ∞
0

Ax(x, x+ t)eiρtdt

)
(here we use (5.19) and (5.4) to obtain 1 − A(x, x) =

√
p∞
p(x)

). Substituting (5.48) in the

previous expression we get

e′(ρ, x) = iρeiρx
(√

p∞
p(x)

+

∫ ∞
0

b1(x, t)e−( 1
2

+iρ)tdt

)
= iρeiρx

(√
p∞
p(x)

+
∞∑
n=0

dn(x)

∫ ∞
0

Ln(t)e−( 1
2

+iρ)tdt

)

= iρeiρx

(√
p∞
p(x)

+
∞∑
n=0

dn(x)(−1)n
(

1
2

+ iρ
)n(

1
2
− iρ

)n+1

)
.

In terms of the variable z it can be written as (5.45).
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On the other hand, differentiating (5.31) we have

e′(ρ, x) = eiρx

{
iρ

(
1 +

z − 1

2

∞∑
n=0

(−1)nznan(x)

)
+
z − 1

2

∞∑
n=0

(−1)nzna′n(x)

}

=
z − 1

2(z + 1)
eiρx

(
1 +

z − 1

2

∞∑
n=0

(−1)nznan(x) + (z + 1)
∞∑
n=0

(−1)nzna′n(x)

)
.

(5.49)

Comparing (5.31) with (5.49) we get√
p∞
p(x)

+ (z + 1)
∞∑
n=0

(−1)ndn(x)zn =1 +
z − 1

2

∞∑
n=0

(−1)nznan(x) + (z + 1)
∞∑
n=0

(−1)nzna′n(x).

Thus, we arrive at the equations (5.46), (5.47). The proof of the uniform convergence of

(5.45) in ρ is similar to that of Theorem 99(1). Q.E.D.

5.4 Representation of spectral data

5.4.1 Spectrum characterization

The eigenvalues of problem (5.1), (5.2) are those values of λ for which there exists a

solution of (5.1), (5.2) belonging to the Hilbert space Hp := L2 (R+; p(x)dx). Note that

by the conditions on p from subsection 2.1, L2(R+) = Hp, and their respective norms are

equivalent.

Proposition 105. The Sturm-Liouville problem (5.1), (5.2) has no non-negative eigen-

value.

Proof. Suppose that there exists an eigenvalue λ0 > 0, and let u0 be the associated eigen-

function. In this case λ0 = ρ2
0, ρ0 ∈ R, and {e(ρ0, x), e−(ρ0, x)} is a fundamental set of so-

lutions, so u0(x) = Ae(ρ0, x)+Be−(ρ0, x). Since e(±ρ0, x) ∼ e±iρ0x, x→∞, we have that

e(ρ0, ·), e−(ρ0, ·) 6∈ L2(R+). Moreover, |u0(x)|2 ∼
(
|A|2 + |B|2 + ABe2iρ0y + ABe−2iρ0x

)
,

x→∞. Hence u0 ∈ L2(R+) if only A = B = 0. Thus λ0 > 0 cannot be an eigenvalue.

In the case λ0 = 0, the solutions satisfying (5.2) are of the form u0(x) = C

(
1 + h

∫ x

0

dt

p(t)

)
,

and hence u0 ∈ L2(R+) if only C = 0. Hence zero is not an eigenvalue. Q.E.D.

Define

∆(ρ) := e′(ρ, 0)− he(ρ, 0). (5.50)
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Remark 106. (i) ∆ ∈ Hol (C+).

(ii) For ρ ∈ C+ the asymptotic relation (5.5) implies that e(ρ, ·) ∈ Hp. Thus, ρ ∈ C+ is

a zero of ∆(ρ) iff e(ρ, x) is an eigenfunction.

(iii) Suppose that ρ ∈ R \ {0} is a zero of ∆. In this case e
(k)
− (ρ, x) = e(k)(ρ, x). Hence

∆(ρ) = ∆(−ρ) and ∆(−ρ) = 0. Wp(e, e−) is constant. On the one hand, letting

x→∞ we obtain Wp(e, e−)(x) = −2ip∞ρ 6= 0, while on the other

Wp(e, e−)(x) = p(0)W (e, e−)(0) = (e(ρ, 0)e′(−ρ, 0)− e′(ρ, 0)e(−ρ, 0)) = e(ρ, 0)∆(−ρ) = 0.

This contradiction implies that ∆(ρ) 6= 0 for ρ ∈ R \ {0}.

We denote by ϕ(λ, x) the unique solution of (5.1) satisfying the initial conditions

ϕ(λ, 0) = 1, ϕ′(λ, 0) = h. (5.51)

Note that ϕ(λ, x) = C(ρ, x)+hS1(ρ, x) (see (3.3)), and Wp[ϕ, S](x) = 1. As a consequence

of the estimates (3.6) and (3.8) of C(ρ, x) and S1(ρ, x), we have the following result.

Proposition 107. The solution ϕ(λ, x) is an entire function of the spectral parameter λ,

and for all λ = ρ2 ∈ C, x ∈ R+ the inequality hold

|ϕ(λ, x)| 6 (1 + |h|)cex|Im ρ| exp

(
c

∫ x

0

|q(s)|ds
)
.

Remark 108. Take ρ ∈ R \ {0} and λ = ρ2. We can write ϕ(λ, x) = c(ρ)e(ρ, x) +

d(ρ)e−(ρ, x), where c(ρ) and d(ρ) are corresponding coefficients. Since ϕ(λ, x) is an even

function in ρ, ϕ(λ, x) = c(−ρ)e−(ρ, x) + d(−ρ)e(ρ, x). By the uniqueness of the coeffi-

cients, c(ρ) = d(−ρ), and we obtain the representation

ϕ(λ, x) = c(ρ)e(ρ, x) + c(−ρ)e−(ρ, x). (5.52)

The function c(ρ) is called the Jost coefficient [26]. A direct computation shows that

Wp(ϕ(λ, x), e(ρ, x)) = −c(−ρ)Wp(e(ρ, x), e−(ρ, x)) = −2ip∞ρ. On the other hand

Wp(ϕ(λ, x), e(ρ, x)) = ∆(ρ), from where we obtain

c(−ρ) =
∆(ρ)

2ip∞
. (5.53)

Thus, c(−ρ) admits an analytic extension onto C+.
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Proposition 109. Let ρ ∈ C+.

(i) If ∆(ρ) = 0, then Re ρ = 0.

(ii) If ρ = iτ with τ > 0, then ∆(iτ) = 0 iff λ = −τ 2 is an eigenvalue.

Proof. (i) Suppose that ρ ∈ C+ and ∆(ρ) = 0. Then e(ρ, ·) ∈ L2(R+) is an eigenfunc-

tion. Note that Le(ρ, x) = ρ2p(x)e(ρ, x). Thus, by the Lagrange identity (1.51) we

have

d

dx
Wp(e, e)(x) = ρ2p(x)e(ρ, x)e(ρ, x)−ρ2p(x)e(ρ, x)e(ρ, x) = 4iRe ρ·Im ρ·p(x)|e(ρ, x)|2.

Hence 4iRe ρ ·Im ρ ·
∫ ∞

0

|e(ρ, x)|2p(x)dx = lim
x→∞

Wp(e, e)(x)−Wp(e, e)(0). By (5.5),

W (e, e)(x) =
(
−iρ|eiρx|2 − iρ|eiρx|2

)
(1 + o(1)) =

(
−2iRe ρ · e−2x Im ρ

)
(1 + o(1)) = o(1),

when x→∞, and

W (e, e)(0) = e(ρ, 0)e′(ρ, 0)− e′(ρ, 0)e(ρ, 0) = h|e(ρ, 0)|2 − h|e(ρ, 0)|2 = 0.

Then 4iRe ρ · Im ρ‖e(ρ, ·)‖2
Hp = 0 and therefore Re ρ = 0.

(ii) If ∆(iτ) = 0, with τ > 0, by Remark 106 (ii), λ = −τ 2 is an eigenvalue.

Reciprocally, suppose that λ < 0 is an eigenvalue. Let u0 be the corresponding

eigenfunction, and write λ = (iτ)2, τ > 0. In this case e(iτ, ·) ∈ Hp. Take a

Birkhoff solution Ea(iτ, x). Then u0(x) = Ae(iτ, x) + BEa(iτ, x). Since u0 ∈ Hp,

by the asymptotic relation (5.26), we obtain that B = 0. Then u0(x) = Ae(iτ, x)

and 0 = u′(0)− hu(0) = A∆(iτ).

Q.E.D.

Let us associate to the problem (5.1),(5.2) an unbounded operator in the Hilbert space

Hp. Let Lh : D
(
Lh
)
⊂ Hp → Hp, whose action is given by Lu and with the domain

D
(
Lh
)

=
{
u ∈ Hp ∩W 2,1

loc

(
R+
) ∣∣Lu ∈ Hp and satisfies (5.2)

}
.

Theorem 110. The operator Lh is self-adjoint.
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Proof. Consider the operator Lmax : D (Lmax) ⊂ Hp → Hp, whose action is given by Lu

and with the domain D (Lmax) =
{
u ∈ Hp ∩W 2,1

loc (R+)
∣∣Lu ∈ Hp

}
. Let λ ∈ C \ R. Note

that every solution y ∈ W 2,1
loc (R+) of (5.1) belongs to L2((0, a′); p(x)dx), for some a′ > 0.

Hence a = 0 is in the limit-circle case of Eq. (5.1) ([15, Th. 6.1.6 and Cor. 6.1.7]). On

the other hand, choosing ρ ∈ C+ such that λ = ρ2, by the asymptotic relation (5.5) the

Jost solution e(ρ, ·) ∈ L2((b′,∞); p(x)dx) for some b′ > 0. Now take a Birkhoff solution

Ea(ρ, x). Due to the asymptotic relation (5.26), Ea(ρ, ·) 6∈ L2(b′,∞; p(x)dx) for all b′ > 0.

Thus, b = ∞ is in the limit-point case (see [15, Th. 6.1.6 and Cor. 6.1.7]). Denote

f [0](0) := Wp(f(x), ϕ(λ, x))(0) = hf(0)− f ′(0), for f ∈ D (Lmax). With this notation we

can write

D
(
Lh
)

=
{
u ∈ D (Lmax)

∣∣u[0](0) = 0
}
.

Since a = 0 is in the limit-circle case and b = ∞ is in the limit-point case, it is known

that Lh = Lmax

∣∣
D(Lh) is a self-adjoint operator in Hp (see [15, Prop. 6.4.9]). Q.E.D.

Let us denote the spectrum and the resolvent of Lh by σ
(
Lh
)

and ρ
(
Lh
)
, respectively.

Thus, σ
(
Lh
)
⊂ R, and consists of the point and continuous spectrum, that we denote

by σp
(
Lh
)

and σc
(
Lh
)

respectively. The discrete and essential spectrum are denoted by

σd
(
Lh
)

and σess
(
Lh
)
, respectively.

Remark 111. Proposition 105 implies that σp
(
Lh
)
⊂ (−∞, 0). If λ ∈ σp

(
Lh
)
, due to

Proposition 109 (ii), λ = −τ 2 with τ > 0 such that ∆(iτ) = 0, and the corresponding

eigenspace is generated by the Jost solution e(iτ, y). Hence all the eigenvalues are simple.

Theorem 112. 1. If h > 0, then σ
(
Lh
)

= σc
(
Lh
)

= σess
(
Lh
)
.

2. If h < 0, then σp
(
Lh
)

= σd
(
Lh
)
, and the number of the eigenvalues is finite.

Proof. 1. Suppose that there exists λ ∈ σp
(
Lh
)
. By Remark 111, λ = −τ 2 for some

τ > 0 and e(iτ, x) is an eigenfunction. Note that the asymptotics (5.5) implies

e′(iτ, ·) ∈ Hp and lim
x→∞

e(k)(iτ, x) = 0, k = 0, 1. Integrating by parts we obtain

λ‖e(iτ, ·)‖2
Hp = 〈Lhe(iτ, ·), e(iτ, ·)〉Hp = p(0)e′(iτ, 0)e(iτ, 0) +

∫ ∞
0

|e′(iτ, x)|2p(x)dx

= h|e(iτ, 0)|2 + ‖e′(iτ, ·)‖2
Hp > 0,
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which is a contradiction. Thus, σp
(
Lh
)

= ∅ and σ
(
Lh
)

= σc
(
Lh
)
. In particular,

σd
(
Lh
)

= ∅ and σ
(
Lh
)

= σess
(
Lh
)
.

2. By Remark 111, all the eigenvalues are simple and

σp
(
Lh
)

= {−τ 2 | τ > 0 and ∆(iτ) = 0}. Since ∆ 6≡ 0 and ∆ ∈ Hol (C+), all the

eigenvalues are isolated points and hence σp
(
Lh
)

= σd
(
Lh
)
. Now we prove that

σd
(
Lh
)

has no limit point. Suppose, there exists a convergent sequence {λn} ⊂

σd
(
Lh
)
. The only possibility is that λn → 0. Write λn = −τ 2

n, τn > 0. Thus,

iτn → 0. By (5.10), e′(iτn, 0)→ 0, n→∞, and

e(iτn, 0) = 1 +

∫ ∞
0

sin(iτns)

iτn
q(s)e′(iτn, s)ds.

Using (5.9) and (5.10), we obtain
∣∣∣ sin(iτns)

iτn
q(s)e′(iτn, s)

∣∣∣ 6 c
(

1 + ec‖q‖L1(R+)

)
|q(s)|.

Then by the dominated convergence e(iτn, 0)→ 1, n→∞. Thus, 0 = lim
n→∞

∆(iτn) =

h, which is a contradiction. Therefore σp
(
Lh
)

has no limit point. Now choose an

arbitrary λ ∈ σd
(
Lh
)
. Repeating the reasoning from part 1 of this proof, we obtain

λ‖e(iτ, ·)‖2
Hp > −|h||e(iτ, 0)|2 + ‖e′(iτ, ·)‖2

Hp .

Since e(iτ, ·) ∈ C(R+) and p is positive and bounded in R+, applying the first mean

value theorem for integrals in the interval [0, 1] we have∫ 1

0

|e(iτ, x)|2p(x)dx = |e(iτ, ξ)|2
∫ 1

0

p(x)dx for some ξ ∈ [0, 1].

Note that

∫ ξ

0

e(iτ, x)e′(iτ, x)dx = e(iτ, x)e(iτ, x)
∣∣ξ
0
−
∫ ξ

0

e′(iτ, x)e(iτ, x)dx, from

where we obtain

|e(iτ, 0)|2 =|e(iτ, ξ)|2 − 2

∫ ξ

0

Re
(
e′(iτ, x)e(iτ, x)

)
dx

6
|e(iτ, ξ)|2

∫ 1

0
p(x)dx∫ 1

0
p(x)dx

+

∫ 1

0

2|e′(iτ, x)||e(iτ, x)|dx

6
‖e(iτ, ·)‖2

Hp

‖p‖L1(0,1)

+

∫ 1

0

2|e′(iτ, x)||e(iτ, x)|dx.
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Note that 1
p(x)
6 p(x)

α2
p

, hence

|e(iτ, 0)|2 6
‖e(iτ, ·)‖2

Hp

‖p‖L1(0,1)

+

∫ 1

0

(
p(x)

|h|
|e′(iτ, x)|2 +

|h|
p(x)
|e(iτ, x)|2

)
dx

6
‖e(iτ, ·)‖2

Hp

‖p‖L1(0,1)

+
1

|h|

∫ 1

0

|e′(iτ, x)|2p(x)dx+
|h|
α2
p

∫ 1

0

|e(iτ, x)|2p(x)dx

6

(
‖p‖−1

L1(0,1) +
|h|
α2
p

)
‖e(iτ, ·)‖2

Hp +
1

|h|
‖e′(iτ, ·)‖2

Hp .

From this we obtain the inequality

λ‖e(iτ, ·)‖2
Hp > −

(
|h|‖p‖−1

L1(0,1) +
|h|2

α2
p

)
‖e(iτ, ·)‖2

Hp .

Thus, λ > −
(
|h|‖p‖−1

L1(0,1) + |h|2
α2
p

)
. Due to the arbitrariness of λ we conclude that

σd
(
Lh
)
⊂
[
−
(
|h|‖p‖−1

L1(0,1) + |h|2
α2

)
, 0
]
. Since σd

(
Lh
)

has no limit point, it must be

a finite set.

Q.E.D.

Note that the mapping C+ 3 ρ 7→ λ = ρ2 ∈ C \ R+ is a conformal bijection with the

inverse ρ =
√
λ with the chosen branch arg λ ∈ (0, 2π). If λ > 0, we take ρ = lim

ε→0+

√
λ+ iε,

that corresponds to the positive square root of λ. For λ 6∈ σd
(
Lh
)

define Φ(λ, x) := − e(ρ,x)
∆(ρ)

.

Then Φ(λ, x) satisfies (5.1) with the conditions Φ′(λ, 0)−hΦ(λ, 0) = −1 and Φ(k)(λ, x) =

O((iρ)keiρx), x → ∞, for k = 0, 1. Thus, Φ(λ, ·) ∈ H1(R+). This function is called the

Weyl solution of the problem (5.1), (5.2). The Weyl function of the problem is defined as

M(λ) := Φ(λ, 0) = −e(ρ, 0)

∆(ρ)
. (5.54)

Note that M(λ) is analytic in λ ∈ ρ
(
Lh
)
. We have the relation

Φ(λ, x) = M(λ)ϕ(λ, x)− S(λ, x). (5.55)

Proposition 113. If λ ∈ C\
(
R+ ∪ σd

(
Lh
))

, then λ ∈ ρ
(
Lh
)
, and the resolvent operator

Rλ =
(
Lh − λIHp

)−1
can be written in the form of the Fredholm integral operator

Rλf(x) =

∫ ∞
0

G(λ, x, t)f(t)p(t)dt for f ∈ Hp, x ∈ R+, (5.56)

where G(λ, x, t) is the Green function

G(λ, x, t) =

ϕ(λ, x)Φ(λ, t), if x 6 t,

ϕ(λ, t)Φ(λ, x), if t 6 x.

(5.57)
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Proof. If λ ∈ C \
(
R+ ∪ σd

(
Lh
))

, then Φ(λ, x) is well defined and belongs to H1(R+) ∩

H2
loc(R+). On the other hand, Wp(ϕ,Φ) = Φ′(λ, 0)− hΦ(λ, 0) = −1 and ϕ(λ, x), Φ(λ, x)

are linearly independent. Define the integral operator Rλ by formula (5.56). Asymptotics

(5.5) implies that there exists a constant C1 > 0 for which |e(ρ, x)| 6 C1e
−x Im ρ for all

x ∈ R+. Similarly, by Proposition 107 (ii), there exists a constant C2 > 0 such that

|ϕ(λ, x)| 6 C2e
x Im ρ for all x ∈ R+. Set P1 = sup

x∈R+

p(x). Hence for t ∈ R+ we have

∫ ∞
0

|G(λ, x, t)|p(t)dx 6 P1

|∆(ρ)|

(∫ t

0

|ϕ(λ, x)||e(ρ, t)|dx+

∫ ∞
t

|ϕ(λ, t)||e(ρ, x)|dx
)

6
C1C2P1

|∆(ρ)|

(∫ t

0

ex Im ρe−t Im ρdx+

∫ ∞
t

et Im ρe−x Im ρdx

)
= C1C2P1

2− e−t Im ρ

Im ρ|∆(ρ)|
6

2C1C2P1

Im ρ|∆(ρ)|
<∞

uniformly for t ∈ R+. Since the Green function is symmetric, we obtain the similar

estimate
∫∞

0
|G(λ, x, t)|p(t)dt 6 2C1C2P1

Im ρ|∆(ρ)| < ∞ uniformly for x ∈ R+. By the Schur test

([51, Th. 6.18]), Rλ ∈ B(L2(R+)). Since L2(R+) = Hp with equivalent norms, we obtain

Rλ ∈ B(Hp).

Direct computation shows that Rλf ∈ D
(
Lh
)

for all f ∈ Hp and
(
Lh − λIHp

)
Rλf =

f . Then Lh−λIHp is surjective, and since λ 6∈ σp
(
Lh
)
, it is a bijection and

(
Lh − λIHp

)−1
=

Rλ ∈ B (Hp). Hence λ ∈ ρ
(
Lh
)
. Q.E.D.

Theorem 114. σc
(
Lh
)

= [0,∞) for all h ∈ R.

Proof. By Proposition 113, it is only necessary to show that [0,∞) ⊂ σc
(
Lh
)
. Let λ = ρ2,

with ρ > 0. Take ψ ∈ C∞0 (0,∞) with Supp(ψ) ⊂ (1, 2) and
∫∞

0
|ψ(x)|2dx = 1. Define the

sequence vk(x) = e(ρ, x)ψ
(
x
k

)
for k ∈ N. The asymptotics (5.5) implies that there are

R1, C3 > 0 such that |e(ρ, x)| > C3 for x > R1. Hence for k > R1 we have

‖vk‖2
Hp > αp

∫ 2k

k

|e(ρ, x)|2
∣∣∣ψ (x

k

)∣∣∣2 dx = αpk

∫ 2

1

|e(ρ, kx)|2|ψ(x)|2dx > αpkC
2
3 , (5.58)
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Clearly {vk}∞k=1 ⊂ D
(
Lh
)

and

Lhvk(x) = − 1

p(x)

d

dx
p(x)

(
1

k
ψ′
(x
k

)
e(ρ, x) + ψ

(x
k

)
e′(ρ, x)

)
= − 1

p(x)

(1

k

d

dx

(
p(x)ψ′

(x
k

))
e(ρ, x) +

2

k
p(x)ψ′

(x
k

)
e′(ρ, x) + ψ

(x
k

) d

dx
(p(x)e′(ρ, x))

)
=

1

k
e(ρ, x)Lhψ

(x
k

)
− 2

k
e′(ρ, x)ψ′

(x
k

)
+ ψ

(x
k

)
Lhe(ρ, x)

=
1

k
e(ρ, x)Lhψ

(x
k

)
− 2

k
e′(ρ, x)ψ′

(x
k

)
+ λvk(x).

By (5.5) the functions e(ρ, x) and e′(ρ, x) are bounded, and choosing C4 = max
k=0,1

‖e(k)(ρ, ·)‖L∞(R+)

and P1 = sup
x∈R+

p(x) we obtain

‖
(
Lh − λIHp

)
vk‖2
Hp 6

2

k2

∫ 2k

k

(∣∣∣∣e(ρ, x)
d

dx

(
p(x)ψ′

(x
k

))∣∣∣∣2 + 4
∣∣∣e′(ρ, x)ψ′

(x
k

)∣∣∣2 p(x)

)
dx

6
2C4

k2

∫ 2k

k

∣∣∣∣1kp(x)ψ′′
(x
k

)
+ p′(x)ψ′

(x
k

)∣∣∣∣2 dx+
8C4P1

k2
‖ψ′‖2

L2(1,2)

6
4C4

k2

(
1

k2

∫ 2k

k

∣∣∣p(x)ψ′′
(x
k

)∣∣∣2 dx+

∫ 2k

k

∣∣∣p′(x)ψ′
(x
k

)∣∣∣2 dx)
+

8C4P1

k2
‖ψ′‖2

L2(1,2)

6
4C4P1

k4
‖ψ′′‖2

L2(1,2) +
4C4

k2

∫ 2k

k

∣∣∣p′(x)ψ′
(x
k

)∣∣∣2 dx+
8C4P1

k2
‖ψ′‖2

L2(1,2).

Since p′(x) → 0, x → ∞ (see subsection 2.1), there exists R2 > 0 such that |p′(x)| < 1

for x > R2. Thus, if k > R2 we have

‖
(
Lh − λIHp

)
vk‖2
Hp 6

4C4P1

k4
‖ψ′′‖2

L2(1,2) +
4C4

k2
‖ψ′‖2

L2(1,2) +
8C4P1

k2
‖ψ′‖2

L2(1,2). (5.59)

Consider the normalized sequence v̂k = vk
‖vk‖Hp

. If k > max{R1, R2}, by (5.58) and (5.59)

we have

‖
(
Lh − λIHp

)
v̂k‖2
Hp 6

max{4C4, 8C4P1}
αpC2

3k
3

‖ψ′‖2
H1(1,2).

Hence ‖
(
Lh − λIHp

)
v̂k‖2
Hp → 0, k → ∞. By the Weyl criterion [17, Th. 4.16] and

Proposition 109 (ii), λ ∈ σc
(
Lh
)
. Q.E.D.
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5.4.2 Spectral expansion theorem

In [26] it was shown that for the problem with the Neumann condition (h = 0), the

following expansion theorem (in terms of the Jost coefficient) is valid for f ∈ C∞0 (R+):

f(x) =
1

2π

∫ ∞
0

F (ρ)C(ρ2, x)
dρ

p∞|c(ρ)|2
, where F (ρ) =

∫ ∞
0

f(y)C(ρ2, y)p(y)dy.

The spectral measure for the Neumann problem is given by dν(ρ) = dρ
2πp∞|c(ρ)|2 . This result

was proved under the assumption that the potential q is non-negative and lim
ρ→∞

c(−ρ) 6= 0.

We prove the expansion theorem in terms of the characteristic function ∆(ρ) for all h ∈ R

and give a representation for the spectral data analogously to the case of the Schrödinger

equation ([52, Ch. II]).

In the case h < 0 we order the eigenvalues as follows λN < · · · < λ0 < 0. For λj = −τ 2
j ,

τj > 0 we obtain Wp(ϕ(λj, x), e(iτj, x)) = ∆(iτj) = 0. Since h 6= 0, we have e(iτj, 0) 6= 0

and hence ϕ(λj, x) = βje(iτj, x) is an eigenfunction with βj = 1
e(iτj ,0)

. In this case we

define the normalizing constant

αj := ‖ϕ(λj, ·)‖−2
Hp =

(∫ ∞
0

ϕ2(λj, x)p(x)dx

)−1

. (5.60)

Proposition 115. The Weyl function M(λ) is meromorphic for λ ∈ C \R+ with simple

poles in σd
(
Lh
)

and residues

Resλ=λj M(λ) = −αj for j = 0, N. (5.61)

Proof. Take λj for some j ∈ {0, · · · , N} and λ in a neighborhood of λj in C \R+. By the

Lagrange identity (1.51) we have

d

dx
Wp(ϕ(λj, x), e(ρ, x)) = (λj − λ) p(x)ϕ(iτj, x)e(ρ, x).

Thus, −
∫ ∞

0

d

dx
Wp(ϕ(λj, x), e(ρ, x))dx = (λ− λj)

∫ ∞
0

ϕ(λj, x)e(ρ, x)p(x)dx.

Since ϕ(λj, x) is an eigenfunction, lim
x→∞

Wp(ϕ(λj, x), e(ρ, x)) = 0 and hence

−
∫ ∞

0

d

dx
Wp(ϕ(λj, x), e(ρ, x))dx = Wp(ϕ(λj, x), e(ρ, x))(0) = ∆(ρ).

Writing λj = −τ 2
j with τj > 0, we obtain

∆(ρ)−∆(iτj)

λ− λj
=

∫ ∞
0

ϕ(λj, x)e(ρ, x)p(x)dx. (5.62)
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Letting λ → λj we obtain on the left-hand side d
dλ

∆(ρ)
∣∣∣
λ=λj

. On the right-hand side we

can use the estimates for e(ρ, x) and ϕ(iτj, x) and dominated convergence to obtain that∫∞
0
ϕ(λj, x)e(ρ, x)p(x)dx→ 1

βj

∫∞
0
ϕ2(ρj, x)p(x)dx. Thus,

d

dλ
∆(ρ)

∣∣∣
λ=λj

=
1

αjβj
=
e(iτj, 0)

αj
. (5.63)

Hence λj is a simple zero of ∆(
√
λ). Then

Resλ=λj M(λ) = −e(iτj, 0)

(
d

dλ
∆(ρ)

∣∣∣
λ=λj

)−1

= −αj.

Q.E.D.

The following proposition establishes basic properties of the Weyl function.

Proposition 116. The Weyl function is a Nevanlinna function, that is

(i) ImM(λ) > 0 if λ ∈ C+,

(ii) M(λ) = M(λ), for λ ∈ ρ
(
Lh
)
,

(iii) there exists an increasing and left-continuous function ν such that

M(λ) = A+Bλ+

∫ ∞
−∞

1− tλ
t− λ

dν(t)

1 + t2
, (5.64)

where A = ReM(i), B = lim
y→+∞

ImM(iy)

y
and dν denotes the integration with

respect to the Lebesgue-Stieltjes measure generated by ν. The function ν is unique

under the normalization ν(0) = 0.

Proof. (i) Take λ ∈ C+ and note that

ImM(λ) =− 1

2i

(
e(ρ, 0)

∆(ρ)
− e(ρ, 0)

∆(ρ)

)
=

−1

2i|∆(ρ)|2
(
e(ρ, 0)e′(ρ, 0)− e′(ρ, 0)e(ρ, 0)

)
=− Wp(e, e)(0)

2i|∆(ρ)|2
.

By the Lagrange identity (1.51),
d

dx
Wp(e, e)(x) = (λ − λ)p(x)|e(ρ, x)|2. In the

proof of Proposition 109 (i) we see that lim
x→∞

Wp(e, e)(x) = 0, then −Wp(e, e)(0) =

2i Imλ‖e‖2
Hp . Thus,

ImM(λ) = −Wp(e, e)(0)

2i|∆(ρ)|2
=

Imλ

|∆(ρ)|2
‖e‖2

Hp > 0.
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(ii) If λ ∈ ρ
(
Lh
)
, then R∗λ = Rλ because Lh is self-adjoint ([3, pp. 98]). For u, v ∈

C∞0 (R+) we have 〈Rλu, v〉Hp = 〈u,Rλv〉Hp . Expanding the inner products and using

the symmetry of G and Fubini’s theorem we obtain∫ ∞
0

∫ ∞
0

G(λ, x, t)p(x)p(t)u(t)v(x)dtdx =

∫ ∞
0

∫ ∞
0

G(λ, x, t)p(x)p(t)u(t)v(x)dtdx.

Due to the arbitrariness of u, v ∈ C∞0 (R+) this implies that G(λ, x, t) = G(λ, x, t)

a.e. x, t ∈ R+ (see [139], lemmas from pp. 72 and pp. 99). Note tha ϕ′′ − q(x)ϕ =

λϕ, and ϕ satisfies the initial conditions (5.51). Then by uniqueness of solution

ϕ(λ, x) = ϕ(λ, x), a.e. x ∈ R+. In a similar way S(λ, x) = S(λ, x). Using (5.55)

and (5.57) we obtain

M(λ)ϕ(λ,min(x, t))ϕ(λ,max(x, t))− ϕ(λ,min(x, t))S(λ,max(x, t))

= M(λ)ϕ(λ,min(x, t))ϕ(λ,max(x, t))− ϕ(λ,min(x, t))S(λ,max(x, t))

a.e. x, t ∈ R+. This concludes the proof of M(λ) = M(λ).

(iii) Follows from the classical theory of Nevanlinna functions (see [12, Th. E.1.1], [3,

Sec. 59] and [15, A. 2]).

Q.E.D.

The function ν is called the spectral function of Lh.

Theorem 117. The spectral function has the form

ν(λ) :=


−

∑
{06j6N :λ6λj}

αj, if λ 6 0,∫ λ

0

V (s)ds, if λ > 0,

(5.65)

where

V (λ) =
p∞
√
λ

π|∆(
√
λ)|2

. (5.66)

Proof. The following inversion formula for Nevanlinna functions is known (see [15, Corol-

lary A.2.8]) for a, b ∈ R:

ν(b+) + ν(b−)

2
− ν(a+) + ν(a−)

2
= lim

ε→0+

1

π

∫ b

a

ImM(s+ iε)ds

= lim
ε→0+

1

2πi

∫ b

a

(M(s+ iε)−M(s+ iε))ds.(5.67)
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Let (a, b) ⊂ (−∞, 0) be a subinterval (possibly infinite). According to [15, Prop. A.2.9],

if M(λ) is holomorphic for all λ ∈ C \R ∪ (a, b), this implies that ν is constant on (a, b).

Hence ν is constant on the intervals (−∞, λN), (λ0, 0) and (λj, λj−1) for j = 1, N . Then

ν is a step function on (−∞, 0). For λ > 0 we use the formula A.2.28 from [15]:

lim
ε→0+

ε ImM(λ+ iε) = ν(λ+)− ν(λ−).

From the proof of Proposition 116 (i), ImM(λ+iε) = −
Wp

(
e(
√
λ+ iε, x), e(

√
λ+ iε, x)

)
(0)

2i|∆(
√
λ+ iε)|2

,

and we obtain lim
ε→0+

ImM(λ+ iε) = −
Wp

(
e(
√
λ, x), e(

√
λ, x)

)
(0)

2i|∆(
√
λ)|2

. Since
√
λ is real, then

e(
√
λ, x) = e−(

√
λ, x), and Wp(e, e−) is constant. Hence

Wp(e, e−)(0) = lim
x→∞

p(x)
(
e(
√
t, x)e′−(

√
λ, x)− e′(

√
λ, x)e−(

√
λ, x)

)
= −p∞2i

√
λ

by (5.5). Thus lim
ε→0+

ImM(λ+ iε) =
p∞
√
λ

|∆(
√
λ)|

, from where we obtain that ν(λ+) = ν(λ−)

and ν is continuous for λ > 0. Thus, using that ν is left-continuous and ν(0) = 0 we have

ν(λ)− ν(0+)

2
= lim

ε→0+

1

π

∫ λ

0

ImM(s+ iε)ds =

∫ λ

0

p∞
√
s

π|∆(
√
s)|
ds

by dominated convergence. Now take λ < 0. If λj < λ < λj−1 for some j ∈ {1, · · · , N},

by formula (5.67) and Proposition 116 (ii) we have

ν(λ) =
ν(0+)

2
− lim

ε→0+

1

2πi

∫ 0

λ

(M(s+ iε)−M(s− iε))ds.

Consider the rectangle Rε with vertices at λ ± iε, ±iε, oriented counterclockwise. This

rectangle contains the singularities λ0, · · · , λj−1. Hence by residue theorem and Proposi-

tion 115 we have

−
j−1∑
k=0

αk =
1

2πi

∫
Rε

M(ζ)dζ

=−
∫ 0

λ

(M(s+ iε)−M(s− iε))ds+

∫ ε

−ε
(M(is)−M(t− is))ds.

Taking the limit when ε→ 0+ we obtain

ν(λ) =
ν(0+)

2
−

j−1∑
k=0

αk.

Applying the same procedure for λ0 < λ < 0 we obtain ν(λ) = ν(0+)
2

. Then ν is continuous

at λ = 0, and (5.65) is established. Q.E.D.
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Theorem 118. Let f ∈ C∞0 (R+). For λ ∈ R define

f̂(λ) :=

∫ ∞
0

f(x)ϕ(λ, x)p(x)dx. (5.68)

Then f̂ ∈ L2(R; dν(λ)). Furthermore, the action of the map (5.68) can be extended to an

isometry from Hp onto L2(R; dν(λ)) and for f ∈ Hp we have

f(x) =
N∑
j=0

αj〈f, ϕ(λj, ·)〉Hpϕ(λj, x) +

∫ ∞
0

f̂(λ)ϕ(λ, x)V (λ)dλ. (5.69)

The integral in (5.69) converges in L2(R; dν(λ)).

Proof. Formulas (5.57), (5.55) and Proposition 116 establish that M(λ) is the Titchmarsh-

Weyl function of Lh from the general theory of Sturm-Liouville operators, and it is known

that (5.68) can be extended to an isometry U : Hp → L2(R, dν(λ)). More explicitly, for

f ∈ Hp, Uf(λ) = lim
X→∞

∫ X

0

f(x)ϕ(λ, x)p(x)dx, where the limit converges in L2(R; dν(λ)),

and the inverse is given by U−1g(x) = lim
B→∞
A→−∞

∫ B

A

g(λ)ϕ(λ, x)dν(λ), where the limit con-

verges in Hp (the scheme of the proof can be found in [12, Th. 4.37] and [3, Th. 2, pp.

192]). Note that ν(λ) can be written as

ν(λ) = −
∑

{06j6N :λ6λj}

αj + χR+(λ)

∫ λ

0

V (s)ds,

where χR+ is the characteristic function of R+. The jumps at the discontinuity points

λ0, · · · , λN are given by ν(λ+
j ) − ν(λ−j ) = αj for j = 0, N , then the Lebesgue-Stieltjes

measure mν generated by ν is given by

mν =
N∑
j=0

αjδλj + χR+(λ)V (λ)dλ,

where δλj is the Dirac measure at λ = λj. Hence the inverse transform is given by

U−1g(x) = lim
B→∞
A→−∞

∫ B

A

g(λ)ϕ(λ, x)dν(λ) =
N∑
j=0

αjg(λj)ϕ(λj, x)+ lim
B→∞

∫ B

0

g(λ)ϕ(λ, x)V (λ)dλ,

from where we obtain (5.69). Q.E.D.

The collection {λj, αj}Nj=0 and the function V (λ) are called the spectral data of the

problem (5.1), (5.2).
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5.5 Representation for spectral data

Denoting ∆1(ρ) = d
dλ

∆(ρ), the spectral data can be written in the form

λj = ρ2
j , αj =

e(ρj, 0)

∆1(ρj)
, V (λ) =

p∞ρ

π|∆(ρ)|2
,

where {ρj}Nj=0 are zeros of ∆(ρ). Considering the change of variables z =
1
2

+iρ
1
2
−iρ , according

to Remark 98 the corresponding values {zj}Nj=0 lie in the interval (−1, 1), zN < zN−1 <

· · · < z0. On the other hand, the continuous spectrum corresponds to the upper unit

semicircle, where z runs counterclockwise, that is, z = eiθ, 0 < θ < π (see Figure 5.2). If

Figure 5.2: Schematic illustration of the distribution of the spectrum of Lh in terms of

the parameter z.

h < 0, using representations (5.31) and (5.45), the problem to compute the eigenvalues is

reduced to finding zeros in (−1, 1) of the function

Ψ(z) := ∆(ρ) = −h+
z − 1

2(z + 1)
ρ(0) +

z − 1

2

∞∑
n=0

(−1)n (dn(0)− han(0)) zn, (5.70)

and the eigenvalues are obtained as

λj = −
(

zj − 1

2(zj + 1)

)2

for j = 0, N. (5.71)

On the other hand, we denote Ψ1(z) = ∆1(ρ) in terms of z, that is

Ψ1(z) =
dρ

dλ

d

dρ
∆(ρ) =

1

2ρ

dz

dρ

d

dz
Ψ(z) = −(z + 1)3

(z − 1)

d

dz
Ψ(z)

=
(z + 1)3

(z − 1)
h− (z + 1)

z − 1
ρ(0)− (z + 1)3

(z − 1)

∞∑
n=0

(−1)n
(
dn(0)− han(0)

2

)(
(n+ 1)zn − nzn−1

)
.
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Then

αj =

1 +
(zj − 1)

2

∞∑
n=0

(−1)nan(0)znj

Ψ1(zj)
, j = 0, N, (5.72)

and the spectral function has the form

V (λ) =
ip∞(1− z)

2π(z + 1)|Ψ(z)|2
for z = eiθ, 0 < θ < π. (5.73)
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Chapter 6

Inverse spectral problem for a type

of wave equation

In this chapter, we solve a one-dimensional wave propagation problem. It is known that

the inverse problem associated with a certain type of wave equation can be transformed

into an inverse problem for the SLEIF [26]. Following [39], using the Fourier-Legendre

series representation of the canonical cosine kernel, the inverse problem is reduced to

solution of a system of linear algebraic equations.

6.1 Problem setting

Suppose that p ∈ ACloc(R+) satisfies conditions 1-4 of Subsection 5.1.1. Consider the

wave equation

∂2v(x, t)

∂t2
=

1

p(x)

∂

∂x

(
p(x)

∂v(x, t)

∂x

)
for (t, x) ∈ R× R+. (6.1)

Eq. (6.1) can be written as

∂2v(x, t)

∂t2
=
∂2v(x, t)

∂x2
− q(x)

∂v(x, t)

∂x
for (t, x) ∈ R× R+, (6.2)

where q(x) = −p′(x)
p(x)

. Choosing x0 = 0 in formula (1.48) we have p(x) := p(0)e−
∫ x
0 q(s). As

in Chapter 3, we assume that p(0) = 1.
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Together with equation (6.1) the following conditions are considered

v(t, x) = 0 for t < 0, (6.3)

vy(t, 0) = δ(t), (6.4)

where δ is de Dirac delta distribution. The direct problem for equation (6.1) is formulated

as follows.

Direct problem 1. Given a positive function p ∈ ACloc(R+) satisfying conditions

1-4 of Subsection 5.1.1, find the function (or distribution) g(t) = v(t, 0), where v(t, x) is

the solution of equation (6.1) satisfying conditions (6.3) and (6.4).

The solution of the problem is known and is given in the following way (see [26] for

more details). Denote by F the Fourier transform acting on a function φ ∈ L1(R) by

F(φ)(ρ) = φ̂(ρ) :=

∫
R
φ(t)e−itρdt,

and extending its action onto Schwarz distributions f ∈ S ′(R) by (F(f), φ) := (f,F(φ)),

for φ ∈ S(R). Assuming that it is possible to apply the Fourier transform to both sides

of the main equation, we obtain that v̂(ρ, x) :=
∫
R v(t, x)e−itρdt satisfies the equation

− v̂xx(ρ, x) + q(x)v̂x(ρ, x) = ρ2v̂(ρ, x), for x ∈ R+. (6.5)

Condition (6.4) turns into the equality v̂′(ρ, 0) = 1. If there exists a solution of this

problem, the solution v(t, x) is given (at least formally) by v(t, x) = F−1(v̂(ρ, x)) =

1
2π

∫
R v̂(ρ, y)eiρtdρ. Once the solution is obtained, one can compute the function (or dis-

tribution) g(t) = v(t, 0). The important point is that the problem is reduced to study the

Sturm-Liouville equation in impedance form (6.5).

We are interested in the inverse problem for (6.1), that can be formulated as follows.

Inverse problem 1. Given a function (or distribution) g(t), find a function p such

that there exists the solution v(t, x) of (6.1) satisfying (6.3) and (6.4), and the equality

holds g(t) = v(t, 0).
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6.2 Relation with the inverse problem for the SLEIF

In [26], a procedure to reduce the inverse problem for Eq. (6.2) to the spectral inverse

problem of eq. (5.1) with condition (5.2) with h = 0 (that is, with Neumann condition)

was proved. Let C(ρ, x) be the solution of (5.1) satisfying C(ρ, 0) = 1, C ′(ρ, 0) = 0. We

recall that the Jost coefficient c(ρ) is the unique holomorphic function in C− satisfying

C(ρ, x) = c(ρ)e(ρ, x) + c(−ρ)e(−ρ, x) for ρ ∈ R \ {0}, where e(ρ, x) is the Jost solution

(Remark 108). The function c(ρ) does not vanish for ρ ∈ R \ {0} (see [26, Lemma 2.6]).

We suppose that there exists a constant c1 > 0 such that

∣∣∣∣ 1

c(ρ)

∣∣∣∣ 6 c1 (this occurs, for

example, if q(x) 6 0 for all x ∈ R+, see [26, Remark 2.8]). The following result shows the

relation between the solutions of problems (6.2), (6.3), (6.4) and (5.1), (5.2).

Theorem 119 ([26]). The solution v(t, x) of the problem (6.2), (6.3), (6.4) is given by

v(t, x)− g(t) = − 1

2πp∞

∫ ∞
0

[C(ρ, x)− 1]
sin(ρt)

ρ

dρ

|c(ρ)|2
. (6.6)

In consequence

g(t) = − 1

2πp∞

∫ ∞
0

sin(ρt)

ρ

dρ

|c(ρ)|2
. (6.7)

Denote

V̂ (ρ) :=
1

2πp∞

1

|c(ρ)|2
. (6.8)

(actually, this is the spectral function V (λ) in terms of ρ and c(ρ)). The main fact is the

relation between the data g(t) with the function V̂ (ρ) via the sine Fourier transform

V̂ (ρ) = −2ρ

π

∫ ∞
0

g(t) sin(ρt)dt (6.9)

(see [26]). Thus, the inverse problem for (6.2) is reduced to that for (5.1).

Remark 120. If g ∈ W k,1(R+) for k ∈ N, then integrating by parts and using the

Riemann-Lebesgue lemma [121, Th. 9.6] we have that∫ ∞
0

g(t) sin(ρt)dt =
g(0)

ρ
+
g′′(0)

ρ3
+ · · ·+ g(α)(0)

ρα+1
+ o

(
1

ρk

)
, ρ→ +∞,

where α =

k − 1, if k is odd,

k − 2, if k is even

. Hence

V̂ (ρ) = − 2

π

(
g(0) +

g′′(0)

ρ2
+ · · ·+ g(α)(0)

ρα

)
+ o

(
1

ρk−1

)
, ρ→∞. (6.10)
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6.3 Solution of the inverse problem

Let G(x, t) the canonical cosine transmutation kernel. As in the case of a finite interval,

it is known that G(x, t) satisfies a Gelfand-Levitan equation for the Neumann problem

on the half-line.

Theorem 121 ([26]). Given the spectral function V̂ (ρ), the transmutation kernel G(x, t)

satisfies the Gelfand-Levitan equation

G(x, z) + Ω(x, z) =

∫ x

0

G(x, η)Ωη(η, z)dη, z < x, (6.11)

where

Ω(x, z) =

∫ ∞
0

sin(ρz)

ρ
cos(ρx)dσ(ρ) and Ωx(x, z) = −

∫ ∞
0

sin(ρz) sin(ρx)dσ(ρ),

(6.12)

and the measure dσ(ρ) is defined by dσ(ρ) :=
(
V̂ (ρ)− 2

π

)
dρ.

Roughly speaking, the function Ωx(x, z) is the derivative of Ω(x, z) with respect to x.

Both integrals exist, at least in the weak sense. Under some additional conditions on the

function V̂ (ρ) it can be shown that the integrals converge absolutely.

Remark 122. According to Remark 120, if g ∈ W 2,1(R+), then

V̂ (ρ) +
2

π
g(0) = o

(
1

ρ

)
, ρ→∞.

If g(0) = −1, then V̂ (ρ) − 2
π

= o
(

1
ρ

)
, ρ → ∞, and the integral Ω(x, z) converges

uniformly and absolutely for all x, z ∈ R+. For the absolute convergence of Ωx(x, z) we

require that g ∈ W 3,1(R+) and g′′(0) = 0 in order to obtain V̂ (ρ)− 2
π

= o
(

1
ρ2

)
, ρ→∞.

Again, we use the Fourier-Legendre series (3.57) G(x, z) =
∞∑
n=0

βn(x)

x
P2n+1

(z
x

)
to

transform the Gelfand-Levitan equation (6.11) into a system of linear algebraic equations

where the unknowns are the coefficients {βn(x)}∞n=0. By formula (4.17), only the first

coefficient β0 is required to recover the potential q.

Theorem 123. Suppose that g ∈ W 3
1 (R+) satisfy the conditions g(0) = −1 and g′′(0) = 0.

For every x ∈ R+ the Fourier-Legendre coefficients {βn(x)}∞n=0 satisfy the infinite system
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of linear algebraic equations

βm(x)

4m+ 3
+
∞∑
n=0

An,m(x)βn(x) = Tm(x) for m ∈ N0, (6.13)

where

An,m(x) = (−1)n+mx

∫ ∞
0

j2n+1(ρx)j2m+1(ρx)dσ(ρ), (6.14)

Tm(x) = (−1)m+1x

∫ ∞
0

cos(ρx)

ρ
j2m+1(ρx)dσ(ρ), (6.15)

and the series (6.13) converges pointwise.

Proof. By Remark 122, the conditions in g implies that V̂ (ρ) − 2
π

= o
(

1
ρ2

)
, ρ → ∞,

and hence the integrals in (6.12) converges absolutely for all x, z ∈ R+. Thus, Ω(x, z)

and Ωx(x, z) are uniformly bounded for x, z ∈ R, and for every x ∈ R, Eq. (6.11) is a

Fredholm integral equation of the second kind with kernel Ωx ∈ L2 ((0, x)× (0, x)). Then

we only have to repeat the procedures of Theorems 36 and 86 and calculate the integrals

Am,n(x) =

∫ x

0

∫ x

0

P2m+1

(z
x

)
P2n+1

(η
x

)
Ωη(η, z)

dηdz

x
and Tm(x) =

∫ x

0

P2m+1

(z
x

)
Ω(x, z)dz.

By the absolutely convergence of the integrals, we can use the Fubini theorem and formula

(2.27) to obtain

Am,n(x) = −
∫ ∞

0

[∫ x

0

P2m+1

(z
x

)
sin(ρz)

dz

x

] [∫ x

0

P2m+1

(η
x

)
sin(ρη)dη

]
dσ(ρ)

= (−1)n+mx

∫ ∞
0

j2n+1(ρx)j2m+1(ρx)dσ(ρ).

The proof of (6.15) is similar. Since for ρ ∈ R

j2m+1(ρx) =
cos
(
ρx− 2m+1

π
− π

4

)
|ρx|

+O

(
1

|ρx|2

)
, |ρ| → ∞,

(see [1], formula (9.2.1)) the integrals in (6.14) and (6.15) converges absolutely. Q.E.D.

The proofs of the convergence and stability of the solutions of the corresponding

approximate system are analogous to those of Theorems 37 and 87.

6.4 Numerical algorithm

Theorem 123 together with equality (4.17) lead to a direct algorithm for solving the inverse

spectral problem, and with this the inverse problem for (6.2).
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Algorithm 124. Given g ∈ W 3
1 (R+) satisfying g(0) = −1 and g′′(0) = 0. Fix M ∈ N

and Λ > 0.

1. Compute the spectral function V̂ (ρ) using formula (6.9).

2. Compute AΛ
n,m(x) and T Λ

m (x) by the formulas

AΛ
n,m(x) = (−1)n+mx

∫ Λ

0

j2n+1(ρx)j2m+1(ρx)dσ(ρ), (6.16)

T Λ
m (x) = (−1)m+1x

∫ Λ

0

cos(ρx)

ρ
j2m+1(ρx)dσ(ρ), (6.17)

for n,m = 0,M .

3. For a set of points {xl}Ll=0 ⊂ (0, b], b > 0, solve the system

βm(x)

4m+ 3
+

M∑
n=0

AΛ
n,m(x)βn(x) = T Λ

m (x) for m = 0, N. (6.18)

4. Compute q(x), x ∈ (0, b], using (4.17), and p(x) using (1.48).
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Chapter 7

Runge property and approximation

by complete systems of solutions for

strongly elliptic equations

In this chapter give an overview of some concepts related to the approximation of so-

lutions of a strongly elliptic operator. A definition of a complete system of classical

solutions is given, and we show how using the Runge property, it is possible to extend the

completeness of these systems onto strictly internal domains with respect to the L2, H1

and H2-norms. This result is applied to Schrödinger equations with potentials possessing

some symmetries.

7.1 Relations between different types of solutions

Throughout the chapter Ω denotes a bounded domain in Rd, d > 2. Let us consider the

elliptic operator of the form

Lu(x) := −div (A(x)∇u(x)) + q(x)u(x), (7.1)

acting in a first instance on functions u ∈ C2(Ω). The coefficient q ∈ L∞(Ω) is called

the potential of L, and in general it is supposed to be complex valued. The function

A : Ω → Rd×d is called the principal coefficient and supposed to be a symmetric matrix

function, A ∈ W 1,∞ (Ω,Rd×d). We assume that there exists a constant µ0 > 0 such that
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〈A(x)ξ, ξ〉Cd > µ0|ξ|2 for all ξ ∈ Cd and for almost all x ∈ Ω. Under these conditions the

operator L is called strongly elliptic. Following [120] we suppose additionally that there

exists a constant K > 1 such that

1. 1
K
|ξ|2 6 〈A(x)ξ, ξ〉Cd 6 K|ξ|2, for all ξ ∈ Cd and for almost all x ∈ Ω.

2. ‖q‖L∞(Ω) 6 K.

3. If d > 3 then also ‖∇Ai,j‖L∞(Ω) 6 K, i, j = 1, d.

As our main example we consider the Schrödinger operator Su := −4d u+ q(x)u. In

this case the conditions 1,2 and 3 hold for K = max{1, ‖q‖L∞(Ω)}.

In the case when the coefficients satisfy the additional conditions: A ∈ C1(Ω,Rd×d)

and q ∈ C(Ω) we introduce two spaces of classical solutions of the equation

Lu(x) = 0 for x ∈ Ω. (7.2)

1. The space of classical solutions is defined by

SolL(Ω) :=
{
u ∈ C2(Ω) |u satisfies (7.2)

}
. (7.3)

2. The Bergman space of solutions of (7.2) is defined by

SolL2 (Ω) :=

{
u ∈ SolL(Ω)

∣∣∣∣ ∫
Ω

|u(x)|2dx <∞
}
. (7.4)

Note that SolL(Ω) is a subspace of C(Ω). C(Ω) can be endowed with a standard

topology as follows. Let {Kn}∞n=1 be a sequence of compact subsets of Ω such that

(i) ∀n ∈ N Kn ⊂ Int (Kn+1) (where Int (Kn+1) denotes the interior of the set Kn+1),

(ii) Ω =
⋃∞
n=1Kn.

One can choose, for example,

Kn := Bd
n(0) ∩

{
x ∈ Ω

∣∣∣ dist (x, ∂Ω) >
1

n

}
.

By (i) and (ii), the sequence {Kn}∞n=1 has the property that for any compact K ⊂ Ω there

exists N ∈ N such that K ⊂ KN . Then the topology of C(Ω) is generated by the family
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of semi-norms

{
‖f‖n := max

x∈Kn
|f(x)|

}∞
n=1

. With this topology C(Ω) is a Fréchet space,

and the convergence induced is given by the uniform convergence on compact subsets of

Ω. The topology is independent of the choice of {Kn}∞n=1 (for the proof of these facts see

[34, Ch. VII, Sec. 1] or [51, Prop. 4. 39]).

For some operators L, SolL(Ω) is closed in C(Ω). For example, in the case A ≡ Id,

q ≡ 0, Sol4d(Ω) = Har(Ω) is closed in C(Ω) (see [8, Th. 1.23]).

For the Bergman space of solutions the following result is known as Friedrich’s prop-

erty.

Proposition 125 ([53]). Let K ⊂ Ω be compact. Then there exists a constant CK > 0

such that for all u ∈ SolL2 (Ω) the inequality holds

max
x∈K
|u(x)| 6 CK‖u‖L2(Ω). (7.5)

As a corollary, the following completeness property holds.

Proposition 126. If SolL(Ω) is closed in C(Ω), then SolL2 (Ω) endowed with the L2-norm

is a Hilbert space. Furthermore, for each x0 ∈ Ω, the evaluation functional SolL2 (Ω) 3

u 7→ u(x0) ∈ C is bounded in the L2-norm, and hence the space has a reproducing kernel.

Proof. Using (7.5), the proof is similar to the case of the analytic Bergman spaces (see,

e.g. [44, Ch. I]). Q.E.D.

Again, Sol4d2 (Ω) = b2(Ω), the harmonic Bergman space.

Let us introduce the concept of weak solutions for (7.2). For this we suppose that q is

real valued (this assumption is only for this class of solutions) and consider the sesquilinear

form Φ : H1(Ω)×H1(Ω)→ C defined by

Φ(u, v) :=

∫
Ω

{
〈∇v(x), A(x)∇u(x)〉Cd + q(x)v(x)u(x)

}
dx for u, v ∈ H1(Ω).

The sesquilinear form is Hermitian, bounded and satisfies the inequality

|Φ(u, v)| 6
(
‖A‖L∞(Ω,Rd×d) + ‖q‖L∞(Ω)

)
‖u‖H1(Ω)‖v‖H1(Ω) ∀u, v ∈ H1(Ω). (7.6)
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In this case, the space H1(Ω) has a natural conjugation given by the standard conjugation

of functions. By simplicity, we denote the associated operator A = AΦ. Hence A ∈

B(H1(Ω), H̃−1(Ω)) and (Au, v)H1(Ω) = Φ(u, v) for all u, v ∈ H1(Ω).

Now we introduce some operators derived from A. We define A1 : H1(Ω)→ H−1(Ω)

given by A1u := Au
∣∣
H1

0 (Ω)
for u ∈ H1(Ω). Thus A1 ∈ B (H1(Ω), H−1(Ω)) and (A1u, v)H1

0 (Ω) =

Φ(u, v) for all u ∈ H1(Ω), v ∈ H1
0 (Ω). In a similar way, we define A0 : H1

0 (Ω)→ H−1(Ω)

by A0 := A1|H1
0 (Ω). Note that A0 ∈ B (H1

0 (Ω), H−1(Ω)) is the associated operator for

Φ
∣∣
H1

0 (Ω)×H1
0 (Ω)

.

A function u ∈ H1(Ω) is called a weak solution of (7.2) if it satisfies the equation

Φ(u, v) = 0 ∀v ∈ H1
0 (Ω), (7.7)

or equivalently, if A1u = 0. The space of all weak solutions is denoted by SolLw(Ω), and

due to (7.6) it is a closed subspace of H1(Ω).

There are known several relations between the spaces of weak and classical solutions.

Note that for any V b Ω: u ∈ SolLw(Ω) implies u|V ∈ SolLw(V ) . Other relations are

summarized in the following proposition.

Proposition 127. Let A ∈ C1(Ω,Rd×d). Then the following properties are valid.

1. SolLw(Ω) ⊂ H2
loc(Ω) and

∀u ∈ SolLw(Ω) Lu(x) = 0 a.e. in Ω.

2. Given V b Ω, there exists a constant C1 = C1(A, q,Ω, V ) > 0 such that

∀u ∈ SolLw(Ω) ‖u|V ‖H2(V ) 6 C1‖u‖L2(Ω). (7.8)

3. If q ∈ C(Ω), then SolL(Ω) ⊂ H2
loc(Ω), and for ω b V b Ω there exists a constant

C2 = C2(A, q, V, ω) such that

∀u ∈ SolL(Ω) ‖u|ω‖H2(ω) 6 C2‖u|V ‖L2(V ). (7.9)

4. If Ω is a C2-domain and A ∈ C1(Ω,Rd×d), q ∈ C(Ω), then SolLw(Ω) ⊂ H2(Ω).
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Proof. The proof of 1 and 2 can be found in [101, pp. 309-314].

For the part 3, it is clear that SolL(Ω) ⊂ H2
loc(Ω). Thus, if ω b V b Ω, then

u|V ∈ SolLw(V ) for all u ∈ SolL(Ω), and applying the part 2 we obtain the constant

C2(A, q, V, ω) satisfying (7.9).

Finally, the proof of 4 can be found in [113, pp.232]. Q.E.D.

7.2 The Dirichlet and Neumann problems

In this section all the domains Ω are supposed to be bounded and of Lipschitz type, and

we denote Γ = ∂Ω.

The Dirichlet problem admits the following weak formulation. Given f ∈ H−1(Ω) and

φ ∈ H 1
2 (Γ), find u ∈ H1(Ω) satisfying the conditions

D(f,φ) =

A1u = f,

trΓ(u) = φ.

(7.10)

The pair (f, φ) ∈ H−1(Ω)×H 1
2 (Ω) is called the Dirichlet data. Of course, when f ∈ L2(Ω),

the corresponding functional is (f, v)H1(Ω) = 〈v, f〉L2(Ω) and the first condition in (7.10)

can be written as Φ(u, v) = 〈v, f〉L2(Ω), that is the usual way for L2-functions (see [113,

Ch. IV]). Actually, a functional f ∈ H−1(Ω) can be written in the form (f, v)H1(Ω) =∫
Ω

f0(x)v(x)dx +
d∑
j=1

∫
Ω

fj(x)
∂v(x)

∂xj
, for some functions {fj}dj=0 ⊂ L2(Ω) (see [19], Prop.

9.20 and Remark 21 from pp. 220).

Remark 128. Since H1(Ω) ⊂ L2(Ω) is dense, L2(Ω) is a pivot space for H1(Ω) and

we have the triple H1(Ω) ↪→ L2(Ω) ↪→ H̃−1(Ω). By the condition 1 of Section 7.1, if

u ∈ H1(Ω), then

Re Φ(u, u) = Re

(∫
Ω

〈∇u(x), A(x)∇u(x)〉Cddx
)

+

∫
Ω

Re q(x)|u(x)|2dx

> Re

(∫
Ω

〈∇A(x)u(x),∇u(x)〉Cddx
)
− ‖q‖L∞(Ω)‖u‖2

L2(Ω)

>
1

K

∫
Ω

|∇u(x)|2dx− ‖q‖L∞‖u‖2
L2(Ω)

=
1

K
‖u‖2

H1(Ω) −
(
‖q‖L∞(Ω) +

1

K

)
‖u‖2

L2(Ω).
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Thus, Φ is coercive on H1(Ω) with respect to the pivot space L2(Ω). In a similar way,

L2(Ω) is a pivot space for H1
0 (Ω), H1

0 (Ω) ↪→ L2(Ω) ↪→ H−1(Ω) and Φ is coercive on H1
0 (Ω)

with respect to L2(Ω).

Among the results on the existence of solutions of the Dirichlet problem D(f,φ) we

need one in particular that relates the Dirichlet data with the normal derivatives of the

solutions of the homogeneous problem D(0,0). For a Lipschitz domain Ω a normal vector

ν is defined a.e. on Γ. Then for u, v ∈ C∞(Ω) application of the Gauss-Ostrogradsky

theorem gives us the Green identity∫
Ω

Lu(x)v(x)dx = Φ(u, v)−
∫

Γ

v(x)〈A(x)∇u(x), ν(x)〉dS. (7.11)

Using the density of C∞(Ω) in Hk(Ω) for Lipschitz domains (Proposition 13 (2)), we can

rewrite (7.11) as

〈Lu, v〉L2(Ω) = Φ[u, v]− 〈∂Aν u, v〉L2(Γ), (7.12)

where ∂Aν u :=
d∑
j=1

d∑
k=1

Aj,ktrΓ

(
∂u

∂xk

)
νj. Note that ∂Aν u defines a functional in H−

1
2 (Γ),

given by (∂Aν u, φ)
H

1
2 (Γ)

:= 〈∂Aν u, φ〉L2(Γ) for φ ∈ H 1
2 (Γ), and is related with L and Φ by

(7.12). In this case Lu defines a functional in H̃−1(Ω). This indicates that the normal

derivative can be defined for those functions that satisfy Lu = f with f ∈ H̃−1(Ω). This

can be reformulated in terms of operator A. The following result is a modification of [107,

Lemma 4.3].

Proposition 129. Let u ∈ H1(Ω) and f ∈ H̃−1(Ω) be such that A1u = f
∣∣
H1

0 (Ω)
. Then

there exists ϕ ∈ H− 1
2 (Γ) such that

(Au, v)H1(Ω) = (f, v)H1(Ω) + (ϕ, trΓ(v))
H

1
2 (Γ)

∀v ∈ H1(Ω). (7.13)

Furthermore, ϕ is uniquely determined by f and u and there exists a constant C > 0 for

which

‖ϕ‖
H−

1
2 (Γ)
6 C

(
‖u‖H1(Ω) + ‖f‖H̃−1(Ω)

)
. (7.14)

Proof. Define ϕ : H
1
2 (Γ)→ C given by

(ϕ, φ)
H

1
2 (Γ)

:= (Au, Eφ)H1(Ω) − (f, Eφ)H1(Ω) for φ ∈ H
1
2 (Γ),
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where E ∈ B
(
H

1
2 (Γ), H1(Ω)

)
is a extension operator. It is clear that ϕ ∈ H− 1

2 (Γ). Take

v ∈ H1(Ω) and set v0 = v − E trΓ v, in such a way that v0 ∈ H1
0 (Ω). By hypothesis

0 = (A1u, v0)H1
0 (Ω) − (f |H1

0 (Ω), v0)H1
0 (Ω) = (Au, v0)H1(Ω) − (f, v0)H1(Ω)

= (Au, v)H1(Ω) − (f, v)H1(Ω) −
(
(Au, E trΓ v)H1(Ω) − (f, E trΓ v)H1(Ω)

)
= (Au, v)H1(Ω) − (f, v)H1(Ω) − (ϕ, trΓ(v))

H
1
2 (Γ)

,

from where we obtain (7.13). The bound (7.14) follows from definition of ϕ and the

boundedness of A and f . For the uniqueness, suppose that ψ ∈ H− 1
2 (Γ) satisfies (7.13).

Taking φ ∈ H 1
2 (Γ) and v ∈ H1(Ω) with trΓ(v) = φ, we obtain

(ϕ− ψ, φ)
H

1
2 (Γ)

= (Au, v)H1(Ω) − (f, v)H1(Ω) −
(
(Au, v)H1(Ω) − (f, v)H1(Ω)

)
= 0.

Hence φ = ψ. Q.E.D.

Motivated by this proposition and following [107, 120], we introduce the definition of

the co-normal derivative of a function u ∈ H1(Ω).

Definition 130. Let u ∈ H1(Ω) and f ∈ H̃−1(Ω). Suppose that A1u = f
∣∣
H1

0 (Ω)
. The

co-normal derivative of the function u with respect to f and A is the functional ∂νu ∈

H−
1
2 (Γ) defined by

(∂νu, φ)
H

1
2 (Γ)

:= (Au, Eφ)− (f, Eφ)H1(Ω) for φ ∈ H
1
2 (Γ), (7.15)

where E ∈ B
(
H

1
2 (Γ), H1(Ω)

)
is an extension operator.

Remark 131. 1. If u ∈ H2(Ω), using the Green identity (7.12) we obtain that Au =

Lu. Then taking f = Lu, by Green identity and Theorem 129, one obtains that the

co-normal derivative coincides with ∂Aν u. In particular, for the Schrödinger operator

it coincides with the normal derivative ∂νu.

2. From Theorem 129, the co-normal derivative ∂νu of a function u ∈ H1(Ω) does not

depend on the extension operator chosen.

3. The co-normal derivative is well defined for u ∈ SolLw(Ω) and is given by

(∂νu, φ)
H

1
2 (Γ)

= (Au, Eφ)H1(Ω).
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Based on this results, we formulate the Neumann problem in the following way (that

can be found in [113, Ch. IV] and [107, Ch. IV]):

Neumann problem: Given f ∈ H̃−1(Ω) and ϕ ∈ H− 1
2 (Γ), find u ∈ H1(Ω) satisfying

the condition:

N(f,ϕ) : (Au, v)H1(Ω) = (f, v)H1(Ω) + (ϕ, trΓ(v))
H

1
2 (Γ)

∀v ∈ H1(Ω). (7.16)

The pair (f, ϕ) ∈ H̃−1(Ω)×H− 1
2 (Γ) is called the Neumann data.

About the existence of solutions, there are several results that relate the solutions of a

non-homogeneous problem with the solutions of the homogeneous (i.e., with data (0, 0)).

Theorem 132 (Existence of solutions for the Dirichlet problem). Denote by W the set of

solutions of D(0,0). Then W has a finite dimension and there exist only two possibilities.

1. If W = {0}, then for any (f, φ) ∈ H−1(Ω) × H
1
2 (Γ) the Dirichlet problem D(f,φ)

has a unique solution u ∈ H1(Ω), and there exists a constant C > 0 that does not

depend on (f, φ) such that

‖u‖H1(Ω) 6 C
(
‖f‖H−1(Ω) + ‖φ‖

H
1
2 (Γ)

)
. (7.17)

2. If p = dimW > 0, W = Span{wj}pj=1, the problem D(f,φ) has a solution u ∈ H1(Ω)

iff the Dirichlet data satisfies the condition

(f, wj)H1
0 (Ω) = (φ, ∂νwj)H−

1
2 (Γ)

, j = 1, p, (7.18)

in which case the problem has exactly p linearly independent solutions. In this case

if u is a solution then there exists C > 0 such that

‖u+W‖H1(Ω)/W 6 C
(
‖f‖H−1(Ω) + ‖φ‖

H
1
2 (Γ)

)
. (7.19)

Proof. Consider the operator A0 associated to the sesquilinear form Φ
∣∣
H1

0 (Ω)×H1
0 (Ω)

. By

Remark 128, L2(Ω) is a pivot space for H1
0 (Ω) and Φ

∣∣
H1

0 (Ω)×H1
0 (Ω)

is coercive with respect

to this pivot space. By Proposition 13 the embedding H1
0 (Ω) ↪→ L2(Ω) is compact, then
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it follows from Theorem 3 that A0 is a Fredholm operator with Ind(A0) = 0. Note that

W = ker A0. Set (f, φ) ∈ H1(Ω) × H
1
2 (Γ). Given u ∈ H1(Ω), take u0 = Eφ, where

E ∈ B
(
H

1
2 (Γ), H1(Ω)

)
is an extension operator and set y = u− u0. Hence y ∈ H1

0 (Ω) iff

trΓ(u) = φ and

A0y = A1y = A1u−A1u0.

Writing g = f −A1u0, we have g ∈ H−1(Ω) and u is a solution of D(f,φ) iff y is a solution

of D(g,0) iff A0y = g. By Theorem 2, if W = {0} then the equation A0y = g has a

unique solution y ∈ H1
0 (Ω). Thus u = y + u0 is the unique solution of D(f,φ). In this case

A−1
0 ∈ B(H−1(Ω), H1

0 (Ω)), hence ‖y‖H1
0 (Ω) 6 ‖A−1

0 ‖B(H−1(Ω),H1
0 (Ω))‖g‖H−1(Ω), from where

we obtain (7.17) with

C = max

{
‖A−1

0 ‖B(H−1(Ω),H1
0 (Ω)), ‖A1‖B(H1(Ω),H−1(Ω))‖E‖B

(
H

1
2 (Γ),H1(Ω)

), ‖E‖
B
(
H

1
2 (Γ),H1(Ω)

)} .
Now suppose that p = dimW > 0 and write W = Span{wj}pj=0. Since A0 is self-adjoint,

by the second part of Theorem 2, A0y = g iff (g, wj)H1
0 (Ω) = 0, for j = 1, p, it is

0 = (g, wj)H1
0 (Ω) = (f, wj)H1

0 (Ω) − (A1u0, wj)H1
0 (Ω),

hence

(f, wj)H1
0 (Ω) = (A1u0, wj)H1

0 (Ω)

= (Au0, wj)H1(Ω)

= (u0,Awj)H̃−1(Ω)

= (Awj, Eφ)H1(Ω)

= (∂νwj, φ)
H

1
2 (Γ)

= (φ, ∂νwj)H−
1
2 (Γ)

,

in which in the third equality we use that A is self-adjoint and in the fifth the Remark

131(3). Finally, to obtain (7.17), since R(A0) is closed, by the first isomorphism theorem

the operator Ã0 : H1
0 (Ω)/W → R(A0) given by Ã0(u + W ) = A0u, has a bounded

inverse [107, Cor. 2.2]. Hence there exists a constant C1 > 0 such that ‖y+W‖H1
0 (Ω)/W 6

C‖g‖H−1(Ω). Note that ‖y+W‖H1(Ω)/W 6 ‖y+W‖H1
0 (Ω)/W (because {w ∈ H1

0 (Ω) |w−y ∈

W} ⊂ {w ∈ H1(Ω) |w− y ∈ W} ). Applying the same procedure of the case 1 we obtain

(7.19). Q.E.D.
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Corollary 133. Set V = {trΓ(u) |u ∈ SolLw(Ω)}. If W = {0}, then V = H
1
2 (Γ). On the

other case, if W = Span{wj}pj=1, then{
ϕ ∈ H−

1
2 (Γ) | (ϕ, φ)

H
1
2 (Γ)

= 0 ∀φ ∈ V
}

= Span{∂νwj}pj=1. (7.20)

Proof. First suppose that W = {0}. By Theorem 132(1), given φ ∈ H 1
2 (Γ), there exists

u ∈ H1(Ω) that is a solution of D(0,φ), but then u ∈ SolLw(Ω) and φ = trΓ(u) ∈ V . Hence

V = H
1
2 (Γ).

On the other hand, set V̂ =
{
ϕ ∈ H− 1

2 (Γ) | (ϕ, φ)
H

1
2 (Γ)

= 0 ∀φ ∈ V
}

. Given φ ∈

H
1
2 (Γ), note that φ ∈ V iff there exists a solution u ∈ H1(Ω) of D(0,φ), and by condition

(7.18), this happens iff (φ, ∂νwj)H−
1
2 (Γ)

= 0 for j = 1, p. Hence

V =
{
φ ∈ H

1
2 (Γ) | (∂νw, φ)

H
1
2 (Γ)

= 0, ∀w ∈ W
}

=
{
φ ∈ H

1
2 (Γ) | (∂νw)∗(φ) = 0, ∀w ∈ W

}
=
(
Span{(∂νwj)∗}pj=1

)
a
.

Since Span{(∂νwj)∗}pj=1 is finite dimensional, by Lemma 1

V a =
((

Span{(∂νwj)∗}pj=1

)
a

)a
= Span{(∂νwj)∗}pj=1.

Finally, note that V̂ = (V ∗)a = (V a)∗ (by (1.1)). Thus,

V̂ =
(
Span{(∂νwj)∗}pj=1

)∗
= Span{(∂νwj)∗}pj=1.

Q.E.D.

A similar result can be found for the Neumann problem.

Theorem 134 (Existence of solutions for a Neumann problem). Let us denote by Z the

set of solutions of N(0,0). Then Z has finite dimension and we have two possibilities.

1. If Z = {0}, then for any (f, ϕ) ∈ H̃−1(Ω) ×H− 1
2 (Γ), the Neumann problem D(f,ϕ)

has a unique solution u ∈ H1(Ω) and there exists a constant C > 0 that does not

depend on (f, ϕ) such that for all solution u

‖u‖H1(Ω) 6 C
(
‖f‖H̃−1(Ω) + ‖ϕ‖

H
1
2 (Γ)

)
. (7.21)
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2. If q = dimZ > 0, Z = Span{zj}qj=1, the problem N(f,ϕ) has a solution u ∈ H1(Ω)

iff the Neumann data satisfies the condition

(f, zj)H1(Ω) = −(ϕ, trΓ(zj))H
1
2 (Γ)

= 0, j = 1, q. (7.22)

In such case, the problem has exactly q linearly independent solutions and there

exists a constant C > 0 such that for all solution u

‖u+ Z‖H1(Ω)/Z 6 C
(
‖f‖H̃−1(Ω) + ‖ϕ‖

H
1
2 (Γ)

)
. (7.23)

Proof. By Remark 128, Φ is coercive on H1(Ω) with respect to the pivot space L2(Ω).

Since the embedding H1(Ω) ↪→ L2(Ω) is compact (Proposition 13), the operator A is

Fredholm with Ind(A) = 0. Note that Z = ker A and given (f, ϕ) ∈ H̃(Ω)×H− 1
2 (Γ), the

Neumann problem (7.16) is equivalent to the equation

Au = g where g ∈ H̃−1(Ω) is given by (g, v)H1(Ω) := (f, v)H1(Ω) + (ϕ, trΓ(v))
H−

1
2 (Γ)

.

If Z = {0}, then Au = g has a unique solution. On the other case, the solution exists iff

(g, zj)H1(Ω) = 0 for j = 1, q, from where we obtain (7.22). The proof of (7.21) and (7.23)

is similar to that of Theorem 132. Q.E.D.

Let us introduce the Cauchy problem on a segment of Γ. Here we suppose that all

the functions involved are real valued. By a Lipschitz portion of Γ we understand an

open subset Σ ⊂ Γ. Following [4] we denote by H1
c (Ω ∪ Σ) the class of functions u ∈

H1(Ω) having a compact support in Ω∪Σ, by H
1
2
c (Σ) =

{
trΓ(u)|Σ

∣∣u ∈ H1
c (Ω ∪ Σ)

}
, and

H−
1
2 (Σ) :=

(
H

1
2
c (Σ)

)?
. Given the Cauchy data (φ, ϕ, f) ∈ H

1
2
c (Σ) ×H− 1

2 (Σ) × H̃−1(Ω),

the Cauchy problem 
Lu = f in Ω,

u = φ on Σ,

∂νu = ϕ on Σ

(7.24)

consists in finding a function u ∈ H1(Ω) satisfying trΓ(u)|Σ = φ and

(Au, v)H1(Ω) = (ϕ, trΓ(v)|Σ)
H

1
2
c (Σ)

+ (f, v)H1(Ω) ∀v ∈ H1
c (Ω ∪ Σ). (7.25)

In particular, we can consider a Cauchy data in H
1
2
c (Σ) × H−

1
2 (Γ) × H̃−1(Ω). For the

Cauchy problem the following uniqueness result is known.
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Theorem 135 ([4]). If φ = 0, ϕ = 0, f = 0, and the principal coefficient A ∈

W 1,∞ (Ω,Rd×d) satisfies conditions 1,2 and 3 of Section 7.1, then the unique solution

of the Cauchy problem (7.24) is zero.

7.3 A Runge property for Lipschitz domains

As in [102], the uniqueness of the Cauchy problem (UCP) will be key for proving the

Runge property (RP). The following lemma was used in [102] and [32] without proof.

Lemma 136. Let H be a Hilbert space, and S2 ⊂ S1 subspaces. Then S1 ⊂ S2
H

iff

S⊥2 ⊂ S⊥1 .

Proof. [⇒] Take x ∈ S⊥2 . If y ∈ S1, by hypothesis there exists a sequence {xn} ⊂

S2 such that xn → y, n → ∞. The continuity of the inner product implies 〈x, y〉 =

limn→∞〈x, xn〉 = 0 and hence x ∈ S⊥1 . Therefore S⊥2 ⊂ S⊥1 .

[⇐] Suppose that there exists some y ∈ S1 \ S2
H

. It follows that there exists a

functional ϕ ∈ H? such that ϕ(S2) = {0} and ϕ(y) = 1. By the Riesz representation

theorem ϕ(x) = 〈x, z〉 for a unique z ∈ H. Then z ∈ S⊥2 but z 6∈ S⊥1 that contradicts the

hypothesis. Hence S1 ⊂ S2
H

. Q.E.D.

Theorem 137 (Runge Property). If Ω1 b Ω2 are both bounded Lipschitz domains, and

Ω2 \ Ω1 is connected, then for all u ∈ SolLw(Ω1) and ε > 0, there exists v ∈ SolLw(Ω2) such

that

‖u− v|Ω1‖H1(Ω1) < ε.

Figure 7.3 depicts a schematic representation of the domains.

Proof. Without loss of generality we suppose that all the solutions under consideration

are real valued.

Set S1 = SolLw(Ω1) and S2 =
{
v|Ω1

∣∣∣ v ∈ SolLw(Ω2)
}

. Note that Sj ⊂ H1(Ω1), j = 1, 2.

Then by Lemma 136, the conclusion of the RP is equivalent to show S
⊥H1(Ω1)

2 ⊂ S
⊥H1(Ω1)

1 .

We use the notation Γj = ∂Ωj, j = 1, 2.

Let f ∈ S
⊥H1(Ω1)

2 . In this case f defines a functional in H̃−1(Ω1) by the inner product

(f, v)H1(Ω1) :=
∫

Ω1
f(x)v(x)dx +

∑d
j=1

∫
Ω1
fj(x)∂v(x)

∂xj
dx, with fj = ∂f

∂xj
. This functional
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Figure 7.1: A schematic representation of the domains from the Runge property theorem.

can be extended onto H1(Ω2) as follows. Take f̃0 = fχΩ1 and f̃j = fjχΩ1 , for j = 1, d,

(χΩ1 denote the characteristic function of Ω1) and define (F, v)H1(Ω2) :=
∫

Ω2
f̃0(x)v(x)dx+∑d

j=1

∫
Ω2
f̃j(x)∂v(x)

∂xj
dx. It is clear that F ∈ H̃−1(Ω2) and (F, v)H1(Ω1) = (f, v|Ω1)H1(Ω1), for

all v ∈ H1(Ω2).

Consider the Dirichlet problem D(F,0) in Ω2. Set W = {w ∈ SolLw(Ω2) | trΓ2(w) = 0}.

For any w ∈ W , by hypotheses we have (F,w)H1(Ω2) = 〈f, w|Ω1〉H1(Ω1) = 0. Then the

compatibility condition (F,w)H1(Ω2) = (0, ∂νw)
H−

1
2 (Γ2)

is fulfilled. Due to the existence

Theorem 132, the problem D(F,0) has a solution u0 ∈ H1(Ω2).

If v ∈ SolLw(Ω2), applying the co-normal derivative of u0 to trΓ2(v) we obtain

(∂νu0, trΓ2(v))
H

1
2 (Γ2)

= (Au0, v)H1(Ω2) − (F, v)H1(Ω2) = (u0,Av)H̃−1(Ω2) − 〈f, v|Ω1〉H1(Ω1)

= (Av, u0)H1(Ω2) = 0,

by definition of a weak solution. Hence (∂νu0, trΓ2(v))
H

1
2 (Γ2)

= 0 for all v ∈ SolLw(Ω2). It

follows from Corollary 133 that ∂νu0 = ∂νw0 for some w0 ∈ W . Take w1 = u0−w0. Then

trΓ2(w1) = 0, ∂νw1 = 0.

Denote D = Ω2 \ Ω1. Note that ∂D is the chain Γ2 − Γ1, then we can take the

Lipschitz portion Σ = Γ2. If v ∈ H1
c (D ∪ Σ), consider the trivial extension ṽ = vχD∪Σ.
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Take ϕ ∈ C∞0 (Ω2), and for j = 1, d define ṽj = ∂v
∂xj
χD∪Σ. Then∫

Ω2

(
ṽj(x)ϕ(x) + ṽ(x)

∂ϕ(x)

∂xj

)
=

∫
D

(
∂v(x)

∂xj
ϕ(x) + v(x)

∂ϕ(x)

∂xj

)
=

∫
∂D

tr∂D(v)(x)tr∂D(ϕ)(x)νj(x)dS

=

∫
Γ2

tr∂D(v)(x)trΓ2(ϕ)(x)νjdS

−
∫

Γ1

tr∂D(v)(x)ϕ|Γ1(x)νj(x)dS = 0,

because trΓ2(ϕ) = 0 and Γ1 ∩ Supp(v) = ∅. Thus, ∂ṽ
∂xj

= ṽj ∈ L2(Ω2) for j = 1, d, and

then ṽ ∈ H1(Ω2). Applying the definition of the co-normal derivative to w1 we obtain

(Aw1, v)H1(D) = Φ(w1, v) = Φ(w1, ṽ) = (Aw1, ṽ)H1(Ω2)

= (∂νw1, ṽ)
H

1
2 (Γ2)

+ (F, ṽ)H1(Ω2) = (f, 0)H1(Ω1) = 0

Comparing with (7.25), we conclude that w1 is a solution to the Cauchy problem (7.24)

in D with zero data. Due to Theorem 135, w1 = 0 a.e. in D. It follows that w1 satisfies
Lw1 = f in Ω1,

trΓ1(w1) = 0,

∂νw1

∣∣
Γ1

= 0.

Now, if u ∈ S1, we have

〈u, f〉H1(Ω1) = (f, u)H1(Ω1) = (Aw1, u)− (∂νw1, trΓ1(u))
H

1
2 (Γ1)

= (w1,Au)H̃−1(Ω1)

= (Au,w1)H1(Ω) = 0,

because w1 ∈ H1
0 (Ω1) and u ∈ S1. ∴ f ∈ S

⊥H1(Ω1)

1 .

Q.E.D.

Since the embedding H1(Ω) ↪→ L2(Ω) is continuous, we obtain as a corollary the RP

for the L2-norm.

Corollary 138. Under the conditions of Theorem 137 for all u ∈ SolLw(Ω1) and ε > 0

there exists v ∈ SolLw(Ω2) such that

‖u− v|Ω2‖L2(Ω1) < ε.
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Remark 139. The standard statement of the RP property corresponds to the situation

when Ω1 b Ω2 are both simply connected bounded domains. Lax in [102] and Colton in [32]

in their proof used the fact that the simple connectivity implies that Ω2 \Ω1 is connected.

In both cases the simple connectivity is considered in a stronger sense assuming that

Rd \ Ωi, i = 1, 2 are connected.

Under this condition, we obtain that the conclusions of Theorem 137 and Corollary

138 hold if Ω1 b Ω2 are simply connected.

Remark 140. The need to consider real coefficients appears only in relation with the

UCP [4]. If the UCP were valid for complex valued potentials, the proof of Theorem 137

can be easily modified for this kind of potentials, but in this case, the equation to which

UCP will apply involves the adjoint operator A?.

7.4 Approximation by complete systems of solutions

Next step is to apply Theorem 137 for studying approximation of weak solutions by

complete systems of classical solutions. The model example of such system is the system of

harmonic polynomials. If K ⊂ Ω is compact and the complement Rd\K is connected, then

any function which is harmonic in Ω can be approximated uniformly on K by harmonic

polynomials (see [117]). If d = 2 and Ω is simply connected, the property is valid on

any compact subset [121, Ch. 10]. Systems of transmuted harmonic polynomials were

considered for the radial Schrödinger operator (which will be seen in the next chapter) and

for the Schrödinger operator with a separable potential [24] with similar results obtained.

Now we propose two different definitions of complete systems of solutions. The first

generalizes the completeness of harmonic polynomials. In order to consider classical so-

lutions, from now on we suppose that A ∈ C1(Ω,Rd×d) and q ∈ C(Ω).

Definition 141 (Complete system of solutions). A family of solutions {Un}∞n=0 ⊂ SolL(Ω)

is said to be a complete system of solutions for SolL(Ω), if for any u ∈ SolL(Ω), ε > 0

and K ⊂ Ω compact with Rd\K being connected, there exists S ∈ Span {Un}∞n=0 satisfying

max
x∈K
|u(x)− S(x)| < ε. (7.26)
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The second definition is proposed in order to generalize results for the Schrödinger

equation on the plane obtained in [24].

Definition 142 (Strongly complete system of solutions). Let Ω be a bounded simply

connected domain. A family of solutions {Un}∞n=0 ⊂ SolL(Ω) is said to be a strongly

complete system of solutions for SolL(Ω), if for any u ∈ SolL(Ω), ε > 0 and K ⊂ Ω

compact, there exists S ∈ Span {Un}∞n=0 satisfying

max
x∈K
|u(x)− S(x)| < ε. (7.27)

Assuming some additional smoothness of the coefficients, we obtain the following result

concerning approximation of weak solutions in the L2-norm.

Theorem 143. Suppose that Ω is a Lipschitz domain , and A ∈ Cp+1(Ω,Rd×d), q ∈

Cp+1(Ω), with p = 1 +
[
d
2

]
. Let {Un}∞n=0 be a complete system of solutions. If ω b Ω is

a Lipschitz domain such that Rd \ ω and Ω \ ω are connected, then for any u ∈ SolLw(ω)

and ε > 0, there exists S ∈ Span {Un}∞n=0 such that

‖u− S|ω‖L2(ω) < ε

Proof. Let u ∈ SolLw(ω) and ε > 0. By Corollary 138 there exists a solution v ∈ SolLw(Ω)

satisfying the inequality ‖u− v|ω‖L2(ω) <
ε
2
.

On the other hand, since A ∈ Cp+1(Ω,Rd×d) and q ∈ Cp+1(Ω), we have v ∈ Hp+2
loc (Ω)

(see [101], pp. 314, Th. 2). Since p = 1 +
[
d
2

]
, and H

3+[ d2 ]
loc (Ω) ⊂ C2(Ω) (Theorem 15(1)),

we have v ∈ SolL(Ω).

Since ω is a compact subset with a connected complement, by Definition 141 there

exists a linear combination S ∈ Span {Un}∞n=0 such that max
x∈ω
|v(x)− S(x)| < ε

2
√

Vol(ω)
.

Hence

‖u− S|ω‖L2(ω) 6 ‖u− v|ω‖L2(ω) + ‖(v − S)|ω‖L2(ω) <
ε

2
+

(∫
ω

|v(x)− S(x)|2dx
) 1

2

<
ε

2
+

ε

2
√

Vol(ω)

(∫
ω

dx

) 1
2

= ε

Q.E.D.

Remark 144. The statement of Theorem 143 is valid when ω b Ω are both simply

connected and {Un}∞n=0 is a strongly complete system.
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In order to obtain the completeness in the H1-norm we need an additional assumption

on Ω. Given ε > 0, the ε-neighbourhood of Ω is the set Ωε :=
{
x ∈ Rd

∣∣dist(x,Ω) < ε
}

.

A Lipschitz simply connected domain Ω is said to be extendable if there exists ρ > 0

sufficiently small such that Ωε is a Lipschitz simply connected domain, for all 0 < ε < ρ.

Examples of this kind of domains are balls, rectangles, and in general Ck domains with

a normal pointing outside (one can obtain this applying the ε-neighbourhood theorem to

the boundary Γ = ∂Ω, for more details see [63, pp. 71] and [130, pp. 112]).

Now we prove the approximation theorem with respect to the H1-norm.

Theorem 145. Let Ω be a bounded Lipschitz simply connected domain. Suppose that

A ∈ Cp+1(Ω,Rd×d), q ∈ Cp+1(Ω), with p = 1 +
[
d
2

]
. Let {Un}∞n=0 ⊂ SolL(Ω) be a

strongly complete system of solutions. If ω b Ω is an extendable Lipschitz simply connected

domain, then for any u ∈ SolSw(ω) and ε > 0 there exists S ∈ Span {Un}∞n=0 such that

‖u− S|ω‖H1(ω) < ε.

Proof. Since ω is extendable, we can take some 0 < ρ < dist(ω, ∂Ω), such that ωρ be a

simply connected Lipschitz domain. We have ω b ωρ b Ω.

First we apply Theorem 137 to the pair of the domains ω b ωρ and obtain a solution

u1 ∈ SolL(ωρ) such that ‖u− u1|ω‖H1(ω) <
ε
2
.

Additionally, by Proposition 127(2), there exists a constant C1 = C1(A, q, ωρ, ω) such

that ‖v|ω‖H2(ω) 6 C1‖v‖L2(ωρ) for all v ∈ SolLw(ωρ).

Now we apply Theorem 143 to the pair of domains ωρ b Ω, and we have a solution

S ∈ Span{Un}∞n=0 satisfying ‖u1 − S|ωρ‖L2(ωρ) <
ε

2C1
(a schematical representation of the

domains and solutions is depicted on Figure 7.4).

Set f = u1 − S|ωρ and note that f ∈ SolLw(ωρ), so then ‖f |ω‖H2(ω) 6 C1‖f‖L2(ωρ).

Thus,

‖u− S|ω‖H1(ω) 6 ‖u− u0|ω‖H1(ω) + ‖f |ω‖H1(ω) 6
ε

2
+ C1‖f‖L2(ωρ) < ε.

Q.E.D.

For operators with smooth coefficients there exists a result that establishes the com-

pleteness of classical solutions in the H2-norm.
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Figure 7.2: Schematical representation of the domains and solutions from the proof of

Theorem 145.

Theorem 146. Let D be a bounded domain, and suppose that there exists a neighborhood

U of D, D b U , such that A ∈ C∞(U,Rd×d), q ∈ C∞(U). Then for all u ∈ SolLw(D) ∩

H2(D) and ε > 0, there exists a neighborhood V of D, D b V b U , and u0 ∈ SolL(V )

such that

‖u− u0|D‖H2(D) < ε.

This result is a modification given in [70] of a general theorem for elliptic systems due

to Tarkhanov [134, Th. 8.1.3]. The following theorem establishes the completeness in the

H2-norm.

Theorem 147. Under the hypotheses of Theorem 145, if ω is of the class C2, and there

exists a ρ-neighborhood of ω such that A ∈ C∞(ωρ,Rd×d), q ∈ C∞(ωρ), then for all

u ∈ SolLw(ω) and ε > 0, there exists S ∈ Span{Un}∞n=0 such that

‖u− S|ω‖H2(ω) < ε.

Proof. Since ∂ω is of the class C2, by Proposition 127 (4) u ∈ H2(ω), and by Theorem

146 we can take ε < ρ and u0 ∈ SolS(ωε) such that ‖u− u0|ω‖H2(ω) <
ε
2
.

Since ω is simply connected with a C2-boundary, so is its neighborhood ω ε
2
. We have

ω b ω ε
2
b Ω.

By Proposition 4 (3), there exists a constant C2 = C2(A, q, ω ε
2
, ω) such that ‖v|ω‖H2(ω) 6

C2‖v‖L2(ω ε
2

) for all v ∈ SolL(ω ε
2
).
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Since u0|ω ε
2
∈ SolLw(ω ε

2
), due to Theorem 143 there exits S ∈ Span{Un}∞n=0 satisfying∥∥∥(u0 − S) |ω ε

2

∥∥∥
L2(ω ε

2
)
< ε

2C2
(a schematical representation of the domains and solutions is

depicted on Figure 7.4).

Figure 7.3: Schematical representation of the domains and solutions from the proof of

Theorem 147.

Setting f = (u0 − S) |ω ε
2

we have f ∈ SolL(ω ε
2
) and ‖f |ω‖H2(ω) 6 C2‖f‖L2(ω ε

2
). Thus,

‖u− S|ω‖H2(ω) 6 ‖u− u0|ω‖H2(ω) + ‖f |ω‖H2(ω) 6
ε

2
+ C2‖f‖L2(ω ε

2
) < ε.

Q.E.D.

In the case of a normed spaceX, a system {Un}∞n=0 is called complete if Span{Un}∞n=0

X
=

X. Then Theorems 143, 145 and 147 can be summed up to establish the fact that every

strongly complete system of solutions is also complete in SolLw(ω) with respect to the L2,

H1 and H2-norms. As a corollary we obtain the completeness of boundary values of the

complete system in the space of traces.

Corollary 148. Under the conditions of Theorem 145 let Γ = ∂ω and zero be not an

eigenvalue of the Dirichlet problem in ω. Then the set

S̃ =
{
Un
∣∣
Γ

}∞
n=0

is a complete system in H
1
2 (Γ).
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Proof. Let φ ∈ H
1
2 (Γ). Then there exists a unique solution of the Dirichlet problem

u ∈ SolSw(ω) such that trΓ(u) = φ (Theorem 132(1))

Due to Theorem 145, given ε1 > 0 there exists S ∈ Span{Un}∞n=0 such that ‖u −

S|ω‖H1(ω) < ε1. Since S|ω ∈ H1(ω) ∩ C(ω) we have trΓ (S|ω) = S
∣∣
Γ
∈ Span(S̃). Due to

the boundedness of the trace operator we have

∥∥φ− S∣∣
Γ

∥∥
H

1
2 (Γ)

= ‖trΓ (u− S|ω)‖
H

1
2 (Γ)
6 ‖trΓ‖ ‖u− S|ω‖H1(ω) < ‖trΓ‖ε1.

Choosing ε1 = ε
‖trΓ‖

finishes the proof. Q.E.D.

Remark 149. (i) If zero is not an eigenvalue of the Dirichlet problem, by (7.17) we

have that for any data φ ∈ H 1
2 (Γ) there exists a solution u ∈ SolLw(ω) and a con-

stant C3 > 0 such that ‖u‖H1(ω) 6 C3‖φ‖H 1
2 (Γ)

(see Theorem 132(2)). Due to this

property, in order to approximate a solution of the Dirichlet problem it is sufficient

to take a linear combination S of S̃ such that φ ≈ S
∣∣
Γ
. Then u ≈ SN in H1(ω).

(ii) Corollary 148 can be applied to Bergman spaces of solutions on the boundary Γ (see

[14]). Moreover, for such spaces there are procedures allowing one to obtain an

orthonormal basis and the Bergman kernel derived from S̃ (see [21]).

Remark 150. Consider a complete system of solutions {Un}∞n=0 in the Bergman space

SolL2 (Ω) (assuming that the Bergman space is complete). Modifying the proof of Theorem

143, since v ∈ H1(Ω) ∩ C2(Ω), then v ∈ SolL2 (Ω), and we can choose S ∈ Span{Un}∞n=0

such that ‖u − S‖L2(Ω) <
ε
2
, and the proof continues in the same way. Then a com-

plete system in the Bergman space is complete as well in SolL2 (ω) in the L2-norm. The

completeness in the Hk-norm, k = 1, 2 is obtained directly from the completeness in the

L2-norm.

7.5 Applications to the Schrödinger equation on the

plane

Consider the case d = 2 and let Ω = (−a1, a1)× (−a2, a2), with aj > 0, j = 1, 2. Suppose

that the potential q ∈ C(Ω) has the form q(x, y) = q1(x) + q2(y), with qj ∈ C[−aj, aj]
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for j = 1, 2. We are interested in finding a transmutation operator that relates the

Schrödinger operator S = −42 +q1(x) + q2(y) with the Laplacian 42 in C2(Ω).

Fix j ∈ {1, 2} and let fj ∈ C1[−aj, aj] ∩ C2(−aj, aj) be a solution of −f ′′j + qj(x)f =

0, x ∈ [−aj, aj], that does not vanish in [−aj, aj] and satisfying the normalizing condition

fj(0) = 1. Consider the canonical transmutation operator

Tju(x) = u(x) +

∫ x

−x
Kj(x, t)u(t)dt (7.28)

satisfying the relation(
∂2

∂x2
− qj(x)

)
Tju(x) = Tj

(
∂2

∂t2
u(t)

)
, for u ∈ C2[−aj, aj]. (7.29)

Take u ∈ C(Ω). The operators Tj act on u as follows

T1u(x, y) = u(x, y) +

∫ x

−x
K1(x, t)u(t, y)dt, T2u(x, y) = u(x, y) +

∫ y

−y
K1(y, τ)u(x, τ)dτ.

Is not difficult to see that T1 commutes with T2 in C(Ω). Let us define T := T1T2. The

operator T is well defined in Ω, and from relation (7.29) it follows that

ST u = T 42 u, for u ∈ C2(Ω).

Since T : C(Ω) → C(Ω) is bounded (by boundedness of Tj), T is continuous in the

Fréchet space C(Ω). Furthermore, T is invertible with the inverse T −1 = T−1
2 T−1

1 being

continuous as well. Thus, T is a transmutation operator for S = 42 −q1(x) − q2(y)

and 42. By Remark 23, T (Har(Ω)) ⊂ SolS(Ω), but in this case Tj (C2[−aj, aj]) =

C2[−aj, aj], j = 1, 2 (Theorem 25) hence we have T (C2(Ω)) = C2(Ω). Thus, by Remark

24, T (Har(Ω)) = SolS(Ω). Since T is an homeomorphism, SolS(Ω) is closed in C(Ω), and

the corresponding Bergman space SolS2 (Ω) is complete.

Let us denote the associated formal powers to fj by
{
ϕ

(k)
j

}∞
k=0

. With the aid of the

formal powers the following family of functions is defined, U0(x, y) = f1(x)f2(y) and for

m > 0

Um(x, y) =



m+1
2∑

even k=0

(−1)
k
2

(
m+1

2

k

)
ϕ

(m+1
2
−k)

1 (x)ϕ
(k)
2 (y), if m is odd,

m
2∑

odd k=0

(−1)
k+1

2

(
m
2

k

)
ϕ

(m2 −k)
1 (x)ϕ

(k)
2 (y), if m is even.

(7.30)
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When qj ≡ 0 and fj ≡ 1, (7.30) reduces to the family of classical harmonic polynomials

in 2 dimensions: pm(z) = Re(zm) if m is odd, pm(z) = Re(izm) if m is even.

Theorem 151 ([24]). For all m ∈ N0

Um(x, y) = T [pm(x, y)]. (7.31)

Since the family of the harmonic polynomials represents a strongly complete system

of solutions in Sol42(Ω) (Theorem 18), the continuity of T and of its inverse implies the

completeness of the formal powers {Um}∞m=0 [88, Th. 26]. Thus, in terms of Definition

142 we have the following statement.

Theorem 152 ([24]). The family of the formal powers {Um}∞m=0 represents a strongly

complete system of solutions in SolS(Ω).

As an immediate corollary we obtain the completeness of the family of the formal

powers in the space of weak solutions SolSw(ω) considered in any simply connected Lipschitz

domain ω b Ω.

Theorem 153. If qj ∈ C2(−aj, aj), j = 1, 2, then in any simply connected Lipschitz

domain ω b Ω the family of the formal powers {Un}∞n=0 represents a complete system in

SolSw(ω) with respect to the L2-norm. If ω is extendable then the completeness holds with

respect to the H1-norm.

In the case when ω is of class C2, and there exists a ρ-neighborhood of ω where q ∈

C∞(ωρ), the formal powers are complete with respect to the H2-norm as well.

Remark 154. The construction of the formal powers (7.30) can be generalized to a general

Schrödinger operator S = −42+q(x, y) in a bounded simply connected domain, if it admits

a solution f ∈ C2(Ω) that does not vanish in the whole Ω. Such construction is based on

the theory of pseudoanalytic functions [75] and bicomplex-valued pseudoanalytic functions

[22, 24]. Similar constructions can be applied to the operator L = −div (p(x)∇) + q(x)

(see [75, Chs. III and IV]).

Remark 155. For higher dimensions, if the potential has the form q(x) =
d∑
j=1

qj(xj),

where qj ∈ C[−aj, aj], for j = 1, d, then using the same procedure one can construct
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a transmutation operator T : C(Ω) → C(Ω) in the rectangle Ω =
∏d

j=1(−aj, aj), as the

product T =
∏d

j=1 Tj of the corresponding transmutation operators of − ∂2

∂x2
j
+qj(xj). Then

SolS(Ω) is closed in C(Ω) and the Bergman space SolS2 (Ω) is complete. The construction

of a complete system is reduced to finding an explicit form for the harmonic polynomials

in Ω.
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Chapter 8

Transmutation operators and

complete system of solutions for the

radial Schrödinger equation

This chapter is dedicated to the construction of a transmutation operator for the radial

Schrödinger equation in a star-shaped domain Ω, as well as its application to construct a

complete system of solutions. Several new properties of the transmutation operator are

established, including their continuity on the Fréchet space C(Ω) and its boundedness

on the Bergman space. A Fourier-Jacobi series expansion of the integral transmutation

kernel is derived and with its aid an infinite system of solutions of the radial Schrödinger

equation is obtained which is shown to be complete with respect to the uniform norm.

Explicit construction of the system is derived. In the case of Ω being an open ball centered

at the origin the system of solutions represents an orthogonal basis of the corresponding

Bergman space.

8.1 Some facts concerning to the radial Schrödinger

equation

In this chapter, we study the radial Schrödinger equation

(4d − q(|x|))u(x) = 0, (8.1)
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where q is a C1-function that depends on the radial component of x. The equation is

considered in a bounded domain Ω ⊂ Rd, star-shaped with respect to the origin. In [14],

S. Bergman showed for the case d = 2 and the potential q being an analytic function of

the radial component r = |x|, that any solution u of (8.1) can be written in the form

u(x) = H(x) +

∫ 1

0

σG(r, 1− σ2)H(σ2x)dσ

where H(x) =

∫ 1

−1

h
(x

2
[1− t2]

) dt

(1− t2)
1
2

is the Bergman transform of a harmonic func-

tion h, and G is an analytic function of r. In [56], R. Gilbert showed that for any solution

u there exists a unique harmonic function h such that

u(x) = Th(x) = h(x) +

∫ 1

o

σd−1G(r, 1− σ2)h(σ2x)dσ. (8.2)

The representation (8.2) can be generalized for d > 3 and C1-potentials (see [57, 58, 59]

and [11, Ch. V]). The kernel G satisfies some initial value problem for a hyperbolic PDE

(see [57]). When the potential q is analytic, the kernel G is an analytic function on the

radial component (see [14, 56, 57]). In [138], I. Vekua constructed the operator (8.2)

explicitly for the Helmholtz equation and showed its invertibility. In a general context,

the invertibility of the operator (8.2) was shown in [57, 59]. The operator (8.2) is usually

called a transformation or transmutation operator ([11]). It was applied, for example, to

solving the Dirichlet problem on an admissible domain (see [32, 58, 59]), as well as to

studying properties of generalized sub-harmonic functions [59].

8.2 Transmutation operators

For Eq. (8.1), it is required to specify a certain type of geometry in the domains.

Definition 156. A bounded domain Ω ⊂ Rd is said to be star-shaped with respect to

the origin if 0 ∈ Ω and for any x ∈ Ω the segment [0, x] := {tx | 0 6 t 6 1} belongs to

Ω. In this case denote b := supx∈Ω |x|.

An important special case is an open ball Bd
R(0). Note that Ω is contained in Bd

b (0),

which is the minimum ball centered at the origin containing Ω (see figure 8.2).
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Figure 8.1: A star-shaped domain and the minimum ball containing it.

We assume that q ∈ C1[0, b] and consider the radial Schrödinger equation (8.1) in Ω

(RS, for short). In spherical coordinates (8.1) can be written in the form

(4d − q(r))u(r, x′) = 0 for (r, x′) ∈ (0, b)× Sd−1, (8.3)

where r := |x| and x′ := x
|x| . By (1.17), the Laplacian 4d can be written as

4d =
1

rd−1

∂

∂r

(
rd−1 ∂

∂r

)
+

1

r2
4Sd−1 =

∂2

∂r2
+
d− 1

r

∂

∂r
+

1

r2
4Sd−1 ,

where 4Sd−1 is the spherical Laplacian. The action of this operator does not affect the

radial component of functions that can be written in separate variables.

We look for solutions u ∈ C2(Ω). It is well known (see, for example, [11, 56, 57, 59])

that all solution u of (8.1) is an image of some harmonic function h under the action of

the integral operator of the form

u(x) = h(x) +

∫ 1

0

σd−1G(r, 1− σ2)h(σ2x)dσ. (8.4)

Here the kernel G ∈ C2 ([0, b]× [0, 1]) is the unique solution of the equation

r (Grr(r, t)− q(r)G(r, t))−Gr(r, t)+2(1−t)Grt(r, t) = 0 for (r, t) ∈ [0, b]×[0, 1], (8.5)

satisfying the initial conditions

G(r, 0) =

∫ r

0

τq(τ)dτ for all r ∈ [0, b]; G(0, t) = 0 for all t ∈ [0, 1]. (8.6)
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Note that the kernel G does not depend on the dimension d. The existence of the kernel for

an analytic potential q is established in [14], and for a C1-potential in [59]. In summary,

Theorem 157 ([59]). Let q ∈ C1[0, b] (in general, complex-valued), and G ∈ C2 ([0, b]× [0, 1])

be a solution of (8.5), (8.6). Then for any h ∈ Har(Ω), (8.4) is a solution of (8.1). Re-

ciprocally, if u ∈ C2(Ω) is a solution of (8.1) then there exists such h ∈ Har(Ω) that u

has the form (8.4).

Example 158. Let d = 2 and κ ∈ R. Consider the Helmholtz equation in B2,(
42 + κ2

)
u(z) = 0 for z ∈ B2. (8.7)

In this case it is known (see [11, 138]) that every solution u has the form

u(z) = h(z)− κr
∫ 1

0

σ
J1(κr

√
1− σ2)√

1− σ2
h(σ2z)dσ,

where h ∈ Har(B2) and J1(ζ) is a Bessel function of the first kind and first order. The

kernel thus has the form

G(r, t) = −κrJ1(κr
√
t)√

t
.

As in chapters 1 and 2, denote by S := 4d − q(r) the radial Schrödinger operator.

Based on the integral representation (8.4), we introduce the operator: T : C(Ω)→ C(Ω)

defined by T = I + G, where G is the Fredholm integral operator

Gh(x) :=

∫ 1

0

σd−1G(r, 1− σ2)h(σ2x)dσ =
1

2

∫ 1

0

(1− t)
d
2
−1G(r, t)h((1− t)x)dt. (8.8)

By Theorem 157, the operator T has the property T (Har(Ω)) = ker(S). We want to

show that T is a transmutation operator for S and 4d. For this, take E1 := C2(Ω) and

S,4d : E1 → E, and note that E1 is T-invariant. Note that in Har(Ω), the equality

holds, but we are interested in a more general common domain for the operators S,4d,

specifically C2(Ω). However, as the following counterexample shows, the transmutation

property is not valid on all C2(Ω).

Example 159. Let d = 2 and Ω = B2. Consider q ≡ −1, and the Helmholtz operator

(42 + 1) in C2(B2). Then from Example 158 we have

Th(z) = h(z)−r
∫ 1

0

σ
J1(r
√

1− σ2)√
1− σ2

h(σ2z)dσ = h(z)−
∫ 1

0

∂

∂σ

(
J
(
r
√

1− σ2
))

h(σ2z)dσ.
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Take f ∈ C2(B2) given by f(z) = |z|2. Then 42f(z) = 4, and application of T leads to

the equality

T [42f(z)] = 4

[
1−

∫ 1

0

∂

∂σ

(
J0

(
r
√

1− σ2
))

dσ

]
= 4

[
1− J0

(
r
√

1− σ2
) ∣∣∣1

σ=0

]
= 4J0(r).

On the other hand

T[f(z)] = r2

[
−
∫ 1

0

∂

∂σ

(
J0

(
r
√

1− σ2
))

σ4dσ

]
= r2

[
1− σ4J0

(
r
√

1− σ2
) ∣∣∣1

σ=0
+ 4

∫ 1

0

σ3J0

(
r
√

1− σ2
)
dσ

]
= 4

∫ r

0

(
1− u2

r2

)
uJ0(u)du

where u = r
√

1− σ2. Direct computation shows that
∫ r

0

(
1− u2

r2

)
uJ0(u)du = 2J2(r), and

hence T[f(z)] = 8J2(r). Finally,

(42 + 1) T[f(z)] = 8

[
J2(r) +

1

r

∂

∂r

(
r
∂

∂r
J2(r)

)]
= 8

[
J2(r) +

1

r

(
4

r
− r
)
J2(r)

]
=

32

r2
J2(r).

Hence (42 + 1) T[f(z)] 6= T [42f(z)].

This example shows that in general ST 6= T4d, and hence T is not a transmuta-

tion operator for S and 42. However, from the same example it is easy to see that

r2 (42 + 1) T[f(z)] = T[r2 42 f(z)]. The following theorem extends this equality onto a

general situation.

Theorem 160. Let G ∈ C2 ([0, b]× [0, 1]) be the unique solution of (8.5) satisfying the

conditions (8.6), and Ŝ := r2 (4d − q(r)) and L̂ := r24d. Then the operator T = I + G

where G is by (8.8), satisfies the relation

ŜTf = TL̂f ∀f ∈ C2(Ω). (8.9)

Proof. Let f ∈ C2(Ω). In spherical coordinates the operator T has the form

u(r, x′) = Tf(r, x′) = f(r, x′) +
1

2

∫ 1

0

(1− t)
d
2
−1G(r, t)f((1− t)r, x′)dt.
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The integration here affects only the radial component of f . Applying the operator S we

have

Su(r, x′) = 4df(r, x′)− q(r)f(r, x′) +
1

2
4d

(∫ 1

0

(1− t)
d
2
−1G(r, t)f((1− t)r, x′)dt

)
+

− 1

2

∫ 1

0

(1− t)
d
2
−1q(r)G(r, t)f((1− t)r, x′)dt

= 4df(r, x′)− q(r)f(r, x′)− 1

2

∫ 1

0

(1− t)
d
2
−1q(r)G(r, t)f((1− t)r, x′)dt

+
1

2

∫ 1

0

(1− t)
d
2
−1G(r, t)

{
1

r2
4Sd−1 [f((1− t)r, x′)]

}
dt

+
1

2

∫ 1

0

(1− t)
d
2
−1 ∂

2

∂r2
(G(r, t)f((1− t)r, x′)) dt

+
1

2

∫ 1

0

(1− t)
d
2
−1d− 1

r

∂

∂r
(G(r, t)f((1− t)r, x′)) dt.

Since the spherical Laplacian does not affect the radial component, we have

4Sd−1 [f((1− t)r, x′)] = (4Sd−1f) ((1 − t)r, x′). Expanding the partial derivative with

respect to r and taking into account that ∂
∂r
f((1− t)r, x′) = (1− t)fρ((1− t)r, x′), where

ρ = (1− t)r, we obtain

Su(r, x′) = 4df − q(r)f −
1

2

∫ 1

0

(1− t)
d
2
−1q(r)G(r, t)fdt

+
1

2

∫ 1

0

(1− t)
d
2
−1G(r, t)

[
1

r2
4Sd−1 f

]
dt

+
1

2

∫ 1

0

(1− t)
d
2
−1(d− 1)

{
Gr(r, t)

r
f +

(1− t)G(r, t)

r
fρ

}
dt

+
1

2

∫ 1

0

(1− t)
d
2
−1
{
Grr(r, t)f + 2(1− t)Gr(r, t)fρ + (1− t)2G(r, t)fρρ

}
dt

= 4df +
1

2

∫ 1

0

(1− t)
d
2
−1G(r, t)

[
(1− t)2 (4df) ((1− t)r, x′)

]
dt− q(r)f

+
1

2

∫ 1

0

(1− t)
d
2
−1

{
Grr(r, t)− q(r)G(r, t) +

d− 1

r
Gr(r, t)

}
fdt

+

∫ 1

0

(1− t)
d
2Gr(r, t)fρdt.

Note that ∂
∂t
f((1− t)r, x′) = −rfρ((1− t)r, x′). Hence the integral

∫ 1

0
(1− t) d2Gr(r, t)fρdt

can be written in terms of the partial derivative with respect to t. Integrating by parts
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we obtain∫ 1

0

(1− t)
d
2Gr(r, t)fρdt = −

∫ 1

0

(1− t) d2Gr(r, t)

r

∂

∂t
fdt

= −(1− t) d2Gr(r, t)

r
f((1− t)r, x′)

∣∣∣1
t=0

+

∫ 1

0

∂

∂t

[
(1− t) d2Gr(r, t)

r

]
fdt

=
Gr(r, 0)

r
f(r, x′) +

∫ 1

0

[
(1− t) d2Grt(r, t)

r
− d

2
(1− t)

d
2
−1Gr(r, t)

r

]
fdt.

Substituting the last expression into the expression of Su(r, x′) we arrive at the equality

Su(r, x′) = 4df +
1

2

∫ 1

0

(1− t)
d
2
−1G(r, t)

[
(1− t)2 (4df) ((1− t)r, x′)

]
dt

+

(
Gr(r, 0)

r
− q(r)

)
f(r, x′) +

1

2

∫ 1

0

(1− t)
d
2
−1 {Grr(r, t)} f((1− t)r, x′)dt

+
1

2

∫ 1

0

(1− t)
d
2
−1

{
2

(1− t)Grt(r, t)

r
− q(r)G(r, t)− Gr(r, t)

r

}
f((1− t)r, x′)dt.

By hypothesis, G satisfies Eq. (8.5) and the condition Gr(r, 0) = rq(r), then

Su(r, x′) = 4df +
1

2

∫ 1

0

(1− t)
d
2
−1G(r, t)

[
(1− t)2 (4df) ((1− t)r, x′)

]
dt.

Finally, multiplying the last expression by r2 we obtain

ŜTf(r, x′) = L̂f(r, x′) +
1

2

∫ 1

0

(1− t)
d
2
−1G(r, t)

[
(1− t)2r2 (4h) ((1− t)r, x′)

]
dt

= L̂f(r, x′) +
1

2

∫ 1

0

(1− t)
d
2
−1G(r, t)

(
L̂f
)

((1− t)r, x′)dt = TL̂f(r, x′).

Q.E.D.

Let us study some properties of the operator T. Consider the operator G : C(Ω) →

C(Ω), and write Rb := [0, b] × [0, 1]. The main observation to establish the continuity

of G is the fact that G ∈ C(Rb) (see [59]). In order to obtain some estimates for the

approximation of operators, we need certain properties of the star-shaped domains.

Definition 161. Given A ⊂ Rd, we define the star hull (with respect to x = 0 ) of A as

Star(A) :=
⋃
x∈A

[0, x].

Thus, Star(A) is the smallest star-shaped domain (with respect to x = 0) that contains

A ( In fact, the intersection of star-shaped domains with respect to x = 0 is a star-shaped

domain, and Star(A) is the intersection of all that contain A).

183



Lemma 162. Let K ⊂ Rd be compact. Then, the star hull Star(K) is compact.

Proof. Consider the function φ : K × [0, 1] 3 (x, t) 7→ tx ∈ Rd. The function φ is

continuous and φ(K × [0, 1]) = Star(K). By hypothesis, K × [0, 1] is compact, hence also

Star(K). Q.E.D.

Proposition 163. The operator G : C(Ω) → C(Ω) is continuous, and for all f ∈ C(Ω)

and K ⊂ Ω compact, the inequality holds

max
x∈K
|Gf(x)| 6 1

d
‖G‖C(Rb) · max

x∈Star(K)
|f(x)|. (8.10)

Proof. Let f ∈ C(Ω) and K ⊂ Ω be compact. Since Ω is star shaped, Star(K) ⊂ Ω, and

by Lemma 162, Star(K) is compact. Take x ∈ K and note that

|Gf(x)| 6
∫ 1

0

σd−1|G(r, 1− σ2)f(σ2x)|dσ

=

∫ 1

0

∣∣∣σ d−1
2 G(r, 1− σ2)

∣∣∣ ∣∣∣σ d−1
2 f(σ2x)

∣∣∣ dσ
6

(∫ 1

0

σd−1|G(r, 1− σ2)|2dσ
) 1

2
(∫ 1

0

σd−1|f(σ2x)|2dσ
) 1

2

where the Cauchy–Bunyakovsky–Schwarz inequality was applied. Using the change of

variables t = 1− σ2 in the first integral, and t = σ2 in the second, we obtain

|Gf(x)| 6 1

2

(∫ 1

0

(1− t)
d
2
−1|G(r, t)|2dt

) 1
2
(∫ 1

0

t
d
2
−1|f(tx)|2dt

) 1
2

.

The first integral can be estimated as follows∫ 1

0

(1− t)
d
2
−1|G(r, t)|2dt 6 ‖G‖2

C(Rb)

∫ 1

0

(1− t)
d
2
−1dt =

2

d
‖G‖2

C(Rb).

In the second integral, the function f is defined on the compact segment [0, x] ⊂ Star(K)

and hence∫ 1

0

t
d
2
−1|f(tx)|2dt 6

(
max

x∈Star(K)
|f(x)|

)2 ∫ 1

0

t
d
2
−1dt =

2

d

(
max

x∈Star(K)
|f(x)|

)2

.

Thus, we obtain the estimate

|Gf(x)| 6 1

d
‖G‖C(Rb) · max

x∈Star(K)
|f(x)|.
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In particular, for n ∈ N, Star(Kn) is a compact subset of Ω, and there exists N ∈ N such

that Star(Kn) ⊂ KN , then we have

‖Gf‖n 6
1

d
‖G‖C(Rb) · max

x∈Star(Kn)
|f(x)| 6 1

d
‖G‖C(Rb) · ‖f‖N ,

which implies that G is continuous in the topology of C(Ω) (see [51, Prop. 5.15]).

Q.E.D.

Corollary 164. The transformation operator T : C(Ω)→ C(Ω) is continuous.

Remark 165. If f ∈ C(Ω), we have that |Gf(x)| 6 1
d
‖G‖C(Rb)‖f‖C(Ω) for all x ∈ Ω.

Then G is bounded in the Banach space C(Ω) with ‖G‖ 6 1
d
‖G‖C(Rb) (and consequently,

also T).

To prove the invertibility of the operator T one can rewrite it as a Volterra integral

operator. For f ∈ C(Ω) we write the integral Gf(x) in spherical coordinates and changing

the variable σ2 = ρ
r

obtain

Gf(r, x′) =

∫ 1

0

σd−1G(r, 1− σ2)f(σ2r, x′)dσ =

∫ r

0

(ρ
r

) d−1
2
G
(
r, 1− ρ

r

)
f(ρ, x′)

dρ

2
√
ρr

=

∫ r

0

[(ρ
r

) d
2
−1 1

2r
G
(
r, 1− ρ

r

)]
f(ρ, x′)dρ.

Denote K(r, ρ) :=
(
ρ
r

) d
2
−1 1

2r
G
(
r, 1− ρ

r

)
. Then the operator T takes the form

Th(r, x′) = f(r, x′) +

∫ r

0

K(r, ρ)f(ρ, x′)dρ, (8.11)

(see [11, pp. 235]) of a Volterra integral operator of second kind. The invertibility of T

depends on the behaviour of the kernelK(r, ρ) in the triangle Π := {(r, ρ) | 0 6 ρ 6 r 6 b}.

Note that G(r,t)
r

is continuous in Rb. Indeed, the only singular point is r = 0, but

taking into account the condition G(0, t) = 0 for all t ∈ [0, 1] (8.6) by the L’Hospital rule

we have

lim
r→0+

G(r, t)

r
= lim

r→0+
Gr(r, t) = Gr(0, t)

(since G is of class C2 in Rb). Denote M0 := sup(r,t)∈Rb

∣∣∣G(r,t)
r

∣∣∣. Note that from (8.6)

K(r, r) = 1
r

∫ r
0
τq(τ)dτ . By the L’Hospital rule, lim

r→0+

G(r, 0)

r
= q(0), and hence K(r, r) is

well defined on the main diagonal of Π.
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For the rest of Π, given (r, ρ) ∈ Π we have 0 < ρ
r
6 1 and t = 1 − ρ

r
∈ (0, 1). Since

d
2
− 1 > 1, we obtain

|K(r, ρ)| =
∣∣∣∣(ρr) d2−1 G(r, t)

2r

∣∣∣∣ 6 M0

2
.

Due to the arbitrariness of (r, ρ), K(r, ρ) is bounded on Π. Since K ∈ L2(Π) the Volterra

integral operator (8.11) is invertible [72, Ch. X].

Furthermore, in [57] it was shown that the inverse operator T−1 has the form

T−1u(x) = u(x) +

∫ 1

0

σd−1g(r, 1− σ2)u(σ2x)dσ (8.12)

where g is related with the Riemann function of the equation ( ∂2

∂z∂z̄
+ 1

4
q(r))u(z) = 0.

Moreover, h = T−1u ∈ Har(Ω) for all solution u of (8.1). Then any solution u of (8.1)

is of the form u = Th. Since the inverse operator has the form of a Fredholm integral

operator with a continuous kernel, we conclude that T−1 : C(Ω) → C(Ω) is continuous.

Consequently, we have the following statement.

Theorem 166. The operator T is a transmutation operator for Ŝ and L̂.

Example 167 ([138]). For the Helmholtz operator in B2 the transmutation operator can

be written as a Volterra integral operator in polar coordinates as

Th(r, θ) = h(r, θ)−
∫ r

0

∂

∂ρ
J0

(
κ
√
r(r − ρ)

)
u(ρ, θ)dρ,

and the inverse is given by

T−1u(r, θ) = u(r, θ) +

∫ r

0

r

ρ

∂

∂r
J0

(
κ
√
ρ(ρ− r)

)
u(ρ, θ)dρ

= u(ρ, θ) + κr

∫ 1

0

I1

(
κrσ
√

1− σ2
)

√
1− σ2

u(σ2r, θ)dσ.

Hence the kernel of the inverse operator has the form g(r, t) =
I1
(
κr
√
t(1−t)

)
√
t(1−t)

, where I1(ζ)

is a modified Bessel function of first kind.

Remark 168. Since T(Har(Ω)) = SolS(Ω), by Remark 24, SolS(Ω) is a closed subspace

of C(Ω).
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8.3 Boundedness and invertibility of the transmuta-

tion operator in the Bergman space

Now we establish the boundedness of the operator G : b2(Ω)→ L2(Ω) in the L2-norm.

Theorem 169. The operator G : b2(Ω)→ L2(Ω) is bounded. In consequence, the trans-

mutation operator T = I + G is bounded as well.

Proof. Given h ∈ b2(Ω) we have

|Gh(x)|2 6 1

2d
‖G‖2

C(Rb) ·
∫ 1

0

|h(tx)|2dt, for x ∈ Ω.

Thus, ∫
Ω

|Gh(x)|2dx 6 1

2d
‖G‖2

C(Rb) ·
∫

Ω

[∫ 1

0

|h(tx)|2dt
]
dx

(Fubini) =
1

2d
‖G‖2

C(Rb) ·
∫ 1

0

[∫
Ω

|h(tx)|2dx
]
dt.

To study the integrals
∫

Ω
|h(tx)|2dx, we consider the family of operators Bt : b2(Ω) →

b2(Ω) defined by the equality Bth(x) = h(tx), for 0 6 t 6 1. These can be seen as the

composition Bth = h ◦ ϕt, where ϕt : Ω → tΩ ⊂ Ω1 is the homothetic transformation

ϕt(x) = ϕ(tx), so that Bth is harmonic. For t = 0, B0h(x) = h(0) is just a functional

evaluation, and in the Bergman space b2(Ω) it is bounded. Take ρ := dist (0, ∂Ω), then

Bd
ρ(0) ⊂ Ω. Hence the evaluation functional satisfies the inequality

|h(0)|2 6 1

ρdV (Bd)
‖h‖2

L2(Ω)

(see [8, Prop. 8.1]). Then ‖B0h‖2
L2(Ω) 6

V (Ω)

ρdV (Bd)
‖h‖2

L2(Ω). For t > 0 with ζ = tx, we

have

∫
tΩ

|h(ζ)|2dVζ =

∫
Ω

|h(tx)|2tddVx, so

‖Bth‖2
L2(Ω) =

1

td

∫
tΩ

|h(ζ)|2dζ 6 1

td
‖h‖2

L2(Ω).

Thus, {Bt}06t61 ⊂ B (b2(Ω)). Fix h ∈ b2(Ω) and take t ∈ [0, 1]. If t = 0, we know that

‖B0h‖2
L2(Ω) 6

V (Ω)
ρdV (Bd)

‖h‖2
L2(Ω). If t > 0, we have

‖Bth‖2
L2(Ω) =

1

td

∫
tΩ

|h(ζ)|2dζ = V (Ω)

{
1

V (tΩ)

∫
tΩ

|h(ζ)|2dζ
}
.

1If Ω is a star-shaped domain, then for any t ∈ [0, 1], tΩ is also a star-shaped domain and tΩ ⊂ Ω.
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Note that ρBd ⊂ Ω ⊂ bBd. Let 0 < t < ρ
b
, and note that tΩ ⊂ (tb)Bd ⊂ Ω, and

V (tΩ) > V ((tρ)Bd) = tdρdV (Bd) =
(ρ
b

)d
(bt)dV (Bd) =

(ρ
b

)d
V ((tb)Bd).

Hence

1

V (tΩ)

∫
tΩ

|h(ζ)|2dζ 6 1

V (tΩ)

∫
(tb)Bd

|h(ζ)|2dζ

6

(
b

ρ

)d
· 1

V ((tb)Bd)

∫
(tb)Bd

|h(ζ)|2dζ

6

(
b

ρ

)d
· sup

06t<ρ

{
1

V (tBd)

∫
tBd
|h(ζ)|2dζ

}

The supremum H|h|2(0) := sup
0<t<ρ

{
1

V (tBd)

∫
tBd
|h(ζ)|2dζ

}
is the Hardy-Littlewood maximal

function of |h|2 evaluated in x = 0. It is known that for a continuous function in ρBd, x = 0

is a Lebesgue point and this quantity is finite (furthermore, lim
t→0+

1

V (tBd)

∫
tBd
|h(ζ)|2dζ =

|h(0)|2, see [51, Ch. 3] or [121, Ch. 8]). Therefore, for 0 < t < ρ
b
, ‖Bth‖2

L2(Ω) 6(
b
ρ

)d
· H|h|2(0). Finally, for ρ

b
6 t 6 1 it is easily seen that ‖Bth‖2

L2(Ω) 6
(
b
ρ

)d
‖h‖2

L2(Ω).

Then

sup
06t61

‖Bth‖L2(Ω) 6 max

{(
V (Ω)

ρdV (Bd)

) 1
2

‖h‖L2(Ω),

(
b

ρ

) d
2

·
(
H|h|2(0)

) 1
2 ,

(
b

ρ

) d
2

‖h‖L2(Ω)

}
<∞

for all h ∈ b2(Ω). It follows from the Uniform Boundedness Principle [51, Ch. 5], that

M := sup
06t61

‖Bt‖ <∞. Thus,

∫ 1

0

[∫
Ω

|h(tx)|2dx
]
dt =

∫ 1

0

‖Bth‖2
L2(Ω)dt 6

∫ 1

0

‖Bt‖2‖h‖2
L2(Ω)dt = M2‖h‖2

L2(Ω).

From this we obtain ‖Gh‖2
L2(Ω) 6

M2

2d
‖G‖2

C(Rb)‖h‖
2
L2(Ω). Q.E.D.

Remark 170. (i) Since SolS(Ω) is closed in C(Ω), Proposition 126 implies that the

Bergman space SolS2 (Ω) is complete.

(ii) The previous result shows that T(b2(Ω)) ⊂ SolS2 (Ω). Actually, if u ∈ SolS2 (Ω), then

h = T−1u ∈ Har(Ω), and by the formula (8.12) one can show (in a similar way of

the proof of Theorem 169) that h ∈ b2(Ω), and hence T(b2(Ω)) = SolS2 (Ω). Since

T ∈ B
(
b2(Ω), SolS2 (Ω)

)
is a bijection, it follows from the open map theorem (see [51,

Cor. 5. 11]) that T−1 ∈ B
(
SolS2 (Ω), b2(Ω)

)
.
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8.4 Fourier-Jacobi series expansion of the integral

transmutation kernel

In this section we propose a Fourier-Jacobi series representation for the kernel G and

study some of its properties, and in the next section we derive convenient formulas for its

coefficients. The interest in constructing G goes back to [57] where the possibility of its

computation via the method of successive approximations was explored.

Following [81], we employ the fact that for each r ∈ [0, 1] fixed, the function G(r, ·) ∈

L2((0, 1);wd(t)dt), with wd(t) = t
d
2
−1. In Subsection 1.3.1 we saw that shifted Jacobi

polynomials
{
P̂

(d)
n (t)

}∞
n=0

given by (1.13) are an orthogonal basis for L2((0, 1);wd(t)dt)

whose norm is given by ‖P̂ (d)
n ‖L2((0,1);wd(t)dt) =

√
2

4n+d
(see (1.14)).

Proposition 171. The integral kernel G admits the following Fourier-Jacobi series ex-

pansion, for each r ∈ [0, 1] fixed

G(r, t) =
∞∑
n=0

αn(r)P̂ (d)
n (t), (8.13)

where

αn(r) =

(
2n+

d

2

)∫ 1

0

t
d
2
−1G(r, t)P̂ (d)

n (t)dt ∀n ∈ N. (8.14)

The series (8.13) converges with respect to t in L2((0, 1);wd(t)dt).

Proof. Fix r ∈ [0, 1]. Since G(r, ·) ∈ L2((0, 1);wd(t)dt), we can expand it in terms of

the basis {P̂ (d)
n }∞n=0 in the form (8.13), and the series converges in L2((0, 1);wd(t)dt) with

respect to t. Also, for m ∈ N0 the coefficient αm can be obtained multiplying (8.13) by

P̂
(d)
m and integrating,∫ 1

0

t
d
2
−1G(r, t)P̂ (d)

m (t)dt =

∫ 1

0

t
d
2
−1

(
∞∑
n=0

αn(r)P̂ (d)
n (t)

)
P̂ (d)
m (t)dt

=
∞∑
n=0

αn(r)

∫ 1

0

t
d
2
−1P̂ (d)

n (t)P̂ (d)
m (t)dt = αm(r)‖P̂ (d)

m ‖2
L2((0,1);wd(t)dt).

(The change of the order of the integral and the series is justified due to the fact that the

integral is a bounded functional on L2((0, 1);wd(t)dt)). Since ‖P̂ (d)
m ‖2

L2((0,1);wd(t)dt) = 2
4n+d

,

we obtain (8.14). Q.E.D.
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Remark 172. From (8.14) we can see that {αn}∞n=0 ⊂ C2[0, 1] (because G(·, t) ∈ C2[0, b]).

Now, we study the pointwise convergence of the series (8.13). In fact, due to the

smoothness of G, one can obtain that the convergence is uniform.

Proposition 173. Let GN(r, t) :=
∑N

n=0 αn(r)P̂
(d)
n (t) denote the N-th partial sum of

(8.13). Suppose that q ∈ Cp[0, b], for some p > d
2
−1, and define Mp := max

(r,t)∈Rb

∣∣∣∣∂p+1G(r, t)

∂tp+1

∣∣∣∣.
Then there exists a constant cp > 0, independent of N or r, such that for all N > p the

inequality holds

max
(r,t)∈Rb

|G(r, t)−GN(r, t)| 6 cp ·Mp

Np− d
2

+1
. (8.15)

Consequently, the Fourier-Jacobi series (8.13) converges uniformly to G in Rb.

Proof. The following estimate for the remainder of the Fourier-Jacobi series of a smooth

function is known (see the proof of Theorem 7.6 from [131], with Theorem 5.15 of [135]).

Suppose that q = max{α, β} > −1
2
. Given p ∈ N with p > q, there exists a constant

cp > 0 such that, for all f ∈ Cp+1[−1, 1] and N > p satisfies

max
x∈[−1,1]

|f(x)− fN(x)| 6 cp
Np−q · max

t∈[−1,1]
|f (p+1)(t)|, (8.16)

where fN(x) :=
∑N

n=0 anP
(α,β)
n (x) is an N-th partial sum of the Fourier-Jacobi series of

f . Since the change of variable x = 2t−1 is an isometry in the uniform norm between the

spaces C[−1, 1] and C[0, 1], the same estimate is valid for the shifted Jacobi polynomials

{P̂ (d)
n }∞n=0. For this case, q = d

2
− 1, and if p > d

2
− 1, then (8.16) is fulfilled for all

f ∈ Cp+1[0, 1]. Since q ∈ Cp[0, b], G ∈ Cp+1(Rb). In particular, for r ∈ [0, b] fixed,

G(r, ·) ∈ Cp+1[0, 1] and

|G(r, t)−GN(r, t)| 6 cp
Np−q · max

t∈[0,1]

∣∣∣∣∂p+1G(r, t)

∂tp+1

∣∣∣∣ 6 cpMp

Np− d
2

+1
∀t ∈ [0, 1].

The constant cp does not depend on r and the last inequality is valid for all r ∈ [0, b],

from which we obtain (8.15), and thus the uniform convergence. Q.E.D.

For the dimensions d = 2, 3 it is sufficient that q ∈ C1[0, b]. Proposition 173 provides

an estimate for the approximation of solutions of (8.1).
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Theorem 174. Suppose that q ∈ Cp[0, b], for some p > d
2
− 1. Let u ∈ SolS(Ω) and

h ∈ Har(Ω) such that u = Th. Then u can be represented as the series

u(x) = h(x) +
∞∑
n=0

(−1)nαn(r)

2

∫ 1

0

t
d
2
−1P̂ (d)

n (t)h(tx)dt, (8.17)

which converges uniformly on each compact subset of Ω. More precisely, if N > p and

uN(x) := h(x) +
N∑
n=0

(−1)nαn(r)

2

∫ 1

0

t
d
2
−1P̂ (d)

n (t)h(tx)dt, (8.18)

then for each compact K ⊂ Ω the estimate is valid

max
x∈K
|u(x)− uN(x)| 6 cpMp

dNp− d
2

+1
· max
x∈∂(Star(K))

|h(x)|, (8.19)

where cp and Mp are defined as in Proposition 173.

Proof. Let u ∈ SolS(Ω) and h ∈ Har(Ω) such that u = Th. Substituting the Fourier-

Jacobi expansion (8.13) of the kernel G in the operator T and taking into account the

uniform convergence we obtain

u(x) = h(x) +

∫ 1

0

σd−1

(
∞∑
n=0

αn(r)P̂ (d)
n (1− σ2)

)
h(σ2x)dσ

= h(x) +
∞∑
n=0

αn(r)

∫ 1

0

σd−1P
(0, d

2
−1)

n (−2σ2 + 1)h(σ2x)dσ.

The Jacobi polynomials satisfy the equality P
(α,β)
n (−x) = (−1)nP

(α,β)
n (x) [131, pp. 244].

Hence P
(0, d

2
−1)

n (−2σ2 + 1) = (−1)nP
(0, d

2
−1)

n (2σ2 − 1) = (−1)nP̂
(d)
n (σ2), and

u(x) = h(x) +
∞∑
n=0

(−1)nαn(r)

∫ 1

0

σd−1P̂ (d)
n (σ2)h(σ2x)dσ

= h(x) +
∞∑
n=0

(−1)nαn(r)

2

∫ 1

0

t
d
2
−1P̂ (d)

n (t)h(tx)dt.

For the estimate, define the operator

GNh(x) =

∫ 1

0

σd−1GN(r, 1− σ2)h(σ2x)dσ =
N∑
n=0

(−1)nαn(r)

2

∫ 1

0

t
d
2
−1P̂ (d)

n (t)h(tx)dt,

where GN(r, t) is the N -th partial sum of the Fourier-Jacobi series of G. Then uN(x) =
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(
1C(Ω) + GN

)
u(x). Now, given a compact K ⊂ Ω and x ∈ K, we have

|u(x)− uN(x)| = | (G−GN)u(x)|

( By (8.10)) 6
1

d
· max

(r,t)∈Rb
|G(r, t)−GN(r, t)| · max

x∈Star(K)
|h(x)|

( By (8.15)) 6
1

d
· cpMp

Np− d
2

+1
· max
x∈Star(K)

|h(x)|.

This is fulfilled for all x ∈ K, so we have that

max
x∈K
|u(x)− uN(x)| 6 cpMp

dNp− d
2

+1
· max
x∈Star(K)

|h(x)|.

Since h is harmonic, by the maximum principle, max
x∈Star(K)

|h(x)| = max
x∈∂(Star(K))

|h(x)|, we

obtain (8.19). Q.E.D.

Remark 175. The series (8.17) converges pointwise for all r ∈ [0, b] (by the continuity

of the inner product), even if q ∈ C1[0, b].

8.5 A complete system of solutions for the Schrödinger

equation

The next step is the construction of the coefficients {αn(r)}∞n=0. We deduce a correspond-

ing system of equations considering images of certain type of harmonic functions. First,

observe from (8.17) that the action of the integral is focused on the radial variable, there-

fore, in case the integration variable is separated from h the expression can be simplified.

Hence, let us consider the homogeneous harmonic functions.

8.5.1 The transmuted homogeneous harmonic polynomials

Taking p ∈ Hm(Rd) and substituting it into the series (8.17) we have

Tp(x) = p(x) +
∞∑
n=0

(−1)nαn(r)

2

∫ 1

0

t
d
2
−1P̂ (d)

n (t)p(tx)dt

= p(x)

[
1 +

∞∑
n=0

(−1)nαn(r)

2

∫ 1

0

t
d
2
−1P̂ (d)

n (t)tmdt

]
.
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The last integral is the inner product 〈P̂ (d)
n , tm〉L2([0,1],wd(t)dt). Note that if n > m, then

P̂
(d)
n ⊥ tm, hence the last series is a finite sum for n = 0,m. Denoting

γn,m := 〈P̂ (d)
n , tm〉L2((0,1);wd(t)dt) for m ∈ N0, 0 6 n 6 m, (8.20)

we obtain the representation

Th(x) =

[
1 +

m∑
n=0

(−1)nαn(r)γn,m
2

]
p(x), (8.21)

valid for all p ∈ Hm(Rd). Note that the representation does not depend on the choice of

p, only on the degree m.

Now we derive an expression for the coefficients {αn(r)}∞n=0. For this we estab-

lish the conditions fulfilled by them in the origin. For r = 0 we have the expansion

G(0, t) =
∞∑
n=0

αn(0)P̂ (d)
n (t), however, by conditions (8.6), G(0, t) = 0, for all t ∈ [0, 1],

so
∞∑
n=0

αn(0)P̂ (d)
n (t) = 0. Due to the orthogonality of the shifted Jacobi polynomials we

obtain that:

αn(0) = 0 ∀n ∈ N0. (8.22)

Theorem 176. Let {φm(r)}∞m=0 be the system of functions defined by the equalities

φm(r) =
ym(r)

rm+ d−1
2

for 0 < r 6 b, m ∈ N0 (8.23)

where ym is the unique solution of the perturbed Bessel equation

Pmym(r) := −d
2ym(r)

dr2
+
`m(`m + 1)

r2
ym(r)+q(r)ym(r) = 0 with `m := m+

d− 3

2
, (8.24)

satisfying the asymptotic conditions

ym(r) ∼ r`m+1, y′m(r) ∼ (`m + 1)r`m , r → 0+. (8.25)

Then the coefficients {αn(r)}∞n=0 can be obtained as follows. For M ∈ N0 the vectorial

functions ΦM := (φm(r)− 1)Mm=0 and AM := (αm(r))Mm=0 are related by

ΓMAm = ΦM (8.26)

where ΓM is the lower triangular matrix

(ΓM)i,j :=


(−1)jγj,i

2
, if 0 6 i 6 j,

0, if j > i.

(8.27)
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Proof. Let m ∈ N0 and take p ∈ Hm(Rd). Write p(x) = rmp̂(x′) with r = |x| and x′ = x
r

for x ∈ Ω \ {0}, and p̂m = pm
∣∣
Sd−1 . Denote

φm(r) := 1 +
m∑
n=0

(−1)nαn(r)γn,m
2

. (8.28)

Notice that by condition 8.22, φm(0) = 1. By (8.21)

um(x) := Tpm(x) = φm(r)rmp̂m(x′).

Since um ∈ S(Ω), substituting it in (8.3) we have

Sum(x) =

(
∂2

∂r2
+
d− 1

r

∂

∂r
− q(r)

)
φm(r)rmp̂m(x′) + φm(r)rm

4Sd−1

r2
p̂m(x′) = 0.

Using part 3 of Proposition 20 and expanding the left part of the equation we have

Sum(x) =
(
φ′′mr

m + 2mrm−1φ′m +m(m− 1)rm−2φm
)
p̂m +

d− 1

r

(
φ′mr

m +mrm−1φm
)
p̂m+

− q(r)φmrmp̂m −m(m+ d− 2)φmr
m−2p̂m

=
[
rm (φ′′m − q(r)φm) + rm−1(2m+ d− 1)φ′m

]
p̂m

+
[
rm−2φm (m(m− 1) +m−m(m+ d− 2) +m(d− 1))

]
p̂m

=

(
φ′′m − q(r)φm +

2m+ d− 1

r
φ′m

)
rmp̂m = 0.

This is valid for any p̂m ∈ Hm(Sd−1), so we have that every function φm(r) satisfies the

problem

Lm[φm(r)] = φ′′m − q(r)φm +
2m+ d− 1

r
φ′m = 0, φm(0) = 1.

We can rewrite the last equation as a perturbed Bessel equation. Consider φm(r) = ym(r)
r`m+1

with `m := m+ d−3
2
> −1

2
. Then ym satisfies the perturbed Bessel equation

Pmym(r) = −d
2ym(r)

dr2
+
`m(`m + 1)

r2
ym(r) + q(r)ym(r) = 0

which possesses a unique solution ym(r), satisfying the asymptotic condition

ym(r) ∼ r`m+1 = rm+ d−1
2 , y′m(r) ∼ (`m + 1)r`m , r → 0+

(see [73, 127]). Chosing this solution we obtain φm(0) = lim
r→0+

ym(r)

rm+ d−1
2

= 1. Finally, we
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have the equality φm(r) = 1 +
∑m

n=0
(−1)nγn,m

2
αn(r) or, written in another form,

γ0,0

2
0 · · · 0

γ0,1

2
−γ1,1

2
· · · 0

...
...

. . .
...

γ0,m

2
−γ1,m

2
· · · (−1)mγm,m

2




α0(r)

α1(r)
...

αm(r)

 =


φ0(r)− 1

φ1(r)− 1
...

φm(r)− 1

 (8.29)

which is precisely the representation (8.26). The determinant of the system (8.29) is∏m
j=1

(−1)mγm,m
2

6= 0, and thus it is uniquely solvable. Q.E.D.

Theorem 176 allows one to construct the kernel G(r, t) =
∑∞

n=0 αn(r)P̂n(t) by solv-

ing system (8.26). However, as we show below, for practical purposes the functions

{φm(r)}∞m=0 are even more useful than the coefficients αn.

Definition 177. Let {φm(r)}∞m=0 be the system of functions defined by φm(r) = r−m−
d
2

+ 1
2ym(r),

where ym is the unique solution of the perturbed Bessel equation (8.24) that satisfying the

asymptotic condition ym(r) ∼ rm+ d−1
2 , r → 0+. A formal power of degree m is a

function of the form

Um(x) := Tpm(x) = φm(r)rmp̂m(x′), (8.30)

where pm ∈ Hm(Rd). The set of all formal powers of degree m will be denoted by Sm(Ω).

Note that a formal power of degree m is well defined in the ball Bd
b (0).

Example 178. In the case d = 2 the formal powers of degree m are generated by the

functions

Vm(z) :=

φm(|z|)zm = φm(r)rmeimθ, if m > 0

φ|m|(|z|)z̄|m| = φ|m|(r)r
|m|eimθ, if m < 0.

where φm(r) = r−m−
1
2yn(r), and ym satisfies (8.24) with `m = m− 1

2
and the asymptotic

condition ym(r) ∼ rm+ 1
2 , r → 0+.

Theorem 179. If K ⊂ Ω is compact with Rd \ Star(K) being connected, then for any

u ∈ SolS(Ω) there exists a sequence {Sn}∞n=0 with Sn ∈ Span (
⋃n
m=0 Sm(Ω)) such that Sn

converges uniformly to u in K.
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Moreover, if Ω = Bd
R(0) for some R > 0, then for any u ∈ SolS(Bd

R(0)) there exists a

sequence of formal powers {Um}∞m=0, with Um ∈ Sm(Bd
R(0)) such that

u(x) =
∞∑
m=0

Um(x) for x ∈ Bd
R(0), (8.31)

and the series converges uniformly on compact subsets of Bd
R(0).

Proof. Let u ∈ SolS(Ω). Consider h ∈ Har(Ω) such that u = Th. Since Star(K) is

a compact subset of Ω with a connected complement, by Theorem 18, there exists a

sequence {pn}∞n=0 with pn ∈ Span
(⋃n

m=0Hm(Rd)
)
, such that pn converges uniformly to h

in Star(K). Consider Sn = Tpn. By definition, Sn ∈ Span (
⋃n
m=0 Sm(Ω)) and by (8.10),

max
x∈K
|u(x)− Sn(x)| 6 1

d
‖G‖C(Rb) · max

x∈Star(K)
|h(x)− pn(x)|.

Since max
x∈Star(K)

|h(x) − pn(x)| → 0, n → ∞, we have that Sn converges uniformly to u

in K. For the second statement, if Ω = Bd
R(0), Theorem 17 establishes the existence of

a sequence {pm}∞m=0 with pm ∈ Hm(Rd) such that h(x) =
∑∞

m=0 pm(x) and the series

converges in the topology of C(Bd
R(0)). Again, by the continuity of T we obtain

u(x) = Th(x) = T

[
∞∑
m=0

pm(x)

]
=

∞∑
m=0

Tpm(x) =
∞∑
m=0

Um(x),

and the series converges in C(Bd
R(0)), i.e., uniformly on compact subsets. Q.E.D.

Example 180. For the case d = 2, every solution u ∈ SolS2 (B2
R(0)) can be written as a

series

u(z) =
+∞∑

m=−∞

Vm(z) =
+∞∑

m=−∞

r|m|φ|m|(r)e
imθ,

and the series converges uniformly on compact subsets of B2
R(0).

Below, in Corollary 196 the absolute convergence of the series (8.31) is established.

Actually, we can prove that the system is complete in the strong sense of Definition 142.

For this purpose the following lemma will be useful.

Lemma 181. Let D ⊂ Rd be bounded and star-shaped with respect to the origin. Then

Rd \D is connected.
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Proof. Let x, y ∈ Rd \ D. We see that there a path joining x and y in Rd \ D. Let us

denote [x,∞) := {tx | t > 1}. We claim that [x,∞) ∩ D = ∅. In fact, if there exists

ζ ∈ [x,∞) ∩ D, then [x, ζ] ⊂ [0, ζ] ⊂ D, thus x ∈ D, which contradicts our hypothesis.

Hence [x,∞)∩D = ∅, and similarly [y,∞)∩D = ∅. By hypothesis D is bounded, then we

take R > 0 with {x, y}∪D ⊂ Bd
R(0), and ζ1, ζ2, such that ζ1 ∈ [x,∞)∩

(
Rd \Bd

R(0)
)

and

ζ2 ∈ [y,∞) ∩
(
Rd \Bd

R(0)
)

. Since Rd \ Bd

R(0) is a domain, there exists a path γ joining

ζ1 with ζ2 in Rd \Bd

R(0). Hence [x, ζ1] ∪ γ ∪ [ζ2, y] join x with y in Rd \D. Q.E.D.

Theorem 182. The formal powers
⋃∞
m=0 Sm(Ω) are a strongly complete system of solu-

tions for SolS(Ω).

Proof. If K ⊂ Ω is compact, then Star(K) is a bounded star-shaped domain w.r.t. the

origin, so then Rd \ Star(K) is connected by Lemma 181. It follows from Theorem 179

that for any solution u ∈ SolS(Ω) and ε > 0 there exists S ∈ Span (
⋃n
m=0 Sm(Ω)) such

that max
x∈K
|u(x)− S(x)| < ε Q.E.D.

An orthogonal basis for SolS2 (Bd
R(0)) is proposed in the following theorem.

Theorem 183. For any m ∈ N0, fix an orthonormal basis {Y (m)
1 , · · · , Y (m)

dm
} for Hm(Sd−1)

and define

V(m)
k (x) = rmφm(r)Y

(m)
k (x′) k = 1, dm. (8.32)

Then S = {{V(m)
k }

dm
k=0}∞m=0 is an orthogonal basis for the Bergman space SolS2 (Bd

R(0)). In

particular Sm(Bd
R(0)) ⊥ Sn(Bd

R(0)) if n 6= m.

Proof. First, note that Sm(Bd
R(0)) ⊂ L2(Bd

R(0)). Let m,n ∈ N0, and k ∈ {1, · · · , dm} and

j ∈ {1, · · · , dn}, with (m, k) 6= (n, k). Then

〈V(m)
k ,V(n)

j 〉L2(BdR(0)) =

∫
BdR(0)

V(m)
k (x)V(n)

j (x)dVx

=

∫ R

0

rd−1

∫
Sd−1

rn+mφm(r)φm(r)Y
(m)
k (x′)Y

(m)
j (x′)dσx′dr

=

(∫ R

0

rm+n+d−1φm(r)φm(r)dr

)(∫
Sd−1

Y
(m)
k (x′)Y

(m)
j (x′)dσx′

)
.

Thus, 〈V(m)
k ,V(n)

j 〉L2(BdR(0)) = 0 if (m, k) 6= (n, j). Then {V(m)
k }

dm
k=0 is an orthogonal basis for

Sm(Bd
R(0)), and Sm(Bd

R(0)) ⊥ Sn(Bd
R(0)) if n 6= m. Finally, if u ∈ SolS2 (Bd

R(0)), take h ∈
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B2(Bd
R(0)) such that u = Th. By Theorem 21 we can write h(x) =

∑∞
m=0 r

m
(∑dm

k=0 ĥ
(m)
k Y

(m)
k (x′)

)
,

where ĥ
(m)
k = 〈h, rmY (m)

k 〉L2(BdR(0)) and the series converges in the L2 norm. Thus, due to

the boundedness of T,

u(x) = Th(x) = T

[
∞∑
m=0

rm

(
dm∑
k=0

ĥ
(m)
k Y

(m)
k (x′)

)]
=

∞∑
m=0

(
dm∑
k=0

ĥ
(m)
k T

[
rmY

(m)
k (x′)

])

=
∞∑
m=0

(
dm∑
k=0

ĥ
(m)
k φm(r)rmY

(m)
k (x′)

)
=

∞∑
m=0

(
dm∑
k=0

ĥ
(m)
k V

(m)
k (x)

)
.

Hence u can be expanded into a Fourier series of formal powers (8.32). Q.E.D.

Example 184. For d = 2 the formal powers Vn(r, θ) := r|n|φ|n|(r)e
inθ, n ∈ Z represent

an orthogonal basis for SolS2 (B2
R(0)).

Example 185. For d = 3 the functions φm(r) = ym(r)
rm+1 are determined by the regular

solutions ym(r) of the perturbed Bessel equation

−y′′m(r) +
m(m+ 1)

r2
ym(r) + q(r)ym(r) = 0.

Consider the orthonormal basis for the spherical harmonics Hm(S2) given by

Y
(m)
k (θ, φ) :=

√
(2m+ 1)(m− k)!

4π(m+ k)!
P

(m)
k (cos(θ))eikφ for 0 6 θ 6 π, 0 6 φ < 2π; k = −m,m

(the classical 3-dimensional spherical harmonics), where P
(m)
k is the associated Legendre

polynomial P
(m)
k (x) := (−1)k

2mm!
(1− x2)

k
2
dk+m

dxk+m (x2 − 1)m.

Then V(m)
k (r, θ, φ) :=

√
(2m+ 1)(m− k)!

4π(m+ k)!
rmφm(r)P

(m)
k (cos(θ))eikφ, m ∈ N0, k =

−m,m represent an orthogonal basis for SolS2 (B3
b (0)).

Remark 186. For higher dimensions considering spherical coordinates on Sd−1 for x′ =

(x1, · · · , xd) ∈ Sd−1, we write

x1 = sin(θd−1) sin(θd−2) · · · sin(θ2) sin(θ1),

x2 = sin(θd−1) sin(θd−2) · · · sin(θ2) cos(θ1)

x3 = sin(θd−1) sin(θd−2) · · · sin(θ3) cos(θ2)

...

xd−1 = sin(θd−1) cos(θd−2),

xd = cos(θd−1),
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where 0 6 θ1 6 2π, 0 6 θi 6 π, for i = 2, d− 1. Then the surface measure on Sd−1 is

given by dσ =
(∏d−2

j=1(sin(θd−j)
d−j−1

)
dθd−1 · · · dθ1 (see [37, Ch. 1]). For α ∈ Nd

0 with

αd ∈ {0, 1}, define

Yα(x) := [hα]−1gα(θ1)
d−2∏
j=1

(sin(θd−j))
|αj+1|C(λj)

αj
(cos(θd−j)),

where |αj| := αj + · · ·+ αd−1; λj := |αj+1|+ d−j−1
2

,

gα(θ1) :=

cos(αd−1θ), if αd = 0,

sin(αd−1θ), if αd = 1.

and C
(λ)
n (x) := (2λ)n

(λ+ 1
2

)n
P

(λ− 1
2
,λ− 1

2)
n (x) are the Gegenbauer polynomials and

[hα]2 := bα

d−2∏
j=1

(αj!)
(
d−j+1

2

)
|αj+1| (αj + λj)

(2λj)αj
(
d−j

2

)
|αj+1| λj

,

in which

bα :=

2, if αd−1 + αd > 0,

1, otherwise.

Then {Yα | |α| = m, αd ∈ {0, 1}} is an orthonormal basis for Hm(Sd − 1) [37, Th. 1.5.1].

Consequently, {{rmφm(r)Yα | |α| = m, αd ∈ {0, 1}}}∞m=0 is an orthogonal basis for SolS2 (Bd
b (0)).

8.5.2 Approximation of weak solutions

Once the strong completeness of the formal powers has been obtained, we can apply the

results of section 2.4 to approximate the weak solutions. Since the formal powers are well

defined in the smallest ball Bb(0) containing the star shaped domain Ω, the completeness

of the formal powers can be formulated as follows. As a direct consequence of Theorems

143, 145 and 147 we have the completeness of the formal powers in the space of weak

solutions.

Theorem 187. Suppose that q ∈ Cp(Bd
R(0)), with p = 1 +

[
d
2

]
. Then in any simply

connected Lipschitz domain ω b Bd
R(0) the radial formal powers

⋃∞
m=0 Sm(Bd

R(0)) are a
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complete system of solutions in SolSw(ω) with respect to the L2-norm. If ω is extendable,

the completeness holds with respect to the H1-norm.

Additionally, in the case when ω is of class C2, and there exists a ρ-neighborhood of

ω where q ∈ C∞(ωρ), the radial formal powers are complete with respect to the H2-norm

as well.

8.6 Construction of the formal powers

As was shown above the construction of the formal powers reduces to the construction of

the functions φm(r) = ym(r)

rm+ d−3
2

which implies solving the perturbed Bessel equation

Pmym(r) := −y′′m(r) + q(r)ym(r) +
`m(`m + 1)

r2
ym(r) = 0 for 0 < r 6 b, (8.33)

where `m = m + d−3
2

, for m ∈ N. A special case is precisely when d = 2 and m = 0, and

hence `0 = −1
2
. However, first we consider the case `m = m+ d−3

2
> 0, for d 6= 2 or d = 2

and m > 0. It is well known that for q ∈ C[0, b] there exists a unique regular solution ym of

(8.33) that satisfies the asymptotic conditions ym(r) ∼ r`m+1, y′m(r) ∼ (`m+1)r`m , r → 0+

(see [73, 127]). First, consider the Bessel equation

Bmψ(r) = −ψ′′(r) +
`m(`m + 1)

r2
ψ(r) = 0.

A fundamental set of solutions is given by {r`m+1, r−`m}, with the WronskianW (r`m+1, r−`m) =

−(2`m+ 1) = −2(m−1)−d. Following [127], we are looking for a solution as a functional

series

ym(r) =
∞∑
k=0

ψmk (r). (8.34)

Substituting formally the series into (8.33) and establishing that ψm0 (r) := r`m+1, one can

get a sufficient condition for (8.34) to be a solution, and it consists in the requirement

that the system of functions {ψmk (r)}∞k=0 should satisfy the recursive relations

Bmψ
m
k (r) = −q(r)ψmk−1(r) for m > 1. (8.35)

Eq. (8.35) can be solved applying the method of variation of parameters. For this, we

define the kernel function

Lm(r, s) :=
1

2`m + 1

(
r`m+1

s`m
− s`m+1

r`m

)
for (r, s) ∈ (0, b]× (0, b]. (8.36)
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Then

ψmk (r) :=


rm+ d−1

2 , for k = 0,∫ r

0

Lm(r, s)q(s)ψmk−1(s)ds, for k > 1.
(8.37)

Remark 188. 1. Lm ∈ C2 ((0, b]× (0, b]) and Lm(r, r) = 0.

2. ∂
∂r
Lm(r, s)

∣∣∣
r=s

= 1
2`m+1

(
(`m + 1) r

`m

s`m
+ `m

s`m+1

r`m+1

) ∣∣∣
r=s

= 1.

3. ∂2

∂r2Lm(r, s) = `m(`m+1)
r2 Lm(r, s).

The following lemma provides some bounds for the function Lm which allow one to

establish the convergence of the integral in (8.37).

Lemma 189. For all (r, s) ∈ (0, b]× (0, b] such that 0 < s 6 r, the function Lm satisfies

the inequalities

(i) |Lm(r, s)| 6 2
2`m+1

r`m+1

s`m
.

(ii)
∣∣ ∂
∂r
Lm(r, s)

∣∣ 6 ( r
s

)`m
.

Proof. (i) First, note that s
r
6 1 6 r

s
. Since `m > 0 we have

(
s
r

)`m 6 ( r
s

)`m
. Then

|Lm(r, s)| 6 2

2`m + 1

[
r
(r
s

)`m
+ s

(s
r

)`m]
6

2

2`m + 1
r
(r
s

)`m
.

(ii) Note that s
r
6 1⇒

(
s
r

)`m+1
6
(
s
r

)`m
, and so∣∣∣∣ ∂∂rLm(r, s)

∣∣∣∣ 6 1

2`m + 1

[
(`m + 1)

(r
s

)`m
+ `m

(s
r

)`m+1
]

6
1

2`m + 1

[
(`m + 1)

(r
s

)`m
+ `m

(s
r

)`m]
6
(r
s

)`m
.

Q.E.D.

Using these bounds in the following statement we find majorants for the functions

(8.37).

Proposition 190. For all r ∈ [0, b] the inequalities hold

(i) |ψmk (r)| 6
(

2

2`m + 1

)k
r`m+1

k!

(∫ r

0

s|q(s)|ds
)k

∀k > 0,
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(ii) |(ψmk )′(r)| 6
(

2

2`m + 1

)k−1
r`m

k!

(∫ r

0

s|q(s)|ds
)k

∀k > 1.

In consequence, {ψmk }∞k=0 ∈ C1[0, b] ∩ C2(0, b]. Furthermore, for k > 1, ψmk satisfies

the recursive equation (8.35).

Proof. For the first inequality, note that for k = 0 it is fulfilled. For k > 1 we proceed by

induction. For k = 1 we have

|ψm1 (r)| 6
∫ r

0

|Lm(r, s)||q(s)|s`m+1ds

(Lemma 189(i)) 6
2

2`m + 1

∫ r

0

r`m+1

s`m
|q(s)|s`m+1ds

=
2

2`m + 1
r`m+1

∫ r

0

s|q(s)|ds.

This proves the case k = 1. We assume the validity of inequality (i) for k > 1, and

prove it for k + 1,

|ψmk+1(r)| 6
∫ r

0

|Lm(r, s)||q(s)||ψmk (s)|ds

(Lemma 189(i)) 6
2

2`m + 1

∫ r

0

r`m+1

s`m
|q(s)||ψmk (s)|ds

(Induction hypothesis) 6
2

2`m + 1
r`m+1

∫ r

0

|q(s)|
s`m

(
2

2`m + 1

)k
s`m+1

k!

(∫ s

0

ζ|q(ζ)|dζ
)k

ds

=

(
2

2`m + 1

)k+1
r`m+1

k!

∫ r

0

s|q(s)|
(∫ s

0

ζ|q(ζ)|dζ
)k

ds

=

(
2

2`n + 1

)k+1
r`m+1

(k + 1)!

(∫ r

0

s|q(s)|ds
)k+1

.

This concludes the induction and proves (i) for all k > 0. For the derivative, first note

that

(ψmk )′(r) = Lm(r, r)q(r)ψmk−1(r) +

∫ r

0

∂

∂r
Lm(r, s)q(s)ψmk−1(s)ds

=

∫ r

0

∂

∂r
Lm(r, s)q(s)ψmk−1(s)ds,

because Lm(r, r) = 0. Then, applying Lemma 189(i) and the inequality (i) we have

|(ψmk )′(r)| 6
∫ r

0

∣∣∣∣ ∂∂rLm(r, s)q(s)ψmk−1(s)

∣∣∣∣ ds
6
∫ r

0

(r
s

)`m
|q(s)|

(
2

2`m + 1

)k−1
s`m+1

(k − 1)!

(∫ s

0

ζ|q(ζ)|dζ
)k−1

ds

=

(
2

2`m + 1

)k−1
r`m

k!

(∫ r

0

s|q(s)|ds
)k

.
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Hence, {ψmk }∞k=0 and their derivatives are well defined with ψmk (0) = (ψmk )′(0) = 0. Thus,

{ψmk }∞k=0 ⊂ C1[0, b] ∩ C2(0, b]. Finally, simple calculation shows that ψmk satisfies the

recursive relation (8.35). Q.E.D.

The convergence of the series (8.34) is established in the next theorem.

Theorem 191. For m ∈ N, the functional series (8.34), with the series of the first

derivatives, converges absolutely and uniformly on the whole segment [0, b], and the se-

ries of the second derivatives converges absolutely and uniformly on each compact in-

terval [δ, b] ⊂ (0, b]. The function ym defined by the series (8.34) is a regular solution

of the perturbed Bessel equation (8.33), that satisfies the asymptotic conditions ym(r) ∼

r`m+1, y′m(r) ∼ (`m + 1)r`m , r → 0+.

Proof. We establish the convergence of the series (8.34). Let x ∈ [0, b]. By Proposition

190, we have

∞∑
k=0

|ψmk (r)| 6
∞∑
k=0

(
2

2`m + 1

)k
r`m+1

k!

(∫ r

0

s|q(s)|ds
)k

6 b`m+1

∞∑
k=0

1

k!

(
2

2`m + 1
‖sq(s)‖L1[0,b]

)k
= b`m+1 exp

(
2

2`m + 1
‖sq(s)‖L1[0,b]

)
.

Hence by the Weierstrass M-test, the series ym(r) =
∑∞

k=0 ψ
m
k (r) converges absolutely and

uniformly on [0, b]. In a similar way one can show that the series of the first derivatives

converges on [0, b] (using the bounds of Proposition 190 (ii)). For the second derivative,

take 0 < δ < b and r ∈ [δ, b]. By the recursive relation (ψmk )′′ = −q(r)ψmk−1 −
`m(`n+1)

r2 ψmk ,

we have

∞∑
k=1

|(ψmk )′′(r)| 6 max
r∈[0,b]

|q(r)| ·
∞∑
k=0

|ψmk (r)|+ `m(`m + 1)

δ2

∞∑
k=1

|ψmk (r)|.

Since both series on the right hand side converge absolutely and uniformly, the same

is true on the interval [δ, b] for the series of second derivatives as well. Then ym ∈

C1[0, b] ∩ C2(0, b]. Thus, substituting the series of ym into (8.33) and using the recursive

relation (8.35) we obtain that ym is a regular solution. Finally, in order to establish the
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asymptotics of ym(r), we note that

|ym(r)− r`m+1| 6
∞∑
k=1

(
2

2`m + 1

)
r`m+1

k!

(∫ r

0

s|q(s)|ds
)k

= r`m+1

{
exp

(
2

2`m + 1

∫ r

0

s|q(s)|ds
)
− 1

}
.

Then

∣∣∣∣ym(r)

r`m+1
− 1

∣∣∣∣ 6 {exp

(
2

2`m + 1

∫ r

0

s|q(s)|ds
)
− 1

}
. The right hand side tends to

zero when r → 0+. Hence limr→0+
ym(r)
r`n+1 = 1, which is the first asymptotic relation sought.

The proof of the second is similar. Q.E.D.

Remark 192. From the proof of Theorem 191 we obtain additionally two important facts.

1. For arbitrary m ∈ N we have the bound

|φm(r)| =
∣∣∣∣ym(r)

r`m+1

∣∣∣∣ 6 exp

(
2

2`m + 1
‖sq(s)‖L1[0,b]

)
= exp

(
‖sq(s)‖L1[0,b]

2m+ d− 1

)
6 exp

(
‖sq(s)‖L1[0,b]

)
,

so {φm}∞m=0 ⊂ C[0, b] is uniformly bounded.

2. For the case b = 1 we have that

|φm(1)− 1| = |ym(1)− 1| 6
{

exp

(
‖sq(s)‖L1[0,1]

2m+ d− 1

)
− 1

}
.

The right hand side tends to zero when m→∞, hence we conclude that lim
m→∞

φm(1) =

1.

In this way the existence of the functions φm(r) is established, m ∈ N.

When `m = −1
2
, the idea is to implement a similar procedure for B0ψ0(r) = −ψ′′0(r)−

1
4r2ψ0(r). In this case a fundamental set of solutions is given by {r 1

2 , r
1
2 log(r)}, and the

Wronskian is W (r
1
2 , r

1
2 log(r)) = 1. The existence of a regular solution for B0y0(r) = 0 is

established under the condition that the potential satisfies the condition r(1−log(r))q(r) ∈

L1[0, b] (see [73]). This condition may be weakened of the type r1−εq(r) ∈ L1[0, b], for

some 0 < ε < 1 (see [93]). Either of these two conditions is satisfied by a continuous

potential.

Following the same procedure we define

L0(r, s) =
√
rs (log(r)− log(s)) =

√
rs log

(r
s

)
for (r, s) ∈ (0, b]× (0, b]
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The function L0 satisfies the same conditions as those of L0(r, r),

∂

∂r
L0(r, s)

∣∣∣
r=s

=

√
s

r

[
1

2
log
(r
s

)
+ 1

] ∣∣∣
r=s

= 1,

and satisfies the equation ∂2

∂r2L0(r, s) = 1
4r2L0(r, s). Also the following bounds are valid.

Lemma 193. The function L0 satisfies for 0 < s 6 r 6 b the following inequalities

(i) |L0(r, s)| 6 r
√

r
s
.

(ii)
∣∣ ∂
∂r
L0(r, s)

∣∣ 6 3
2

√
r
s
.

Proof. Using the inequality

| log(x)| 6 1

2

∣∣∣∣x− 1

x

∣∣∣∣ for x > 0

and that s
r
6 1 6 r

s
we have

|L0(r, s)| 6
√
rs

2

∣∣∣r
s
− s

r

∣∣∣ 6 √rs · r
s

= r

√
r

s
.

For the derivative, we have∣∣∣∣ ∂∂rL0(r, s)

∣∣∣∣ =

√
s

r

∣∣∣∣12 log
(r
s

)
+ 1

∣∣∣∣
6

√
s

r

[
1

2

∣∣∣log
(r
s

)∣∣∣+ 1

]
6

√
s

r

[ r
2s

+ 1
]

=
1

2

√
r

s
+

√
s

r
6

3

2

√
r

s
.

Q.E.D.

Now, we define the system of functions

ψ0
k(r) :=


√
r, for k = 0,∫ r

0

L0(r, s)q(r)ψ0
k−1(s)ds, for k > 1.

Repeating the same procedure as for the previous case, one can obtain the bounds for

this system of functions.
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Proposition 194. For all r ∈ [0, b] the functions {ψ0
k}∞k=0 satisfy the inequalities

(i) |ψ0
k(r)| 6

√
rbk

k!

(∫ r

0

|q(t)|dt
)k

∀k > 0.

(ii) |(ψ0
k)
′(r)| 6

√
rbk−1

k!

(∫ r

0

|q(t)|dt
)k

∀k > 1.

Similarly to Theorem 191 we obtain the following statement.

Theorem 195. The functional series y0(r) =
∑∞

k=0 ψ
0
k(r) and the series of the first

derivatives converge absolutely and uniformly on [0, b], and the series of the second deriva-

tives converges absolutely and uniformly on each compact interval [δ, b] ⊂ (0, b]. Further-

more, the function y0 is a regular solution of the perturbed Bessel equation P0y0(r) = 0,

that satisfies the asymptotic conditions y0(r) ∼
√
r, y′0(r) ∼ 1

2
√
r
, r → 0+.

Proof. The proof of the convergence of the series is similar to that from Theorem 191.

Thus, y0 ∈ C1[0, b]∩C2(0, b]. Also the system of functions satisfies the recurrence relation

B0ψ
0
k(r) = −q(r)ψ0

k−1(r), for k > 1, hence y0 is a regular solution of B0y0(r) = 0. Finally,

we have the estimate∣∣∣∣y0(r)√
r
− 1

∣∣∣∣ 6 1√
r

∞∑
k=1

√
rbk

k!

(∫ r

0

|q(t)|dt
)k

=

{
exp

(
b

∫ r

0

|q(s)|ds
)
− 1

}
.

The right hand side tends to zero when r → 0+, from where we get that lim
r→0+

y0(r)√
r

= 1.

The proof of the second asymptotic condition is similar. Q.E.D.

Hence, the function φ0(r) = y0(r)√
r

is continuous, and the system of functions {φm}∞m=0 ⊂

C[0, b] is uniformly bounded. As a corollary of this observation, we obtain the absolute

convergence of the expansion in terms of the formal powers.

Corollary 196. Any function u ∈ SolS(Bd
b (0)) admits a series of the form

u(x) =
∞∑
m=0

Um(x),

where Um ∈ Sm(Bd
b (0)), and the series converges absolutely and uniformly on each

compact subset of Bd
b (0).
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Proof. Given u ∈ SolS(Bd
b (0)), take h ∈ Har(Bd

b (0)) with u = Th. By Theorem 17, h

admits an expansion u(x) =
∑∞

m=0 pm(x), with pm ∈ Hm(Rd), and this series converges

absolutely and uniformly on compact subsets of Bd
b (0). Applying the transmutation op-

erator we obtain the expansion u(x) =
∑∞

m=0 Um(x) and the uniform convergence. For

the absolute convergence, note that

∞∑
m=0

|Um(x)| =
∞∑
m=0

|φm(r)||pm(x)| 6
(

sup
m∈N0

‖φm‖C[0,b]

)
·
∞∑
m=0

|pm(x)|,

and the last series converges absolutely. Thus, the expansion of u converges absolutely.

Q.E.D.

As an application, we construct the solution of the Dirichlet D(0,ϕ) problem in the unit

ball Bd. We mention here another approach based on the transmutation operator T for

solving the Dirichlet problem, developed in [57, 58, 59] where for the case of a positive

potential q and ϕ ∈ C(Sd−1) the unique solution u of D(0.ϕ) is constructed as u = Th

with h being given as a double layer potential of some solution of an integral Fredholm

equation.

Using the orthogonal basis of SolS2 (Bd) we obtain an explicit expression for the solution

of D(0,ϕ), as a series of the formal powers.

Proposition 197. Suppose that D(0,0) has only the trivial solution. Given ϕ ∈ Cp(Sd−1)

with p = 2
[
d+3

4

]
, the unique solution of the Dirichlet problem D(0,ϕ) can be written as the

series

u(x) =
∞∑
m=0

dm∑
k=1

û
(m)
k V

(m)
k (x), (8.38)

where

û
(m)
k :=

〈ϕ, Y (m)
k 〉L2(Sd−1)

φm(1)
for m ∈ N0, k = 1, dm. (8.39)

The series (8.38) converges in L2(Bd), and uniformly and absolutely in Bd.

Proof. We look for a solution in the form (8.38). On the boundary we have

ϕ(x′) = u(1, x′) =
∞∑
m=0

dm∑
k=1

û
(m)
k V

(m)
k (1, x′) =

∞∑
m=0

dm∑
k=1

û
(m)
k φm(1)Y

(m)
k (x′).

207



By Proposition 20 (5), {{Y (m)
k }dmk=1}∞m=0 is an orthogonal basis for L2(Sd−1). Then the

coefficients of the last expansion have the form

û
(m)
k φm(1) = ϕ̂

(m)
k := 〈ϕ, Y (m)

k 〉L2(Sd−1), m ∈ N0, k = 1, dm.

If φm(1) = 0 for some m, then V(m)
k is a solution for the radial Schrödinger equation

with V(m)
k

∣∣
Sd−1 ≡ 0, and is a non trivial solution for D(0,0), which contradicts the hy-

pothesis. Thus, φm(1) 6= 0 for all m and we obtain formula (8.39). By Remark 192 (2),

limn→∞ φm(1) = 1, and φm(1) 6= 1 for all m, hence the sequence { 1
φm(1)

}∞m=0 is bounded,

so we have
∞∑
m=0

∞∑
k=1

|û(m)
k |

2 6

(
sup
m∈N0

1

|φm(1)|

)2

·
∞∑
m=0

∞∑
k=1

|ϕ̂(m)
k |

2 < +∞.

Thus, the series (8.38) converges in L2(Bd). Moreover, since ϕ ∈ Cp(Sd−1) with p =

2
[
d+3

4

]
, its Fourier expansion in spherical harmonics converges absolutely and uniformly

on Sd−1 (see [67]),
∑∞

m=0

∑dm
k=1 |ϕ̂

(m)
k | <∞, and hence

∞∑
m=0

dm∑
k=1

|rmφm(r)û
(m)
k Y

(m)
k (x′)| 6

(
sup
m∈N0

‖φm‖C[0,b]

)
·
(

sup
m∈N0

1

|φm(1)|

)
·
∞∑
m=0

dm∑
k=1

|ϕ̂(m)
k | <∞.

With the aid of the Weierstrass M-test we obtain the absolute and uniform convergence

in Bd. Q.E.D.

Remark 198. For d = 2 it is sufficient that ϕ ∈ Lip(S1) in order to guarantee the

absolute and uniform convergence of its Fourier series on S1 (see [10, Ch. II]).

Example 199. Consider the Helmholtz equation 4u(x) + κ2u(x) = 0. In this case, the

equation for the coefficients {φm}∞m=0 is given by

rφ′′m(r) + (2m+ d− 1)φ′m + rκ2φm(r) = 0.

For d = 3, the solutions of the equation rφ′′m(r)+2(m+1)φ′m+rκ2φm(r) = 0 are given

by φm(r) =
√

2
π
jm(κr)
rm

, where jm(r) =
√

π
2r
Jm+ 1

2
(r) are the spherical Bessel functions.

Then an orthogonal complete system in three dimensions is

V(m)
k (r, θ, φ) =

√
(2m+ 1)(m− k)!

2π2(m+ k)!
jm(κr)P

(m)
k (cos(θ))eikφ m ∈ N0; k = −m,m,

with 0 < r 6 b; 0 6 θ 6 π; 0 < φ < 2π. This coincides with known results for the

Helmholtz equation in three dimensions (see, e.g., [43, p. 44]).
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Example 200. Consider in R3 on some bounded star-shaped domain the radial equation

43u(x)− |x|2u(x) = 0.

In this case, the associated perturbed Bessel equation is

− y′′(r) +

(
m(m+ 1)

r2
+ r2

)
y(r) = 0 for 0 < r 6 b. (8.40)

Applying formulas (8.37) for the system of functions {ψmk }∞k=0, a direct computation

shows that

ψm0 (r) := rm+1; ψmk (r) =
rm+1+4k

4 · 8 · · · (4k)(2m+ 1)(2m+ 5) · · · (2m+ 1 + 4k)
for k ∈ N.

The last expressions can be written as

ψmk (r) =
Γ
(

2m+5
4

)
rm+1+4k

42kk!Γ
(

2m+1
4

+ k + 1
) for k ∈ N0.

By Theorem 191, the regular solution is given by

ym(r) = rm+1

∞∑
k=0

Γ
(

2m+5
4

)
r4k

42kk!Γ
(

2m+1
4

+ k + 1
) = Γ

(
2m+ 5

4

)
· 2m+ 1

2 ·
√
r · I 2m+1

4

(
r2

2

)
.

Hence an orthogonal complete system of solutions for (8.40) has the form

V(m)
k (r, θ, φ) =

√
(2m+ 1)(m− k)!

4π(m+ k)!
·

Γ
(

2m+5
4

)
· 2m+ 1

2

rm+ 1
2

· I 2m+1
4

(
r2

2

)
P

(m)
k (cos(θ))eikφ,

for m ∈ N0, k = −m,m; and 0 < r 6 b; 0 6 θ 6 π; 0 6 φ < 2π.

8.7 A relation with a transmutation operator for the

perturbed Bessel equation

Consider the radial part of the Laplacian 4d and define the radial operators

L :=
d2

dr2
+
d− 1

r

d

dr
, Lq := L− q(r),

defined on C2[0, b]. Note that the Laplacian in polar coordinates has the formal form

L + c2

r2 with c = ∂
∂θ

. The operator T can be seen as an operator in C[0, b] having a

Volterra type form

Ty(r) = y(r) +

∫ r

0

K(r, s)y(s)ds for y ∈ C[0, b]
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with K(r, s) = ρ
d
2−1

2r
d
2
G
(
r, 1− s

r

)
. It was shown in Section 8.2 that T is a transmutation

operator for the pair r2Lq and r2L. A direct computation shows that K satisfies the

equation

r2Krr + (d− 1)rKr + [(d− 2)− r2q(r)]K = ρ2Kρρ + (5− d)ρKρ for (r, s) ∈ Π

where Π := {(r, s) | 0 < s 6 r 6 b} (see [11, Ch. IV]). Aditionally, K satisfies the condition

K(r, r) =
1

2r

∫ r

0

tq(t)dt.

If we consider K(r, s) = κ(r,s)
s3−d

, then the function κ satisfies the problem:r
2 (4r − q(r))κ(r, s) = s24s κ(r, s) for (r, s) ∈ Π

κ(r, r) = − 1
2rd−2

∫ r
0
tq(t).

Denote L̂q := r2Lq and L̂ = r2L. Then L̂qT = TL̂ on C2[0, b].

Let y ∈ C2[0, b] be such that u = r
1−d

2 y ∈ C[0, b]. Applying Lq to u and proceeding as

in the proof of Theorem 176, we obtain

Lqu = r
1−d

2

[
y′′ − q(r)y −

(
d− 1

2

)(
d− 3

2

)
y

r2

]
= r

1−d
2

[
y′′ − q(r)y − `d(`d + 1)

r2
y

]
where `d = d−3

2
. The operator P := d2

dr2 − q(r)− `d(`d+1)
r2 is the perturbed Bessel operator.

We have the relation Lq

(
r

1−d
2 y
)

= r
1−d

2 Py.

Definition 201. Let α ∈ R. We define the radial multiplication as the operator

Mα : D(Mα) ⊂ C[0, b]→ C[0, b] given by

Mαy(r) := rαy(r) for y ∈ C[0, b] with rα ∈ C[0, b].

Note that Mα is a densely defined operator, and for α > 0, D(Mα) = C[0, b]. The

operator satisfies the commutativity relation MαMβ = MβMα = Mα+β.

Let B := d2

dr2 − `(`+1)
r2 denote the spherical Bessel operator. Then the following (trans-

mutation) relations are valid

LqM
− d−1

2 = M− d−1
2 P, LM− d−1

2 = M− d−1
2 B. (8.41)
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Due to the commutativity of the operators Mα similar relations are valid for the operators

P̂ := M2P and B̂ := M2B.

It is well known that there exists an operator

T̃f(x) = f(x) +

∫ x

0

V (x, t)f(t)dt, (8.42)

such that the kernel V is a continuous function satisfying
(
∂2

∂x2 − q(x)− `(`+1)
x2

)
V (x, t) =

(
∂2

∂t2
− `(`+1)

t2

)
V (x, t),

V (x, x) =
1

2

∫ x

0

tq(t)dt, lim
t→0+

t`V (x, t) = 0

and the condition sup
06x6b

∫ x

0

|V (x, t)|2dt <∞ (see [36]) . Operator T̃ satisfies the condition

PT̃ = T̃B in E`[0, b], (8.43)

where E`[0, b] :=
{
y ∈ C2[0, b] | y(0) = 0 and y′(r) = O(r`), r → 0+, if ` = −1

2

}
(see [94]).

The following theorem establishes a relation between T and T̃.

Theorem 202. The operators T and T̃ satisfy the equalities

Lq

(
M− d−1

2 T̃
)

=
(
M− d−1

2 T̃
)

B. (8.44)

and

P̂
(
M

d−1
2 TM− d−1

2

)
=
(
M

d−1
2 TM− d−1

2

)
B̂. (8.45)

Proof. Note that

Lq

(
M− d−1

2 T̃
)

=
(
LqM

− d−1
2

)
T̃

By (8.41) = M− d−1
2

(
PT̃
)

By (8.43) = M− d−1
2

(
T̃B
)
,

and we obtain the relation (8.44). On the other hand, since L̂q = M− d−1
2 P̂M

d−1
2 and

L̂ = M− d−1
2 B̂M

d−1
2 , we have(

M− d−1
2 P̂M

d−1
2

)
T = T

(
M− d−1

2 B̂M
d−1

2

)
.

Hence

P̂
(
M

d−1
2 TM− d−1

2

)
=
(
M

d−1
2 TM− d−1

2

)
B̂.

Q.E.D.
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Chapter 9

Conclusions and future work

Two new applications of transmutation operator theory to direct and inverse spectral

problems for the SLEIF and to the construction of complete system solutions for the

radial Schrödinger equation, were presented. The following results were obtained.

1. A transmutation operator that transforms solutions of v′′+ρ2v = 0 into solutions of

the SLEIF is constructed. Its main properties of boundedness and invertibility are

proved. A Fourier-Legendre series representation for the integral transmutation ker-

nel is obtained with a recursive integration procedure for the expansion coefficients,

together with a representations of the solutions C(ρ, x) and Sh(ρ, x) as NSBF.

2. A direct method for solving the inverse spectral problem for the SLEIF is presented.

It is based on an integral representation for the solution with a continuous kernel,

for which a Gelfand-Levitan equation is derived. The method reduces the inverse

problem to an infinite system of linear algebraic equations for the Fourier-Legendre

coefficients of the series expansion of the integral kernel, and the impedance function

is recovered from the first coefficient of the solution vector. The numerical realization

of the method is simple and involves nothing but the built-in functions of a modern

numerical computing environment, such as Matlab.

3. An integral representation for the Jost solution and its derivative is obtained, to-

gether with an expansion in the form of a power series defined in the unit disk of

the variable z =
1
2

+iρ
1
2
−iρ . The coefficients of the series expansion can be computed
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recursively. As was shown in [38, 78] this kind of representations are useful for the

numerical computation of the Jost solution. The spectral data of the Sturm-Liouville

problem are characterized and explicit formulas are obtained for the calculation of

the eigenvalues, the normalizing constants and the spectral function.

4. Results on the Runge property for strongly elliptic equations are reported which

allow one to extend the results on the completeness of systems of classical solutions

onto essentially arbitrary bounded Lipschitz domains and spaces of weak solutions.

This is especially important in the context of the transmutation operator theory

which provides the possibility of efficient construction of complete systems of solu-

tions for equations with variable coefficients.

5. The continuity and invertibility of the transmutation operator for the radial Schödinger

equation, and its inverse, are established together with the transmutation property,

a Fourier-Jacobi series representation for the integral transmutation kernel and uni-

form estimates for the approximations. From the Fourier-Jacobi series a complete

system of solutions for (8.1) (called formal powers) is obtained. The completeness

is established in the sense of uniform convergence on compact subsets and in L2

and H2-norms. The complete system can be applied to approximate solutions of

boundary value problems by means of linear combinations of formal powers. The

formal powers can also be used in the construction of the Green function or the

Bergman reproducing kernels related with boundary value problems.

Of course, there are still several interesting questions to be answered, for example:

1. The construction of transmutation operators for less regular impedance functions,

for example, for impedance functions from W 1,1(−b, b).

2. The invertibility of the transmutation operators Th, with h 6= 1, as well as a formula

to relate operators corresponding to different parameters.

3. The solution of the inverse problem for an impedance function a ∈ W 1,p(0, π), for

1 6 p 6 ∞, which includes the derivation of a Gelfand-Levitan equation and the

asymptotic relations for the spectral data.
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4. The derivation of a Gelfand-Levitan equation for the Sturm-Liouville problem (5.1),

(5.2) for h 6= 0, as well as its solution.

5. Develop a procedure for solving the dispersion problem for Eq. (1.46) in the whole

line, analogous to the obtained for the Schrödinger equation [69, 77].

6. The construction of a transmutation operator and a complete system of solutions for

the Schrödinger equation possessing other symmetries, for example, in cylindrical

coordinates.
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and Present, Birkhüser, Basel, 2005, pp. 271-331.

[48] L. Faddeev, The inverse problem of quantum scattering theory, Uspekhi Mat. Nauk

14 (1959) 57-119.

[49] M. V. Fedoryuk, Asymptotics, integrals and series, Moscow, Nauka, 1987 (in

Russian).

[50] M.V. Fedoryuk, Ordinary Differential Equations, URSS, Moscow, 2017 (in

Russian).

[51] G. B. Folland, Real Analysis, Modern Techniques and Their Applications, 2nd.

Edition, New-York: Wiley, 1999.

[52] G. Freiling, V. Yurko, Inverse Sturm-Liouville problems and their applications,

NY: Nova Science Pub Inc; 2001.

[53] K. O. Friedrichs, On the differentiability of the solutions of elliptic differential

equations, Comm. Pure Appl. Math. Vol. 6, No. 3 (1953), pp. 299-326.

[54] Q. Gao, Z. Huang, X. Cheng, A finite difference method for an inverse Sturm-

Liouville problem in impedance form, Numer Algor. 70 (2015) 669-690 .

[55] I.M. Gelfand, B.M. Levitan, On the determination of a differential equation

from its spectral function. Izvestiya AN SSSR, Ser. matem. 15(4), 309–360 (1951)

219



[56] R. P. Gilbert, Function Theoretic Methods in Partial Differential Equations, New

York: Academic Press, 1969.

[57] R. P. Gilbert, A method of ascent for solving boundary value problems, Am.

Math. Soc. No. 75 (6) (1969), 1286-1289.

[58] R. P. Gilbert, The construction of solutions for boundary valued problems by

function theoretic methods, SIAM Journal on Math. Anal. Vol. 1, No. 1 (1970),

96-114.

[59] R. P. Gilbert, K. Atkinson, Integral operator methods for approximating solu-

tions of Dirichlet problems. ISMN Vol. 15, Basel: Birkhäuser, 1970.

[60] E. Gillman, H. R. Fiebig, Accurate recursive generation of spherical Bessel and

Neumann functions for a large range of indices, Comput. Phys. 2 (1988), 62–72.

[61] G. M. L. Gladwell, Inverse Problems in Vibration, 2nd ed., (Kluver Academic,

New York, 2005; Moscow, 2008).

[62] I. Gradshteyn, I. Ryzhik, Table of Integrals, Series, and Products, Academic

Press, New York, 1980.

[63] V. Guillermin, A. Pollack, Differential Topology, New-Jersey: Prentice-Hall,

1974.
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for Sturm-Liouville equations in impedance form II: inverse problem, (in prepara-

tion).

[99] V. V. Kravchenko, V. A. Vicente-Beńıtez, Series representation for the Jost
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