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AVANZADOS DEL INSTITUTO POLITÉCNICO

NACIONAL

UNIDAD ZACATENCO
DEPARTAMENTO DE CONTROL AUTOMÁTICO
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AVANZADOS DEL INSTITUTO POLITÉCNICO
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Abstract

Unmanned vehicles are robotic devices that have increased interest due to the significant num-

ber of applications they may have. The potential applications of unmanned vehicles include

commercial, industrial, and military areas. These vehicles are of different kinds depending the

task to that must be done and easily adaptable to different environments, operating conditions

and working tasks. These vehicles are relevant because they could be used to carry out tasks in

places of difficult access or a risk to human life.

The efficient management of these devices requires the design of controllers under condi-

tions of uncertainties, which include perturbations, variations in the parameters, and modelling

errors. Using a mathematical model generalisation and unknown working conditions implies

the necessity of robust formulations for the control designs. A possible situation with unmanned

vehicles is the lack of continuous measures of all the states and variables; hence it may re-

quires some complementary designs that can work with the state estimates. Additionally, the

control design may require to consider certain optimal regimes with the aim of increasing the

autonomous operation or reducing the power needed to complete the task. These characteristics

seem to enforce a class of robust optimal control design. Usually, the solution at the same time

to problems of robustness and optimisation is challenging.

Recent studies introduce the application of the integral sliding modes control to stabilise

systems modelled by Lagrange equations. Based on this idea, this dissertation proposes to refor-

mulate the tracking trajectory control problem for unmanned vehicles as an optimisation control

design problem of a not strictly convex cost functional, that depends on the tracking trajectory

error. This work proposes to solve the optimisation problem related to trajectory tracking using
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the average subgradient algorithm and the integral sliding mode control technique. The primary

objective is to solve the optimisation problem by giving a robust solution to the presence of ex-

ternal disturbances and modelling uncertainties. This work develops four solutions for solving

the tracking trajectory problem: a state feedback form, a back-stepping formulation, an output

feedback approach, and considering the optimisation of the integral of the tracking error.

The state feedback approach solves the problem of trajectory tracking optimisation for the

general model of the unmanned vehicle. The employed control technique is an integral sliding

mode control, where the integral sliding variable is a function of the tracking error, its derivative,

and the average sub-gradient of the functional with respect to the tracking error. The formal

proofs of the gains design of the controller and the optimal region are provided using the standard

second method of stability of Lyapunov. In the corresponding chapter, numerical evaluations

presented in the MATLAB/Simulink platform solve an unmanned quadrotor tracking trajectory

problem with modelling uncertainties.

The approach based on the back-stepping method that solves the optimisation for the func-

tional related to tracking problem is obtained by defining three sequential optimisation auxiliary

problems. The design technique employed at each stage is the integral sliding mode control

and the averaged subgradient with the corresponding integral sliding variable. This part of the

thesis presents a general proof for designing the control actions at each stage using the standard

second method of stability of Lyapunov. Also, the corresponding chapter presents the numeri-

cal evaluations to solve an unmanned underwater´s trajectory tracking problem with modelling

uncertainties and perturbations.

The approach based on the output feedback method solves the problem of tracking trajectory

optimisation for the case when just a part of the state can be measured. The design technique

employed is the integral sliding mode control and the average subgradient with the estimated

variable obtained with the application of the super-twisting differentiator. This part of the thesis

presents a formal proof of the gains design of the controller provided using the standard second

method of stability of Lyapunov. Numerical evaluations with MATLAB/Simulink platform are

developed to illustrate the tracking trajectory solution of an unmanned submarine with modelling

uncertainties.
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The problem of trajectory tracking for the general model of the unmanned vehicle is refor-

mulated as an optimisation problem of the integral of the tracking error and the tracking error.

The approach is based on the back-stepping that may solves the optimisation for the functional

related to the integral of the tracking error and defines three sequential optimisation auxiliary

problems. The design technique employed at each stage is the integral sliding mode control and

the averaged subgradient with the corresponding integral sliding variable which is redefined at

each stage. This section of the thesis presents two general proofs for designing the control gains

at each stage and the optimal region using the standard second method of stability of Lyapunov.

Also, a numerical evaluation depicts the tracking trajectory of an underactuated unmanned sub-

marine with modelling uncertainties.

The approach based on the back-stepping method solves the optimisation for the functional

related to the integral of the tracking error of a terrestrial unmanned vehicle. The approach based

on the back-stepping defines three sequential optimisation auxiliary problems. The design tech-

nique employed at each stage is the integral sliding mode control and the averaged subgradient

with the corresponding integral sliding variable. This section presents numerical evaluations to

solve an unmanned terrestrial trajectory tracking problem and results over a physical platform.

With the development of this thesis, an amount of 8 papers were published. One paper was

published at an international congress conference. Seven papers were published in international

journals. Also, an international stay at Lomonosov University Institute ( Ìîñêîâñêèé ãîñó-

äàðñòâåííûé óíèâåðñèòåò èìåíè Ì. Â. Ëîìîíîñîâà - ÌÃÓ) was realized based on this

thesis.
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Resumen
Los vehı́culos no tripulados son dispositivos robóticos en los que se ha incrementado su in-

terés debido a la importante cantidad de aplicaciones que pueden tener. Las aplicaciones poten-

ciales de los vehı́culos no tripulados incluyen áreas comerciales, industriales y militares. Estos

vehı́culos son de diferentes tipos dependiendo de la tarea que se deba realizar y fácilmente adapt-

ables a diferentes entornos, condiciones de operación y tareas de trabajo. Estos vehı́culos son

relevantes porque podrı́an ser utilizados para realizar tareas en lugares de difı́cil acceso o que

impliquen un riesgo para la vida humana.

La gestión eficiente de estos dispositivos requiere el diseño de controladores en condiciones

de incertidumbre, que incluyen perturbaciones, variaciones en los parámetros y errores de mod-

elado. El uso de un modelo matemático generalizado y condiciones de trabajo desconocidas im-

plica la necesidad de formulaciones robustas para los diseños de control. Una posible situación

con los vehı́culos no tripulados es la falta de medidas continuas de todos los estados y variables;

por lo tanto, puede requerir algunos diseños complementarios que puedan funcionar con las es-

timaciones de estado. Además, el diseño de control puede requerir considerar ciertos regı́menes

óptimas con el objetivo de aumentar la operación autónoma o reducir la potencia necesaria para

completar la tarea. Estas caracterı́sticas parecen imponer una clase de diseño de control óptimo

robusto. Por lo general, la solución al mismo tiempo a los problemas de robustez y optimización

es un desafı́o.

Estudios recientes introducen la aplicación del control integral de modos deslizantes para

estabilizar sistemas modelados por ecuaciones de Lagrange. Partiendo de esta idea, esta tesis

propone reformular el problema de control de trayectoria de seguimiento para vehı́culos no

tripulados como un problema de diseño de control de optimización de un funcional de costo

no estrictamente convexo, que depende del error de trayectoria de seguimiento. Este trabajo
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propone resolver el problema de optimización relacionado con el seguimiento de la trayectoria

utilizando el algoritmo de subgradiente medio y la técnica de control de modo deslizante inte-

gral. El objetivo principal es resolver el problema de optimización dando una solución robusta

a la presencia de perturbaciones externas y modelizando incertidumbres. Este trabajo desarrolla

cuatro soluciones para resolver el problema de la trayectoria de seguimiento: una formulación

de retroalimentación de estado, una formulación de cascada, un enfoque de retroalimentación

de salida, y considerando la optimización de la integral del error de seguimiento.

El enfoque de retroalimentación de estado resuelve el problema de la optimización del

seguimiento de trayectoria para el modelo general del vehı́culo no tripulado. La técnica de

control empleada es un control de modo de deslizamiento integral, donde la variable deslizante

integral es una función del error de seguimiento, su derivada y el subgradiente promedio del

funcional con respecto al error de seguimiento. Las pruebas formales del diseño de ganancias

del controlador y la región óptima se proporcionan utilizando el segundo método estándar de es-

tabilidad de Lyapunov. En el capı́tulo correspondiente, las evaluaciones numéricas presentadas

en la plataforma MATLAB/Simulink resuelven el problema de trayectoria de seguimiento de un

cuadrotor no tripulado con incertidumbres de modelado.

El enfoque basado en el método back-stepping resuelve la optimización para el problema

funcional relacionado con el seguimiento de trayectoria, se obtiene definiendo tres problemas

auxiliares de optimización secuencial. La técnica de diseño empleada en cada etapa es el con-

trol de modo de deslizamiento integral y el subgradiente promedio con la variable deslizante

integral correspondiente. Esta parte de la tesis presenta una prueba general para diseñar las

acciones de control en cada etapa utilizando el segundo método estándar de estabilidad de Lya-

punov. Además, el capı́tulo correspondiente presenta las evaluaciones numéricas para resolver

el problema de seguimiento de trayectoria de un submarino no tripulado con incertidumbres y

perturbaciones de modelado.

El enfoque basado en el método de retroalimentación de salida resuelve el problema de la

optimización de la trayectoria de seguimiento para el caso en que solo se puede medir una parte

del estado. La técnica de diseño empleada es el control integral del modo de deslizamiento y

el subgradiente promedio con la variable estimada obtenida con la aplicación del diferenciador
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de super-twisting. Esta parte de la tesis presenta una prueba formal del diseño de ganancias del

controlador proporcionado utilizando el segundo método estándar de estabilidad de Lyapunov.

Se desarrollan evaluaciones numéricas con la plataforma MATLAB/Simulink para ilustrar la

solución de seguimiento de la trayectoria de un submarino no tripulado con incertidumbres de

modelado.

El problema del seguimiento de trayectoria para el modelo general del vehı́culo no tripu-

lado se reformula como un problema de optimización de la integral del error de seguimiento

y del mismo error de seguimiento. El enfoque se basa en el back-stepping que puede resolver

la optimización para el funcional relacionado con la integral del error de seguimiento y define

tres problemas auxiliares de optimización secuencial. La técnica de diseño empleada en cada

etapa es el control de modo de deslizamiento integral y el subgradiente promediado con la vari-

able deslizante integral correspondiente que se redefine en cada etapa. Esta sección de la tesis

presenta dos pruebas generales para diseñar las ganancias de control en cada etapa y la región

óptima utilizando el segundo método estándar de estabilidad de Lyapunov. Además, una eval-

uación numérica representa la trayectoria de seguimiento de un submarino no tripulado poco

actuado con incertidumbres de modelado.

El enfoque basado en el método back-stepping resuelve la optimización para la funcional

relacionada con la integral del error de seguimiento de un vehı́culo terrestre no tripulado. El

enfoque basado en el back-stepping define tres problemas auxiliares de optimización secuencial.

La técnica de diseño empleada en cada etapa es el control de modo de deslizamiento integral y el

subgradiente promedio con la variable deslizante integral correspondiente. Esta sección presenta

evaluaciones numéricas para resolver un problema de seguimiento de trayectoria terrestre no

tripulado y resultados a través de una plataforma fı́sica.

Con el desarrollo de esta tesis, se publicaron una cantidad de 8 artı́culos. Un artı́culo fue

publicado en una conferencia de congreso internacional. Siete artı́culos fueron publicados en

revistas internacionales. Además, se realizó una estancia internacional en el Instituto Universi-

tario Lomonosov ( Ìîñêîâñêèé ãîñóäàðñòâåííûé óíèâåðñèòåò èìåíè Ì. Â. Ëîìîíîñîâà

- ÌÃÓ) en base a esta tesis.
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Chapter 1

Introduction

1.1 Unmanned Vehicles

Unmanned Vehicles (UV) are devices that can move in water, air or land; they have different

designs, structures, sizes, and tools. Much writing exists on their designing, modelling and con-

trol [20, 42, 47]. UV’s main objective is to realise tasks outside humans’ limitations to simplify

human life. Some of these activities that can develop include reconnaissance, surveillance, sam-

pling, search, rescue, security reinforcement, and others. The realisation of some investigations

is with the use of UV [13, 21, 39]. These activities are usually performed remotely through

manual controls. One way to make these activities more efficient is by automating them.

To carry out the automation of the UV implies some aspects to consider. One of them is that

the UV’s working conditions are variable and unknown, implying disturbances of different na-

tures and magnitudes. In consequence, the control design must be robust, not just to disturbances

but also to modelling errors. Many works adopt highly simplified models in UV modelling that

deteriorate the control’s performance. In most cases, the robust solution implies the consump-

tion of high amounts of energy. However, the critical aspect is the limited operation time by the

fuel/battery life. Consequently, it implies the necessity of optimal solutions that realise the UV

manipulation with a robust answer to disturbance but with less energy consumption.

Optimising UV with less consumption has been of interest in many kinds of research that

1



1.2. JUSTIFICATION CHAPTER 1. INTRODUCTION

have proposed different solutions. One recent solution is proposed in [9] where the optimal

tracking for a general class of nonlinear systems is tackled. This work uses recursive approx-

imation theory with a sequence of linear quadratic problems; the problem with this kind of

formulation requires linearisation of the model that, in most cases, implies losing the infor-

mation of the dynamic and does not make the solution robust to external disturbances. Some

proposals make the optimisation tracking robust to disturbances and uncertainties either through

the use of information or the combination of techniques; an example is the proposed solution

in [45] that uses previous data get in repetitions looks to compensate proactively recurring dis-

turbances. However, most of the time, the force of nature cannot be anticipated, especially when

the workspace is under uncertain conditions. An example of the combination of techniques is

in the work [33], where it is proposed to implement a Lyapunov optimisation control with a

trajectory-following optimisation technique; by solving the Hamilton–Jacobi–Bellman equation

and the difficulty of solving this task is used a suboptimal solution for getting the optimisation.

1.2 Justification

The present investigation is directed at the trajectory tracking solution for UV by optimising a

trajectory tracking functional through the average subgradient algorithm with a robust controller

from the first instant. The reason for carrying out this research has to do with searching for

optimal, easy and robust solutions for trajectory tracking with partial knowledge of the dynamic.

The investigation in this research allows the development of formulations independent of the

exact UV model, providing robust solutions from the first instant to modelling uncertainties,

perturbations, and state estimations that can be applied to higher order systems. The research

development seeks to show the qualities of implementing these controllers in different UV and

compare the results obtained by the PID control. Furthermore, to validate the theory around this

formulation by practical implementation.

2
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1.3 Motivation

This research problem is significant because UVs are not only widely used devices for the sim-

plification of human life but also for performing risky tasks or of difficult access. The resolution

of problems around the displacement of UV allows extending the possibilities of use of these

devices and the integration of Hardware more straightforward way. Implementing optimal ro-

bust controllers for trajectory tracking allows carrying out more complex trajectories without

significant gains or drivers that damage the UV. It implies an efficient use of time and energy re-

sources, helping develop more research and applications for these devices. Also, it will provide

an optimal trajectory tracking solution for UV with structures that are difficult to model, whose

dynamics are variable and partial knowledge of the state. Furthermore, obtain an optimal and ro-

bust response to disturbances, non-modelled dynamics, estimates and parameter variations from

the first instant.

1.4 Objectives

Main objective: To solve the trajectory tracking problem for Unmanned Vehicles with partial

knowledge of the dynamic by reformulating the tracking problem to an optimisation of the

functional tracking trajectory using the Average Sub-gradient (ASG) algorithm by implementing

the integral sliding mode control.

Secondary objectives

• To define an optimisation problem of a cost functional of the tracking error of Unmanned

Vehicle.

• To design a State feedback technique implementing the ASG algorithm by Integral Sliding

Mode control (ISMC) to optimise the position tracking error cost function.

• To design a Backstepping formulation implementing the ASG algorithm by ISMC for

optimising the position tracking error cost function.

3
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• To design an Output feedback technique implementing the ASG algorithm by ISMC for

optimising the cost function of the position tracking error with the estimation of state by

the super-twisting algorithm.

• To design a Backstepping formulation implementing the ASG algorithm by ISMC for

optimising the cost function of the integral of the position tracking error.

• To obtain an illustration of the proposed solutions by using numerical evaluations and

experimental whiled platform.

1.5 Study structure

Chapter 2 contains the model description of the UV by the Euler Lagrange equation and the

actuators dynamic considering Permanent Magnet Direct Current (PMDC) motors. This part

presents a model description of underwater, terrestrial, and quadrotor unmanned vehicles.

Chapter 3 encloses some theoretical frameworks for the ISMC bases. Also, some back-

ground around the Sub-gradient Descendent Method (SGDM) and some control techniques such

as Back-stepping, State feedback and Output feedback are explained.

Chapter 4 presents the proposed solution for controlling the motion of UV by state feedback

in combination with the ISM control using the application of the ASG of a cost function. The

tracking trajectory problem is reformulated as optimising a functional tracking error. Some

numerical evaluations are included to compare the performance of the proposed controller with

a PD controller. The implementation is on the motion control of a Quadrotor in 3D space,

optimising a cost function of the tracking error.

Given the structure of the UV model, the control motion solution can be on the Backstep-

ping formulation in combination with the ISMC, proposed in Chapter 5, using the regular ASG

to optimise a cost function. At the same time, a new guidance law by backstepping for an un-

derwater vehicle is defined in the numerical results of this chapter for the displacement in the

3D space of an underwater UV presenting numerical evaluation by simulations in MATLAB for

demonstrating the applicability of the control and its performance compared with a PID control.

4
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Considering the case when a variable is unknown, Chapter 6 presents the development of two

solutions for the control motion of UV using the output feedback approach. The first solution

considers a specific variable unknown, and the second is for the case when part of the state is

estimated. The proposed solution uses the technique of super twisting to estimate the missing

variables. Also, numerical evaluation of the missing state case with the implementation of the

proposed solution and a PID controller are included.

Chapter 7 presents the development of the proposed solution to the trajectory tracking prob-

lem for a UV. The problem is reformulated as an optimisation problem of a cost functional of

the integral of the tracking error that is tackled with the backstepping approach considering the

actuators’ dynamic. Numerical evaluations of the proposed solution and the implementation of

a PID control are also presented.

Chapter 8 presents the proposed solution for the control motion of a terrestrial UV using a

back-stepping formulation with a state feedback control and the ISMC. The proposed solution

and a PID controller are implemented in a numerical evaluation in the MATLAB/Simulink plat-

form for comparison. Also, both controllers are implemented on a terrestrial device in different

scenarios to force the UV position to the desired point and to compare the UV performance.

Concluding remarks and recommendations for future work are offered in Chapter 9.

Chapter 10 contains the stability analysis for the different control propositions in Chapters

4, 5, 6 and 7. It also presents the proof of the desired trajectory and zone of converges of some

of these controls.

5



Chapter 2

Antecedents

An unmanned vehicle (UV) is a vehicle without people on board to control it, it can be remotely

controlled or guided, or it can be autonomous depending on the sensors and characteristics. UV

classification could be by the mission, autonomy, weight and distance they travel. For example,

aerial UV can be classified as target, reconnaissance, combat, logistics, research, development,

commercial and civil UAVs. The UV can be aquatic, aerial and terrestrial, designed for different

tasks. The structural design of UV depends on the development task that modified the modelling

considerations. The model description of these devices can be generalized. A general modelling

description is in this chapter, and the same is for the motor actuators for the UV. Given the types

of UV, a model description for each of these is given in the following chapter.

2.1 The model of Unmanned Vehicle

The description of the UV dynamics is by mechanical analysis based on two frameworks, the

inertial (earth) frame [a] and the body frame [b], located at the centre of mass of the UV, as is

shown in Figure (2.1).

The vector of generalized position represents the UV dynamics coordinates ρ ∈ R6, with ref-

erence to the frame [a] and its corresponding velocity vector ϕ ∈ R6 with respect to the body

6
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frame [b]. Then the position vector is given by

ρ =
[

ρ>1 ρ>2

]>
, (2.1)

where aggregates both translation ρ1 ∈ R3, and orientation coordinates ρ2 ∈ R3 to characterize

the UV dynamics. The translational coordinates correspond to

ρ1 =
[

x y z
]>

(2.2)

are the surge, sway and heave displacement, respectively. The orientation coordinates are given

by the vector ρ2 given by:

ρ2 =
[

φ θ ψ

]>
(2.3)

are the roll angle φ [rad], the pitch angle θ [rad] and the yaw angle ψ [rad]. The generalized

velocities vector is defined as

ϕ =
[

ϕ>1 ϕ>2

]>
. (2.4)

The translational velocity section corresponds to

ϕ1 =
[

u v w
]>

(2.5)
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where u, v, and w are the surge, sway and heave velocity, respectively. The angular velocities

are described by:

ϕ2 =
[

p q r
]>

(2.6)

where p, q and r are roll, pitch and yaw angular velocity respectively. Considering the UV as a

rigid body and using the application of the Lagrange approach [17, 19, 26, 48] yield modelling

the UV dynamic as follows:

ρ̇t = J(ρt)ϕt

Mϕ̇t = F (ρt ,ϕt)+Gut+ξ t

(2.7)

In the expression (2.7) the vector ρt , represents the time-dependent evolution of the vector ρ

(that is ρt = ρ(t)). The kinematic modelling of UV uses Euler angles to relate the UV velocity

with respect to the body frame [b] in relation to the velocity in the inertial frame [a]. The model

of UV is defined by the Jacobian J : R6→ R6×6. The nonlinear (Jacobian) transformation J is

defined as:

J(ρt) :=

 Ra
b(ρt) 03×3

03×3 T(ρt)

 (2.8)

where Ra
b : R6 → R3×3 given by Ra

b(ρ) = Rz,ψRy,θ Rx,φ defines the relative rotation matrix be-

tween the respective frame [a] and [b]. The rotation is in the order of z, y and x with the corre-

sponding angles ψ , θ and φ . The complementary transformation T(ρ), T :R6→R3×3 is defined

depending of the UV and defines the homogeneous transformation for the angular velocity with

respect to the body frame [b] and inertial frame [a].

The vector F : R6×R6→ R6 describes the dynamic forces acting over the UV as damping,

Coriolis, centrifugal, lift, buoyancy, drag and gravity, depending on the kind of UV and their

specific characteristics. Matrix M : R6→R6×6 defines the inertia relation for the UV dynamics.

The participation of external forces and model uncertainties over the UV is considered as pertur-

bations in the respectively dynamic and described by vector ξ ∈R6. The matrix G : R6→R6×m

characterizes the effect of the control input vector u∈Rm over the systems dynamic.

8
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2.1.1 Main assumptions for UV dynamic

Considering the following main assumptions to describe UV dynamics:

A. The full vector ρt is available (can be measured online) and ϕt can be available or can be

estimated at any time t ≥ 0. It is a common condition considering that the UV’s position and

orientation can be obtained online using inertia measurement devices.

B. The inertia matrix M is bounded 0 < m− ≤ ‖M‖ ≤m+ < ∞ with known positive scalars

m−, m+.

C. The admissible set of controllers ut ∈Rm is a collection of all partially continuous vector

functions, depending on the available data ρt and ϕt .

D. The uncertain component F (ρt ,ϕt) admits the following bound (F+
t > 0):

‖F (ρt ,ϕt)‖ ≤ F+,

F+ = γ0 + γ1 ‖ρt‖+ γ2 ‖ϕt‖

γ j > 0, j = 0,1,2

 (2.9)

E. External disturbances and modeling uncertainties are bounded, i.e.,

‖ξt‖ ≤ γξ . (2.10)

This class of perturbations are common in studies centred on designing robust controllers under

the persistent effect of external perturbations and internal modelling imprecision.

2.2 Actuators dynamics

Some studies consider the dynamics of the actuators. The dynamic of actuators depends on

the nature of the UV [8, 22, 24]. This study considers that UV actuators are by independent

Permanent Magnet Direct Current (PMDC) motor, each of the actuators satisfies the following

dynamics, described in [46]:

ut = E f D f It

İt = Z−1
L

[
−ZRIt−B f E>f J(ρt)ϕt +υt

] (2.11)

9
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where I ∈ Rm is the vector of the armature currents, E f ∈ R6×m, D f ∈ Rm×m and B f ∈ Rm×m

are the electromotive, direct-electromotive and back-electromotive forces constants matrices re-

spectively, ZL ∈ Rm×m and ZR ∈ Rm×m are the armature inductance and resistant respectively

which are positive matrices. And υ ∈Rm is the vector of armature voltages, which is considered

as the control of the actuator system.

For this study, in the cases where is abording the actuator dynamic, it is considered that υ

divided into two parts: a nominal control υn for compensating the participation of the armature

resistant and the different proposed forward control υd, that is

υt = υn,t +υd,t

with the nominal part of the control given by:

υn,t = ZRIt

The resulting dynamics of the actuator satisfy the following expression:

ut = E f D f It

İt = Z−1
L
[
FI(ρt ,ϕt)+υd,t

]
.

(2.12)

The back electromotive force is described by:

FI(ρt ,ϕt) =−B f E>f J(ρt)ϕt .

2.2.1 Main assumptions of PMDC actuators

The main assumptions of the actuator dynamic are:

A. The full vector It is available (can be measured on-line) and İt can be estimated at any

time t ≥ 0.

B. The matrix ZL is bounded according to 0 < z− ≤
∥∥Z−1

L

∥∥ ≤ z+ < ∞ with z−, z+ known

positive scalars.

C. The admissible set of controllers υd ∈Rm is a collection of all partially continuous vector

functions, depending on the available data It and İt .

10
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Figure 2.2: General diagram of UV

D. The uncertain component FI(ρt ,ϕt) is bounded according to

‖FI(ρt ,ϕt)‖= F+
I ,

F+
I = γI,0 + γI,1 ‖ρt‖+ γI,2 ‖ϕt‖

γI, j > 0, j = 0,1,2

 . (2.13)

2.3 Complete dynamic (UV and PMDC actuators)

Considering the dynamics of the UV in the equation (2.7) and the model of the actuator in the ex-

pression (2.11), the complete (mobile system and actuator evolution) dynamic of the considered

system is:

ρ̇t=J(ρ t)ϕ t

ϕ̇t=M−1 [F (ρt ,ϕt)+GE f D f It+ξ t
]

İt = Z−1
L
[
FI (ρt ,ϕt)+υd,t

] . (2.14)

Figure (2.2) illustrates the relation between the UV and actuators.

11
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2.4 Different kinds of Unmanned vehicles

More specifically, a model can be given for UV according to their nature. The model of a

submarine, quadrotor and land vehicle will be shown below. The specific models’ election is

because they are structures commonly used in various research works.

2.4.1 Underwater Unmanned Vehicle model

For the underwater UV, the components of the equation (2.7) are described in [18] and are given

by:

M=

 m3×3 03×3

03×3 I0


F (ρt ,ϕt) =−E(ϕt)ϕt−g(ρt)

where m3×3 is the matrix of mass and I0 ∈ R3×3, I0 > 0 the matrix of moments of inertia, the

forces acting over the UV consider the hydrodynamic forces and rigid body forces, that are:

E(ϕt) =C(ϕt)+D(ϕt)

and the forces over the underwater UV are subject to the following inequality

‖E(ϕt)‖ ≤ λEI6×6, max
i,k

∥∥∥∥ d
dt

Ei,k(ϕt)

∥∥∥∥≤ E+

with 0 < E+ < +∞ and λE the maximum eigenvalue of E(ϕt) uniformly in t ≥ 0. Where

Centrifugal and Coriolis forces are described by the matrix C(ϕt) : R6 → R6×6 and D(ϕt) :

R6→ R6×6 describe the hydrodynamic damping forces. The description of the damping matrix

12
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is given by

D(ϕt) =



Xu 0 0 0 0 0

0 Yv 0 0 0 Yr

0 0 Zw 0 Zq 0

0 0 0 Kp 0 0

0 0 Mw 0 Mq 0

0 Nv 0 0 0 Nr



−



Xu|u||u| 0 0 0 0 0

0 Yv|v||v| 0 0 0 Yr|r||r|

0 0 Zw|w||w| 0 Zq|q||q| 0

0 0 0 Kp|p||p| 0 0

0 0 Mw|w||w| 0 Mq|q||q| 0

0 Nv|v||v| 0 0 0 Nr|r||r|



(2.15)

The last expression is negligible in low velocities.

The Coriolis and centripetal terms acting over the underwater UV are given by

C(ϕt) =

 03x3 C12(ϕt)

C21(ϕt) C22(ϕt)

 (2.16)

where

C12(ϕt) =


mZGrt (m−Zẇ)wt −(m−Yv̇)vt

−(m−Zẇ)wt mZGrt (m−Xu̇)ut

−mZG pt +(m−Yv̇)vt −mZGqt− (m−Xu̇)ut 0

 (2.17)

C21(ϕt) =


mZGrt (m−Zẇ)wt mZG pt− (m−Yv̇)vt

−(m−Zẇ)wt mZGrt mZGqt +(m−Xu̇)ut

(m−Yv̇)vt −(m−Xu̇)ut 0

 (2.18)

C22(ϕt) =


0 (Iz−Nṙ)rt −(Iy−Mq̇)qt

−(Iz−Nṙ)rt 0 (Ix−Kṗ)pt

(Iy−Mq̇)qt −(Ix−Kṗ)pt 0

 (2.19)

13
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The following expression gives the description of gravity and buoyancy over the UV

g(ρt) =

 (
Ra

b

)−1
(g f +b f )

ρg×
(
Ra

b

)−1 g f +ρb×
(
Ra

b

)−1 b f

 .
Here g f ∈ R3 is the vector force of gravity, b f ∈ R3 is the vector force of buoyancy, described

by the inertial frame, ρg ∈ R3 and ρb ∈ R3 are the position of the gravity and buoyancy centre

with respect to the body frame. The control variables that participate in the dynamic are uu ∈R,

uq ∈ R and ur ∈ R which are the propeller velocity, horizontal fin inclination and vertical fin

inclination. By defining the control vector as ut =
[

uu uq ur

]>
and considering G ∈ R6×3,

which is given by

G =


1 0 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 1


>

.

For simplicity most of the time in numerical simulations is considered a neutral buoyancy(
Ra

b

)−1 g f =−
(
Ra

b

)−1 b f .

Some studies’ considerations, such as taking φ = 0 and slow velocities, in consequence,

reduce the nonlinear dynamics of an underwater UV to a system of five degrees of freedom with

a more simple dynamic. At first, the differential equation for the kinematic of the UV is

ρ̇1,t = Ra
b (0,θt ,ψt)ϕ1,t , θ̇t

ψ̇t

=

 qt
rt

cθ

 , (2.20)

where

Ra
b (0,θt ,ψt) =


cθ cψ −sψ sθ cψ

cθ sψ cψ sθ sψ

−sθ 0 cθ


where sχ = sin(χ) and cχ = cos(χ), θ ∈

(
−π

2
,
π

2

)
. The reduced dynamic of the underwater

14
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UV is given by

ϕ̇1,t =


− d11

m11

m22

m11
rt −

m33

m11
qt

−m11

m22
rt −

d22

m22
0

m11

m33
qt 0 − d33

m33

ϕ1,t +


1

m11
uu,t

0

0

 (2.21)

 q̇t

ṙt

=


m33−m11

m55
utwt−

d55

m55
qt−

mghsθ

m55
+

uq,t

m55
m11−m22

m66
utvt−

d66

m66
rt +

ur,t

m66

 (2.22)

where mii > 0 corresponds to the mass and inertia moments of the underwater UV.

2.4.2 Quadrotor Unmanned Vehicle

The dynamic of the UV can be expressed by a differential equation of second order by a non-

linear transformation. Given the definition ρ̇ in the kinematic UV in equation (2.7) and the

nonlinear transformation matrix J(ρt). One may justify that the following equations are valid

ρ̇t = J(ρt)ϕt ⇐⇒ ρ̈t = J(ρt)ϕ̇t + J̇(ρt)ϕt

ϕt = J(ρt)
−1ρ̇t ⇐⇒ ϕ̇t = J(ρt)

−1 [ρ̈t− J̇(ρt)ϕt
] (2.23)

So, by the last relations and taking variables of the dynamics of the system described in expres-

sion (2.7) as:

F (ρt ,ϕt) := FQ(ρt , ρ̇t)ρ̇t=J(ρt)ϕt

G = GQ

The components of the dynamic equation (2.7) following [4] are:

F (ρt ,ϕt) =

 −mgEz

−C(ρt , ρ̇t) ρ̇t

 G =

 02×4

I4×4

 M=

 mI3×3 03×3

03×3 I(ρt)


In here, the inertia matrix I(ρt) ∈ R3×3 is

I(ρt) =


I11 I12 I13

I21 I22 I23

I31 I32 I33


The components of the inertia matrix are 15
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I11 = Ixxs2
θ
+ Iyyc2

θ
s2

φ
+ Izzc2

θ
c2

φ

I22 = Iyyc2
φ
+ Izzs2

φ

I33 = Ixx

I12 = I21 = cθ cφ sφ (Iyy− Izz)

I13 = I31 =−Izzsθ

I23 = I32 = 0

The inertia with respect the corresponding axes x, y, and z are Ixx, Iyy and Izz respectively. In

addition, F ∈ R6 represents the generalized force vector applied in the earth-fixed frame. For

the Quadrotor the control vector u ∈ R4, u=

[
u1 uψ uθ uφ

]>
with u1 = ∑

4
k=1 fk ( fk is the

thrust of each motor) is the total thrust along the Z axis, m is the vehicle mass, g is the gravity

force and Ez = [0,0,1] is an unitary vector. Between the forces that conforms F the Coriolis and

Centripetal forces are also consider that are described by the matrix C(ρt , ρ̇t) ∈R3×3 satisfy the

following expressions:

C(ρt , ρ̇t) =


C11 C12 C13

C21 C22 C23

C31 C32 C33


where

C11 = Ixxθ̇tsθ cθ + Iyy

(
−θ̇tsθ cθ s2

φ + φ̇tc2
θ sφ cφ

)
− Izz

(
θ̇tsθ cθ c2

φ + φ̇tc2
θ sφ cφ

)
C12 = Ixxψ̇tsθ cθ − Iyy

(
θ̇tsθ sφ cφ + φ̇tcθ s2

φ − φ̇tcθ c2
φ + ψ̇tsθ cθ s2

φ

)
+ Izz

(
φ̇tcθ s2

φ − φ̇tcθ c2
φ − ψ̇tsθ cθ c2

φ + θ̇tsθ sφ cφ

)
C13 = −Ixxθ̇tcθ + Iyyψ̇tc2

θ sφ cφ − Izzψ̇tc2
θ sφ cφ

C21 = −Ixxψ̇tsθ cθ + iyyψ̇tsθ cθ s2
φ + Izzψ̇tsθ cθ c2

φt

C22 = −Iyyφ̇tsφ cφ + Izzφ̇tsφ cφ

C23 = Ixxψ̇tcθ + Iyy

(
−θ̇tsφ cφ + ψ̇tcθ c2

φ − ψ̇tcθ s2
φ

)
− Izz

(
ψ̇tcθ s2

φ − ψ̇tcθ c2
φ + θ̇tsφ cφ

)
C31 = −Iyyψ̇tc2

θ sφ cφ + Izzψ̇tc2
θ sφ cφ

C32 = −Ixxψ̇tcθ + Iyy

(
θ̇tsφ cφ + ψ̇tcθ s2

φ − ψ̇tcθ c2
φ

)
− Izz

(
ψ̇tcθ s2

φ − ψ̇tcθ c2
θ + θ̇tsφ cφ

)
C33 = 0

Expressing the quadrotor UV dynamics in the equation (2.7) in a component form and omit-
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ting the explicit dependence on time leads to

ẍt = (cψsθ cφ + sψsφ )
u1,t

m
− 1

2
CxAρ ẋt |ẋt |+ξx,t (2.24)

ÿt = (sψsθ cφ − cψsφ )
u1,t

m
− 1

2
CyAρ ẏt |ẏt |+ξy,t (2.25)

z̈t =−g+(cθ cφ )
u1,t

m
+ξz,t (2.26)

φ̈t = τ̃φ ,t−mcφ (ρt , ρ̇t) ρ̇t +ξφ ,t (2.27)

θ̈t = τ̃θ ,t−mcθ (ρt , ρ̇t) ρ̇t +ξθ ,t (2.28)

ψ̈t = τ̃θ ,t−mcψ (ρt , ρ̇t) ρ̇t +ξψ,t (2.29)

Here mci (ρ, ρ̇)∈R1×3 is the i-th row of the matrix I(ρ)−1C(ρ, ρ̇)∈R3×3. The terms−1
2CxAρ ẋ|ẋ|

and −1
2CyAρ ẏ|ẏ| are introduced in equations (2.24) and (2.25) to consider the effect of the drag

forces in the X and Y axes, respectively. The perturbance vector ξ =
[

ξx ξy ξz ξφ ξθ ξψ

]>
consider the parameter uncertainties as well as the external disturbances (including wind gusts)

that modify the performance of the studied quadrotor device.

2.5 Wheel Unmanned Vehicle

The position and orientation of a wheel UV can be described by the vector ρ =
[

X Y θ

]>
with respect to the inertial frame work [a]. Where X and Y correspond to the coordinates in the

horizontal plane, and the value for θ is the angle measured with respect to the horizontal axis,

as is shown in Figure 2.3.

17



2.5. WHEEL VEHICLE CHAPTER 2. ANTECEDENTS

x

y

q

Figure 2.3: Inertial framework

The variables in the (2.7) are described in the article [7] and are given by :

M =


m 0 0

0 m 0

0 0 I



F(ρt , ρ̇t) =


Rxcθ −Fysθ

Rxsθ −Fycθ

Mr



G(ρ) =
1
r


cθ cθ

sθ sθ

l −l


where m and I correspond to the mass and inertia, r is the radius of the wheels, l is the distance

from the centre of mass to the sides, Rx is the total longitudinal resisting force, Fy is total lateral

force and Mr is the resisting moment, and are given by:

Rx = fr
mg
2

[sign(ẋ1,t)+ sign(ẋ2,t)]

Fy = κ
mg

a+b
[sign(ẏ1,t)+ sign(ẏ3,t)]

Mr = κ
abmg
a+b

[sign(ẏ1,t)− sign(ẏ3,t)]+ fr
lmg

2
[sign(ẋ2,t)+ sign(ẋ1,t)]

where κ is the lateral friction coefficient, fr is the coefficient of rolling resistance, g corresponds

to the gravity, the letters a and b are the distance from the centre of mass to the front wheel and

18
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the rear wheel, and xi, yi corresponds to the longitudinal and transversal displacement for i-

wheel.

The vector ξ ∈ R3 describes the perturbations over the wheel UV dynamic and are subjects

to:
‖ξt‖ ≤ ξ+∥∥∥ξ̇t

∥∥∥≤ ξ̇+

The control vector u ∈ R2 that is given by u =
[

u1 u2

]>
, where u1 and u2 the torque

produced by the left and right side motors.

Considering a pseudo velocity left and right, the kinematic can be described as follow:

ρ̇t = S(ρt)ηt (2.30)

where

S(ρt) =

 cθ sθ 0

−sθ cθ −
1
d0


>

where d0 is a restriction in the relation of ẏ the velocity in the lateral displacement and the

angular velocity θ̇ and is given by the expression

ẏt +d0θ̇t = 0 (2.31)

that is an operative constraint with 0 < d0 < a . Considering the relation in equation (2.30) the

complete dynamic can be expressed as:

ρ̇t = S(ρt)ηt

η̇t =
(
S>(ρt)MS(ρt)

)−1 S>(ρt)
(
GC(ρt)un,t−MṠ(ρt)ηt−FC(ρt , ρ̇t)−ξt

) (2.32)

To simplify the dynamic of the wheel UV, the control vector u is proposed as

un,t =
(

S>GC(ρt)
)−1

(S>(ρt)MṠ(ρt)ηt +S>(ρt)FC(ρt , ρ̇t)+S>(ρt)MS(ρt)ut) (2.33)

in consequence, the dynamic is given by

ρ̇t = S(ρt)ηt

η̇t = ut−
(
S>(ρt)MS(ρt)

)−1 S>(ρt)ξt

(2.34)
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For linearizing the dynamic, the auxiliary vector is defined:

z =

 X +d0cθ

Y +d0sθ

 . (2.35)

Also, the auxiliary variable is defined as

u1,t = ζt

ζ̇t = ν1,t

u2,t = ν2,t

Considering the dynamic expression in (2.32) the third time variation for variable z is expressed

as:

...z t = A(ηt)+B(ηt)ut +C(ηt)ξt +D(ρt)ξ̇t

where

A(ηt) =


−

η1,tη
2
2,t

d2
0

cθ +
2
d0

ζtη2,tsθ

−
η1,tη

2
2,t

d2
0

sθ +
2
d0

ζtη2,tcθ

 , B(ηt) =

 cθ

η1,t

d0
sθ

sθ

η1,t

d0
cθ



C(ηt) =

 C11 C12 C13

c21 c22 c23


where the components of C(ηt) are

C11 =

(
η1,td0sθ

md2
0 + I

−
2η2,tcθ

d0m
− cθ

m

)
sθ

C12 =

(
−

η1,td0cθ

md2
0 + I

−
2η2,tsθ

d0m

)
sθ +

c2
θ

m

C13 = −
η1,t

md2
0 + I

sθ

C21 =

(
2η2,tcθ

d0m
−

η1,td0sθ

md2
0 + I

)
cθ +

s2
θ

m

C22 =

(
η1,td0cθ

md2
0 + I

+
2η2,tsθ

d0m
− sθ

m

)
cθ

C23 = −
η1,t

md2
0 + I

cθ
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D(ρt) =
1
m

 c2
θ

sθ cθ 0

cθ sθ s2
θ

0


The auxiliary dynamic of z is summarized in :

żt =

 cθ

sθ

η1,t

z̈t =

 sθ

−cθ

 η2,t

d0
η1,t +

 cθ

sθ

u1,t

...z t = A(ηt)+B(ηt)ut +C(ηt)ξt +D(ρt)ξ̇t

Now defining the variables z1 = z, z2 = ż and z3 = z̈ the auxiliary dynamic of z can be expressed

as:
ż1,t = z2,t

ż2,t = z3,t

ż3,t = A(ηt)+B(ηt)ut +C(ηt)ξt +D(ρt)ξ̇t

(2.36)
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Chapter 3

Fundamentals of Gradient Descendent

Integral Sliding Mode Control

3.1 Sliding Mode

The Sliding Mode (SM) is all system with a discontinuous state function as control [54]. The

SM control is considered as an on-off control [14, 40, 54, 57]. The SM control can be described

as follows.

For system given by

ẋt = f (xt ,ut ,ζt), x,ζ ∈ Rn, u ∈ Rm (3.1)

where ‖ζt‖ ≤ ζ+ with ζ+ is a positive constant.

With the control of the form

ut =−ktsign(st) (3.2)

where s ∈ Rm is denominated as the sliding variable and defined as

st = Fs(xt) (3.3)

where Fs : Rn→Rm, and the gain kt in most of the cases is denominated as a constant taking the

control between extremum.
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The control objective is to force the system dynamic to the switching line, that is, s = 0, by

the use of the sign function defined as

sign(x) =


sign(x) = 1 i f x > 0

sign(x) ∈ [−1,1] i f x = 0

sign(x) =−1 i f x < 0

(3.4)

the convergence to the switching line is in finite time t0 ≥ t. For the existence of SM, the sliding

variable must to satisfies the following condition

s>t ṡt < 0 (3.5)

Given the form of the control, some remarkable advantages are easy implementation in the

systems, high efficiency, convergence in finite time, applicability in linear and nonlinear systems,

decoupled high dimensional design in independent sub-problems of low dimension and robust to

disturbances and noise in measurements. Some of the features to consider are: high frequencies

(chattering) that can affect the systems’ hardware, high gains and the SM control is not robust

in the reaching phase. Given the characteristics of this control exist a high level of research and

publications around this.

Publications as for the mechanical problems like flexible bar [14]. For electromechanical

systems such as DC motors, permanent magnet synchronous motors, induction motors, power

converters, and robots [54]. Furthermore, for math problems such as the numerical solution

of constrained ODEs, the real-time differentiation, and the problem of finding the zeroes of

nonlinear algebraic systems [40].

3.2 Integral Sliding Mode

Given the existence of a reaching phase by SM controllers where the control needs high gains

to be robust and to force the dynamic to the sliding surface, a technique denominated as Inte-

gral Sliding Mode was proposed to eliminate this disadvantage in the SM approach. Defined by

Utkin as:

23



3.2. INTEGRAL SLIDING MODE CHAPTER 3. FUNDAMENTS

Definition 1. Integral Sliding Mode

A sliding mode is said to be an integral sliding mode if it is motion equation is of the same order

as the original system [54] (pg. 118).

The ISM consist of adding an extra degree of freedom by an integral term added to the

sliding surface.

An affine system without perturbations described as

ẋt = f (xt)+B(xt)ut (3.6)

exist u = u0 which stabilises the system. The close loop system is given by

ẋ0,t = f (x0,t)+B(x0,t)u0,t (3.7)

in an ideal case without perturbations. Considering perturbation by the vector Ξ in the dynamic

of the system described in equation (3.6) the expression becomes in:

ẋt = f (xt)+B(xt)ut +Ξ (3.8)

The control problem is to find a control such that xt = x0,t at the initial time x0 = x0,0. Adding a

term to the control u0 and defining a sliding manifold given by

st = s0(xt)+ zt (3.9)

where s0(x) is a function of the states of the system that could be similar to the sliding variable

defined for the SM. The term z introduce an integral to the sliding surface, defined in a form that

the dynamic of the sliding surface s is ṡ = 0. The sliding dynamic is defined as

ṡt =
∂ s0(xt)

∂x
ẋt + żt (3.10)

=
∂ s0(xt)

∂x
[ f (xt)+B(xt)ut +Ξt ]+ żt (3.11)

considering u = u0 +u1 where u1 is equivalent to the perturbations in the system u1 = B(x)−1Ξ

the dynamic can be defined as

ṡt =
∂ s0(xt)

∂x
[ f (xt)+B(xt)u0,t +B(xt)u1,t +Ξt ]+ żt (3.12)

=
∂ s0(xt)

∂x
[ f (xt)+B(xt)u0,t ]+ żt (3.13)
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defining z as

żt =−
∂ s0(xt)

∂x
[ f (xt)+B(xt)u0,t ] (3.14)

with initial conditions z(0) = s0(x(0)) then the dynamic of the sliding surface satisfies ṡ0 = 0

since t = 0 [1, 54, 55].

This approach has the advantages that the sliding regimen starts at the beginning of the

process, makes the control robust to parameter variation, non-modelled dynamics and external

disturbances for all t, and gives the system an extra degree of freedom.

The ISM has been applied to different devices: as for the controller of underwater UV using

integral of the tracking error in the sliding surface as is shown in [27]. Also, in a small radio

control helicopter, for reduction of the chattering generated by the control in [37]. Alternatively,

in a power converter like in [52] where an ISM is applied in the hysteresis modulation with a

double integral to alleviating the steady-state error.

3.3 Super twisting algorithm

In most cases, some derivatives are not available by measure. So a finite time exact differentiator

based on the super twisting algorithm (a second-order sliding mode algorithm [30]) was intro-

duced in [31]. The algorithm of super twisting [16] can be used in combination with a variable

gain, as the proposed in [5, 11, 56] .

The estimation of the derivative for a variable χt is given by
·

χ̂t = x̂1,t− k̃t(x̂2,t)x̂2,t
·
x̂1,t = χt−βχsign(χ̂t−χt)

x̂2,t = |χt− χ̂t |1/2 sign(χ̂t−χt)

(3.15)

with βχ > 0 and the variable gain described by:

˙̃kt(x̂2,t) = ρkk̃tsign(Φt)− M̄
[
k̃t− k+

]
+
+ M̄

[
χt− k̃t

]
+
,

Φt :=
∣∣∣[sign(x̂2,t)]eq

∣∣∣−αk, αk ∈ (0,1),

M̄ > ρkk+, k+ > sup
t≥0
|χ̇t | ,

ρk > 0, χ > 0.
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The convergence conditions and how to select the differentiator parameters can be analysed

in [56].

This derivative has been used in other studies. As in [16] for a nonlinear system, multiple

inputs and outputs are weakly observable, proposing a hierarchical observer for state estima-

tion and reconstruction of unknown inputs. In [35] the super twisting algorithm modified with

nonlinear gains is used for the state estimation of a particular type of aerobic bioreactor sys-

tem with only the measure of dissolved oxygen. Furthermore, in [44] the state estimation of a

second-order mechanical system in discrete time despite the fact that the presence of noise and

parametric uncertainties is analysed.

3.4 The regular gradient descendent method

Define the optimization (minimization) of a smooth convex functional H = H (δt),

H : Rn→ R+ given by:

H(δt)→min
uRm

.

A solution to the optimisation problem can be obtained by using the Sub-Gradient Descent

(SGD) algorithm.:

d
dt

δt =−κ∂H(δt), 0 < κ <+∞, κ ∈ R, t ≥ 0 (3.16)

The initial conditions for δ0 are known. The analysis of the optimization algorithm (3.16)

for a strictly convex or not functional H(δt) is presented below.

3.4.1 C1: Strictly convex functions

If H(δt) is strictly convex, the following properties hold (considering that ∂H = ∇H) for all

δt ∈ Rn:

δ>t ∇H(δt)≥ λ ‖δt‖2 ,

‖∇H(δt)‖2 ≥ λ (H(δt)−H∗), λ > 0, λ ∈ R

 (3.17)
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where H∗ = H (δ ∗t ) with δ ∗t = arg min
δt∈Rn

H(δt) is a unique extreme point of H and, considering

as the ideal case, it should be δ ∗t = 0. Considering the properties of the functional (3.17), it can

be proven that the argument and functional converge simultaneously to their optimal values and

estimate the rate of convergence for the SGD algorithm (3.16).

1. Argument convergence: Consider the candidate Lyapunov function V (δt) = 0.5‖δt‖2

(which is positive definite and radially unbounded). The derivative of V on the trajectories

of (3.16), yields

V̇ (δt) = δ
>
t δ̇t =−κδ

>
t ∂H(δt). (3.18)

Given ∂H = ∇H, the last expression leads to

V̇ (δt) =−κδ
>
t ∇H(δt). (3.19)

Using the first property in (3.17) results into V̇ (δt) ≤ −κλ ‖δt‖2 = −2κλV (δt), imply-

ing the argument’s exponential convergence to the origin with the rate e−2κλ t , namely

V (δt)≤V (δ0)e−2κλ t → 0

2. Functional convergence: Consider the Lyapunov function VH(δt) = H(δt)−H∗,VH > 0,

VH(0) = 0. The time derivative of VH on the trajectories of the SGD-algorithm (3.16)

leads to

V̇H(δt) = ∂H(δt)δ̇t =−κ ‖∂H(δt)‖2 . (3.20)

By the second property in (3.17), one gets V̇H(δt) ≤ −κλ (H(δt)−H∗) = −κλVH(δt).

In consequence, the functional converges exponentially to its optimal value with the rate

e−κλ t , that is

H(δt)−H∗ ≤ (H(δ0)−H∗)e−κλ t →
t→∞

0.

3.4.2 C2: Non-strictly convex functions

For some classes of convex functions, the constant λ in (3.17) is equal to 0, i.e., λ = 0.

Therefore, both inequalities (3.18) and (3.20) are trivially confirmed, providing the properties
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V̇ (δt)≤ 0 and V̇H(δt)≤ 0, which guarantees only boundedness for δt and H(δt). Nevertheless,

for general convex functional, the following inequality, Known as Jensen’s inequality, is valid:

δ
>
t ∂H(δt)≥ H(δt)−H∗, δt ∈ Rn. (3.21)

Remark 1. Consider δ̃t as the averaged estimation of δt

δ̃t =
1

t +µ

∫ t

0
δτdτ, t > 0, δ̃0 = 0, µ > 0. (3.22)

With the application of the Jensen´s inequality (3.21), leads to the following upper bound for

H(δ̃t)−H∗

H(δ̃t)−H∗ ≤ 1
t +µ

t∫
0

(H(δτ)−H∗)dτ

≤ 1
t +µ

∫ t

0
δ
>
τ ∂H(δτ)dτ

 . (3.23)

Taking VH(δt) = H(δt)−H∗

H(δ̃t)−H∗ ≤− 1
κ (t +µ)

t∫
0

V̇ (δτ)dτ

≤ 1
κ (t +µ)

[H(δ0)−H∗] .

The last inequality implies that if t → ∞ then H(δ̃t)→ H∗. This functional convergence results

in an averaged algorithm as described in the equation (3.16) using the averaging strategy of the

equation (3.22).

For the cases considered in this study, the average of the states is not an input in the UV

dynamics, so this is not applicable in our study.

3.5 Automatic Feedback control

The automatic feedback control is considered to use a system’s output in this one’s input to

shape the process’s behaviour; this can be by state feedback and output feedback control.
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3.5.1 State Feedback Control

The control by state feedback consists of designing a control such that the system’s dynamic is

a desired dynamic, using the system’s output as a variable for the designed control.

Considering a system n dimensional with the state variable x ∈ Rn, described by:

ẋt = F(xt)+But (3.24)

yt = Cxt +D (3.25)

where F(x) ∈ Rn is a nonlinear function and B ∈ Rn×m is a coefficient matrix that describe the

relation of the state with the control u ∈ Rm. The matrix C ∈ Rl×n is a coefficient for relate the

state with the measurable output and D ∈ Rl is a disturbance vector.

Assuming that the differential equation in (3.24) is stabilized to the origin x = 0 by the

control function u in function of the state x (i.e. u = u(x)). The control problem is design a

control function u(x) such that x→ 0 as t→ 0 [12, 25, 43].

This control technique, in combination with other methods, has been studied extensively as

in [50], where a delayed state feedback control is implemented in continuous linear systems

with nonlinear perturbations and time delays in the measurements for the stability problem.

Also, Ningsu Luo and Manuel de la Sen, in [34], study the robust stability of uncertain inter-

nally delayed systems by state feedback with SM control, which is proportional to the state

and the delayed state, considering the sign of the sliding surface. In [23] is implemented, an

adaptive Neuronal Network (NN) controller for the unknown second-order nonlinear discrete

system, expressed in the non-strict feedback form for the tracking error where the NN approxi-

mates the unknown parts of the dynamic. The state feedback control has been implemented in

different forms and devices for UV control. Huan-Yin Zhou, Kai-Zhou Liu and Xi-Sheng Feng

implement a combination of state feedback and sliding mode controllers for tracking error in

underwater UV using a relation between the state feedback control parameters and the coeffi-

cients of the switching surface in [58]. Benjamas Panomrattanarug, Kohji Higuchi and Felix

Mora-Camino study the state feedback control, determined by the linear quadratic regulator, for

trajectory tracking for Euler angles, considering the case when all the state is measurable and

when the state is estimated by an observer in [38]. In [53] S. Thorel and B. d’Andreá Novel
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implement a state feedback control in the form of PID after some linearisations for the control

of displacement in a 3D space for a hybrid vehicle.

30



Chapter 4

State Feedback Realization of Averaged

Subgradient Integral Sliding Mode Control

4.1 Chapter Introduction

One of the principal problems in the control of Unmanned Vehicles (UV) is that they are of

different characteristics and forms. Moreover, it is not easy to get a complete UV model. There-

fore, for compensating the modelling errors, no knowledge of parameters, perturbations and

environmental conditions is necessary to use robust controllers and significant gains to force the

development of UV to fulfil a specific task. This chapter presents an integral sliding mode (ISM)

formulation based on an average sub-gradient (ASG) for tracking a trajectory for UV. The track-

ing problem formulation is an optimisation problem of a cost functional of the tracking error.

The proposed solution to the optimisation problem is using the average subgradient approach.

In this way, the control formulation does not need a complete knowledge of the UV model to

get a solution to the optimisation problem. Some simulations are presented to control quadrotor

UV to demonstrate the proposed formulation.
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4.2 Variables

A list of the variables used in this chapter is included in Table 4.1

ht Selective vector

h∗t Desired reference

ḣ∗t Time derivative of desired reference

ḧ∗t Second time derivative of desired reference

xa,t Position tracking error

xb,t Time derivative of position tracking error

u Control vector

H Tracking error cost functional

s Integral sliding variable

A Selection matrix

Table 4.1: State feedback Variables

4.3 The problem statement

Considering the structure of the UV dynamic without actuators dynamic described in equation

(2.7), and all the assumptions of chapter 1, the control problem description is as follows:

To find a control law u that regulates the trajectory tracking error (the difference between

the position of the UV and some feasible attainable reference trajectories h∗ ∈ Rn, where n ∈

{1,2, ...,6}), making it as small as possible without complete knowledge of the UV dynamic.
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4.4 Position Tracking problem

4.4.1 Dynamics of the position tracking error

Defining a selective position vector h for the UV positioning as:

ht = Aρt (4.1)

where A ∈ Rn×6 is a selection matrix, where n ∈ [1,2, ...6]. Moreover, a selective position

tracking error is given by:

xa,t := ht−h∗t
= Aρt−h∗t ,

(4.2)

where h∗ =
[

h∗1, h∗2, ..., h∗n
]>

, h∗ ∈Rn represents the vector of a reference trajectory, where

the first and second derivative vectors satisfy the following inequalities

∥∥ḣ∗t
∥∥≤ ḣ+,

∥∥ḧ∗t
∥∥≤ ḧ+.

The time variation of the tracking error xa,t is defined as

xa,t = ḣt− ḣ∗t
= Aρ̇t− ḣ∗t .

(4.3)

Taking the first differential equation of (2.14), the time derivative of xa can be expressed as

ẋa,t = AJ(ρt)ϕt− ḣ∗t . (4.4)

Defining an auxiliary variable xb as the time derivative of the selective position tracking error

xb,t := ẋa,t , (4.5)

the dynamic of the tracking error described in terms of the variables xa,t and xb,t is given by

ẋa,t = xb,t ,

ẋb,t = Fx,t +Gx,tux,t ,
(4.6)
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where
Fx,t := AJ(ρt)M−1 [F (ρt ,ϕt)+ξt ]+ ḧ∗t

Gx,t = AJ(ρt)M−1G

ux,t = ut .

(4.7)

The determinant of the matrix Gx satisfies the condition of det(Gx) 6= 0, so Gx is invertible

∀t ≥ 0. The function Fx is subject to the upper bound described by:∥∥Fx
(
xa,t ,xb,t , ḧ∗t

)∥∥= F+
x,t ,

F+
x,t = γ0 + γ1 ‖ρt‖+ γ2 ‖ϕt‖

γ0 = γ + γξ

γ j > 0, γξ > 0; j = 0, ...,2

‖Gx‖ ≤ γG, γG > 0


. (4.8)

An optimisation problem of a tracking error cost functional is formulated to get a solution to the

tracking problem.

4.4.2 Application of the averaged sub-gradient descendent technique

Define the optimization (minimization) of the smooth convex functional H = H (xa), where

H : Rn→ R+ and given by

H(xa,t)→ min
uxRm

. (4.9)

A possible solution to the optimisation problem is by the ASG algorithm by an ISM controller.

The convex (non-strictly and not obligatory differentiable) function H(xa), proposed in this

study, is

H(xa,t) =
n

∑
j=1

∣∣xa, j,t
∣∣ . (4.10)

The cost function satisfies the following inequality H(xa)≥min
xa

H(xa) = H∗ = 0 (assuming that

xa belongs to a closed set) and the Jensen’s inequality described in the expression (3.21) (valid

for any convex function) given by

δ
>
t ∂H(xa,t)≥ H(xa,t)−H∗, xa ∈ Rn. (4.11)

34



CHAPTER 4. SF ASG ISM 4.4. POSITION TRACKING PROBLEM

Desired sliding surface

Considering the usual gradient descendent method explained in Chapter 2, the auxiliary integral

sliding variable st is described by

st = xb,t +
xa,t +η

t +µ0
+Ψt ,

Ψt =
1

t +µ0

t∫
τ=0

∂H(xa,τ)dτ,

 (4.12)

where µ0 > 0, Ψt is the suggested integral term, and η is a compensation term. The structure of

η is going to be defined below. In expression (4.12), the term st is referred below as the integral

sliding variable [54].

Integral SMC and averaged sub-gradient application to find ux

A. Robust controller structure

For the auxiliary dynamic, described in equation (6.13), satisfying the conditions in the

expression (4.8), the control is proposed in the following theorem.

Theorem 1. The proposed ASG-ISM controller, which solves the optimisation problem given in

the expression (4.9), has the following structure

ux,t =−G+
x

(
kx,t

st

‖st‖+ εt

)
, (4.13)

The positive function kx,t is defined as

kx,t = 2
(

γ
−1
G z(1)x,t + k0

)
(4.14)

where k0 > 0, z(1)x,t ∈ R and z(0)x,t ∈ Rn and are defined as:

z(1)x,t := F+
x +

∥∥∥z(0)x,t

∥∥∥+ |ε̇t | (4.15)

z(0)x,t := (t +µ)
[
xb,t +∂H(xa,t)−Ψt

]
− (t +µ)2(xa,t +η) (4.16)

Providing for all t ≥ 0 the property

‖st‖ ≤ εt (4.17)
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Lemma 1. For the desired variable, satisfying the condition in equation (4.17), with any hg > 0

and any η for t ≥ t0 ≥ 0 we may guarantee that

H(xa,t)≤
Ωt

t +µ
+

hg

t +µ

t∫
τ=t0

(τ +µ)ετdτ. (4.18)

where
Ωt = λt0

[H(xa,t0)−H∗]− 1
2
‖ζt +η‖2 +

1
2
‖ζt0‖

2 +
1
2
‖η‖2

ζt =
∫ t

τ=0
∂H (xa,τ)dτ

(4.19)

Corollary 1. If

εt =
ε0

(t +µ)1+α
, α ∈ (0,1) , ε0 > 0, (4.20)

the following equality holds

hg

(t +µ)

t∫
τ=t0

(τ +µ)ετdτ

= hgε0

[
1

(1+α)(t +µ)α
− (t0 +µ)

(1+α)(t +µ)

] (4.21)

the inequality (4.18) becomes

H(xa,t)≤
Ωt

t +µ
+hgε0

[
1

(1+α)(t +µ)α
− (t0 +µ)

(1+α)(t +µ)

]
. (4.22)

Corollary 2. For t0 = 0 the sliding variable st satisfies

0 = xb,0 +
xa,0 +η

µ
(4.23)

so defining

η =−xa,0−µxb,0 (4.24)

and taking εt as in the equation (4.20), finally, the inequality (4.18) becomes

H(xa,t)≤
Ω1,t

t +µ
+

hgε0

(1+α)(t +µ)α
. (4.25)

The proof of the Theorem 1 and Lemma 1 are attached in the annexe. A diagram of the state

feedback is also included in Figure (4.1).
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Figure 4.1: State feedback diagram

4.5 Numerical evaluations

This section presents the control motion of quadrotor UV for the tracking error in 3D-space con-

sidering the dynamic equations in the expressions (2.7). Also, considering actuators’ dynamics.

4.5.1 3D Space Quadrotor

A state feedback control of PD form with model compensation implemented in the quadrotor

system serves as a comparative control reference. The parameters employed are:

Table 4.2: Parameters of Quadrotor

Parameter Parameter

m = 0.47kg g = 9.806m/s2

l = .205m b = 2.9842∗10−5N/rad/s

d = 3.2320+10−7N/rad/s Jr = 2.8385∗10−5N

Ix = Iy = 3.8278∗10−3N Iz = 7.1345∗10−3N

The uncertainties considered in the dynamic are generated by a uniform random number
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Table 4.3: PD and ISM control gains for quadrotor UV

Variable Kp Kd

x 2 1

y 2 1

z 350 25

θ 2 1

ψ 1645 5

φ 50 5

Variable Ks Kd

x 2 1

y 2 1

z 55 35

θ 275 0

ψ 6245 0

φ 50 5

software with a maximal magnitude equal to 0.5.

The references trajectories for the quadrotor are described by:

x∗t = 2cos(0.75t)

y∗t = 2sin(0.75t)

z∗t =
2

1+ e−2(t−55)
−
[

2
1+ e−2(t−43)

+
2

1+ e−2(t−27.5)

]
−
[

2
1+ e−2(t−17.5)

+
2

1+ e−2(t−3)

]
The control gains employed in this numerical evaluation are in the Table (4.3).

The controllers reduce the translation tracking errors (Figures (4.2), (4.3) and (4.4)) within

the first 10 s, even though there are disturbances in the dynamics. Due to several curves,

the PD controller cannot follow them as the proposed controller, and this one does not present

deviations in the reference tracking. Also, the proposed control keeps bounded the cost function

H as shown in Figure (4.5). The implemented controllers carry 3-dimensional path tracking in

the first 10 s (Figure (4.9)). Given the nonlinear references, the controllers’ magnitude variates

continuously (Figure (4.7)). Due to the form of the reference on the z-axis, there is less deviation

at the tracking reference (Figure (4.4)). There are oscillations in the trajectory tracking in the

first 5s. The integral of the square of the control action is estimated for comparison of the

controllers Figure (4.6). Given the ISM controller performance in the first 5s, the integral square
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Figure 4.2: Displacement in x axes for the Quadcopter
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Figure 4.3: Displacement in y axes for the Quadcopter
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Figure 4.4: Displacement in z axes for the Quadcopter

of the control was 2.3 ·106 N2m2. During the first 2s of numerical simulations, the norm of the
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Figure 4.5: Norm of xa of Quadcopter
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Figure 4.6: Integral of the square norm of ut of the Quadcopter

ISM control was 9 · 107. However, along the rest of the simulation, the maximum value of the

proposed ISM is near 60 (Figure (4.7)). Given the relationship between the control for x and

y and the reference of ψ , θ and φ , the bounded uncertainties and perturbations the ISMs have

high values to compensate for them. Figure (4.8) depicts the comparison of the integral square

error enforced by the PD and ISM controllers over the quadrotor dynamics. The ISM controller

is three times smaller than the corresponding PD controller. The integral square error of the

ISM grows slowly compared to that of the PD controller, and this one keeps constantly growing

(Figure (4.8)). Figure (4.9) shows the reference tracking on a 3D phase space. In the tracking by

the ISM controller, no deviations are observed during the simulation, and the quadrotor reaches

the desired reference trajectory. With the supposed partial knowledge of the UV model, with the
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Figure 4.8: Integral of square norm of xa of Quadcopter

presence of perturbations (nonlinear phenomena, external dynamics, the poor knowledge of the

M and non-modelled dynamics), the proposed optimising controller exhibits better performance.

4.6 Pseudo-code algorithm

The algorithm steps are:

1. Define the reference trajectory ρ∗.

2. Calculate the tracking trajectory error xa and the time derivative of the tracking error xb.
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Figure 4.9: 3D-displacement of Quadcopter

3. Calculate the sliding variable s according to the definition presented in expression (4.12)

using the tracking error and its first and second derivatives.

4. Implement the tracking error in the dynamic control law ux presented in expression (4.13).

4.7 Chapter Conclusions

The present chapter presented a new proposal for solving the trajectory tracking of UV. The

formulation does not require an explicit definition of the UV dynamic. The ISM-ASG controller

optimises the tracking error for the position. An upper bound for the cost functional of the

tracking error is established. The proposed formulation can be implemented in n dimensional

tracking error and the tracking error not just for the position. The efficiency of the proposed

controller in the control motion of different vehicles is demonstrated. It is important to note

that this formulation was obtained for second-order dynamics. However, in the case of having a

higher-order system, this formulation can also be adapted.
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Chapter 5

Back-Stepping Realization of Averaged

Sub Gradient Integral Sliding Mode

Control

5.1 Chapter Introduction

In many cases, Unmanned Vehicles (UV) can be underactuated; consequently, it is necessary to

consider auxiliary formulations to carry out UV control. It should also be noted that the actua-

tors’ dynamics are generally not considered. For these motives is required management systems

of a higher order. A frequent solution is using the back-stepping or the better-known cascade for-

mulation. Many formulations based on this approach require complete knowledge of the UV’s

dynamics in each stage to compensate for the forces that participate in the UV. This chapter

proposes using the Back-stepping formulation and defining a tracking error in each step. Then

formulate the tracking trajectory problem as an optimisation problem of a cost functional. In this

way, propose pseudo-continuous controls that carry out the UV control, obtaining a formulation

that does not require exact knowledge of the dynamics of each stage within the system. The

design of a Back-stepping form by integral sliding mode (ISM) based on the average subgradi-

ent algorithm is presented. Some numerical evaluations by the SIMULINK/MATLAB platform
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are exposed to get control of underwater UV. Also, a state-feedback formulation with a PID

controller is used as a benchmark for the proposed controller. The analysis and some comments

around the chapter are at the end of this one.

5.2 Problem stage

Given the complete state structure of the UV described in equation (2.14) the motion control of

a UV can be aboard directly in three stages by Back-stepping combined with the technique of

ASG. The description of the three stages are:

• The trajectory tracking problem for the position of the UV is as follows: to regulate posi-

tion tracking error magnitude, the difference between the UV position and some feasible

attainable reference trajectories ρ∗ ∈ R6, making it as small as possible by the design of

the referred ideal virtual continuous signal ϕ∗ with partial knowledge of the time derived

of the position.

• The tracking trajectory control problem for the velocity of the UV can be described as

controlling the velocity tracking error, the difference between the velocity of the UV ϕ

and the ideal virtual velocity ϕ∗, proposed for the first stage. Minimising the magnitude

as much as possible by defining the referred ideal continuous signal I∗ without knowledge

of the parameters in the dynamic, unmodelled forces and under perturbations.

• The main problem around the UV actuators is as follows: to force the current tracking

error, the difference between the current of the Permanent Magnet Direct Current (PMDC)

motor and the virtual control I∗ ∈ Rm of the second stage (m is the number of actuators).

Without a complete knowledge of the parameters of the motor and under perturbations.

To illustrate the stages, a representative diagram is shown in Figure 5.1

These three stages are for the general model of the UV, described in equation (2.14). In

particular cases, the problem can be divided into more stages or less, mainly for underactuated

systems.
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Figure 5.1: Back-stepping Diagram

5.3 Variables

A list of the variables used in this chapter is included in Table 5.1

5.4 Position Tracking problem statement

Given the position of UV by the vector ρ ∈Rn1 , with n1 = 6, subject kinematic relation described

in the equation (2.30), given by:

ρ̇t=J(ρ t)ϕ t . (5.1)

The vector ρ∗ ∈ Rn1 , that corresponds to a desired reference trajectory in the 3-dimensional

space. Where the first and second derivatives of ρ∗ are subject to the following inequalities:

‖ρ̇∗t ‖ ≤ ρ̇
∗+, ‖ρ̈∗t ‖ ≤ ρ̈

∗+. (5.2)

The position tracking error vector δ1 ∈ Rn1 for the UV is defined as:

δ1,t = ρt−ρ
∗
t , (5.3)

where the corresponding time derivative δ̇1 is given by:

δ̇1,t := ρ̇t− ρ̇∗t (5.4)
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ρ UV position

ρ∗ Desired UV position

ρ̇∗ Time derivative of the desired UV position

ρ̈∗ Second time derivative of the desired UV position

ρ1 Translation position

ϕ UV velocity

ϕ̇∗ Desired time derivative UV velocity

J(ρ) Jacobian matrix

I∗ Desired current

δ1 Position tracking error

δ2 Velocity tracking error

δ3 Current tracking error

H Cost function

s1 Integral sliding variable of first stage

s2 Integral sliding variable of second stage

s3 Integral sliding variable of third stage

Table 5.1: Back stepping Variables

Considering the dynamics of the UV, given by the expression (2.30), the differential equation

(5.4) can be expressed as

δ̇1,t = F1,t +G1,tu1,t , (5.5)

where

F1,t := ρ̇∗t

G1,t := J(ρt)

 . (5.6)
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Where G1 ∈ Rn1×m1 and satisfy det(G1) 6= 0, in consequence G1 is invertible all the time. The

upper bounds for the functions F1 and G1 are described according to the following expressions:

‖F1‖= F+
1 , F+

1 = ρ̇∗+∥∥G1,t
∥∥≤ g+1 , g+1 > 0, g−1 = (g+1 )

−1

 . (5.7)

A Back-stepping formulation [2] is used for get the stabilization of δ1. The vector u1 ∈ Rm1

that corresponds to the control in this stage is defined as u1 := ϕ , where ϕ is considered as a

pseudo auxiliary controller. The trajectory problem is reformulated as an optimisation problem

to obtain the stabilisation δ1. Let’s consider that u1 must minimise a cost function depending on

the position tracking error. The solution for the optimisation problem is based on the average

sub-gradient algorithm. This technique has been successfully applied for controlling systems

modelled by the Euler- Lagrange equations with uncertain models [41]. The proposed smooth

convex cost function is:

H(δ1) =
n1

∑
i=1

∣∣δ1,i
∣∣ , (5.8)

where δ1,i corresponds to the i-th component of δ1.

The control problem formulation for this first stage consists of designing a reference vector

u∗1 = ϕ∗ such that:

H(δ1)→ min
u1∈Rm1

,

u∗1,t = argmin
u1,t∈Rm1

H(δ1,t).
(5.9)

According to the ASG method previously used in [41], the optimisation problem can be solved

with the suitable definition of a sliding surface s1,t and the application of the ISM. The integral

sliding variable s1,t satisfies [54],

s1,t = δ̇1,t +µt [δ1,t +η1]+Ψ1,t ,

Ψ1,t = µt

t∫
τ=0

∂H(δ1,τ)dτ,

µt = (t +µ)−1 , µ > 0


(5.10)

with Ψ1 the temporal average of the gradient for the cost function H(δ1). To solve this, it was

formulated the following theorem.
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Theorem 2. The proposed ASG-ISM controller, which solves the optimisation problem given in

the expression (5.9), has the following structure

u1,t =−β1,t
s1,t∥∥s1,t
∥∥+ ε1,t

, (5.11)

The positive function β1,t is defined as

β1,t = 2
(

g−1 z(1)1,t +λ1,

)
(5.12)

where
z(1)1,t := F+

1 +
∥∥∥z(0)1,t

∥∥∥+ ∣∣ε̇1,t
∣∣

z(0)1,t := δ̇1,t +∂H(δ1,t)−Ψ1,t

ε1,t = µ
−(1+α)
t ε1,0, ε1,0 > 0,λ1 > 0.

(5.13)

Then the integral sliding surface s1 proposed as in expression (5.10) converges to a desired

regimen in a finite time t0 =
2
√

2
λ1

∥∥s1,0
∥∥.

‖s1,t‖ ≤ ε1,t (5.14)

Where s1,t0 the sliding surface evaluated over the trajectory of δ1,t with t = t0

Lemma 2. The control law (5.11) with s1,t , generated by (5.10) with η1 as η1 = δ1,0, guarantees

the following inequality

‖H(δ1,t)‖ ≤ µtdi‖δ1,t‖+µt (1+ t +µ)di‖η1‖+µ
−(1+α)(1+ t +µ)diε1,0 (5.15)

The stability analysis and the proof of the corollary are in the Appendix.

5.5 Velocity tracking problem

Given the desired reference proposed in the expression (5.11) and remembering the equivalence:

u1,t = ϕ
∗
t (5.16)

The second stage is to tackle the velocity trajectory tracking problem. For this is defined the

velocity tracking error δ2 for the UV as:

δ2,t := ϕt−ϕ
∗
t , (5.17)
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where ϕ∗ ∈ Rn2 , with n2 = m1, m1 = 6. The time derivative of the velocity tracking error δ2 is:

δ̇2,t := ϕ̇− ϕ̇
∗ (5.18)

Now given the complete dynamic of the UV, given by the expression (2.14), the equation (5.18)

can be expressed as:

δ̇2,t = F2,t +G2u2,t , (5.19)

where

F2,t :=M−1 [F (ρt ,ϕt)+ξt ]− ϕ̇∗t

G2 := GE f D f .

 (5.20)

Where G2 ∈ Rn2×m2 and exist G+
2 = (G>2 G2)

−1G>
δ ,2 defined as the pseudo-inverse of G2. The

upper bound for the function F2,t satisfies the following expression:

∥∥F2,t
∥∥≤ F+

2,t ,

F+
2,t = γ2,0 + γ2,1|ρt |+ γ2,2|ϕt |

γ
(2)
0 > 0;∥∥G>2 G2

∥∥≤ g+2 , g+2 > 0, g−2 = (g+2 )
−1.


. (5.21)

In a similar form as in the previous stage, a pseudo-control action is considered. For the

velocity stage, the control action is given by the vector u2 := I where u2 ∈Rm2 and m2 depends

of the number of actuators in the UV. The proposition of u∗2 = I∗ will be defined below. The

variable I∗ is the reference of current for actuators.

Continue with the Back-stepping formulation [2] to obtain the stabilisation in this stage of

δ2. As in the previous stage, the stabilisation problem of δ2 is reformulated as an optimisation

problem. The main objective of u2 is to obtain the minimum value of a cost function depending

on the velocity tracking error. The proposed algorithm is based on the averaged sub-gradient to

solve the optimisation problem. The proposed smooth convex cost function is:

H(δ2,t) =
n2

∑
i=1

∣∣δ2,i,t
∣∣ , (5.22)

where δ2,i corresponds to the i-th component of δ2.
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In the second stage, the control problem formulation consists of designing a reference vector

u∗2 = I∗ such that:

H(δ2,t)→ min
u2∈Rm2

,

u∗2,t = argmin
u2,t∈Rm2

H(δ2,t).
(5.23)

Using the same average sub-gradient formulation used in the previous stage and based on the

formulation in [41] defines the integral sliding surface s2,t to solve the optimisation problem and

considering the ISM approach. The integral sliding variable s2,t satisfies [54], and is given by:

s2,t = δ̇2,t +µt [δ2,t +η2]+Ψ2,t ,

Ψ2,t = µt

t∫
τ=0

∂H(δ2,τ)dτ,

µt = (t +µ)−1 , µ > 0


(5.24)

with Ψ2 the temporal average of the gradient for the cost function H(δ2).

The following theorems were formulated to solve this stage, based on the previous stage

theorem,

Theorem 3. The formulated ASG-ISM controller, for the optimisation problem given in the

expression (5.23), satisfies

u2,t =−β2,t
s2,t∥∥s2,t
∥∥+ ε2,t

, (5.25)

The positive function β2,t is defined as

β2,t = 2
(

g−2 z(1)2,t +λ2,

)
(5.26)

where
z(1)2,t := F+

2 +
∥∥∥z(0)2,t

∥∥∥+ ∣∣ε̇2,t
∣∣

z(0)2,t := δ̇2,t +∂H(δ2,t)−Ψ2,t

ε2,t = µ
−(1+α)
t ε2,0, ε2,0 > 0,λ2 > 0.

(5.27)

Then the integral sliding surface s2,t proposed as in expression (5.24) converges to a desired

regimen in a finite time t0 =
2
√

2
λ2

∥∥s2,0
∥∥.

‖s2,t‖ ≤ ε2,t (5.28)
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Where s2,t0 the sliding surface evaluated over the trajectory of δ2,t with t = t0

Lemma 3. The control law (5.25) with s2,t , generated by expression (5.24) with η2 as η2 = δ2,0,

guarantees the following inequality

‖H(δ2,t)‖ ≤ µtdi‖δ2,t‖+µt (1+ t +µ)di‖η1‖+µ
−(1+α)(1+ t +µ)diε2,0 (5.29)

The stability analysis and the proof of the corollary are in the Appendix.

5.6 Actuator control problem

Considering the desired reference for I in the expression (5.25) is defined the current tracking

error δ3 as:

δ3,t = It− I∗t , (5.30)

where I ∈ Rn3 with n3 = m2. The dynamic of tracking error δ3 is described as:

δ̇3,t := İt− İ∗t (5.31)

Considering the dynamics of the actuators on the UV, described by the expression (2.14), the

equation (5.31) is equivalent to

δ̇3,t = F3,t +G3u3,t , (5.32)

where
F3 :=−E f D f Z−1

L FI (ρt ,ϕt)− İ∗t

G3 := Z−1
L .

 (5.33)

where G3 ∈ Rm2×m2 and for det(G3) the non singularity condition is satisfied det(G3) 6= 0, the

upper bound for the function F3 is given according to the following expression:

‖F3‖= F+
3 ,

F+
3 = γ3,0 + γ3,1|ρt |+ γ3,2|ϕt |

γ
(3)
0 > 0

‖G3‖ ≤ g+3 , g+3 > 0, g−3 = (g+3 )
−1.


(5.34)
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The real control action over UV system and for the third stage of the Backstepping formulation

is u3 = υd where u3 ∈ Rm3and m3 = m. The optimal control u∗3 = υ∗d will be defined below

Finally, the last part of the Back-stepping formulation [2] consist of forcing the stabilisation

of δ3. The tracking trajectory problem is expressed as an optimisation problem to solve this

problem. Defining the objective of u3 as obtain the minimum value of a cost functional of

the current tracking error. The optimal solution for the problem is getting by the algorithm of

averaged sub-gradient. The proposed smooth convex cost function is:

H(δ3,t) =
n3

∑
i=1

∣∣δ3,i,t
∣∣ , (5.35)

where δ3,i corresponds to the i-th component of δ3.

The control problem is designing an optimal control vector u∗3 = ν∗ such that:

H(δ3,t)→ min
u3∈Rm3

,

u∗3,t = argmin
u3,t∈Rm3

H(δ3,t).
(5.36)

To solve the optimisation problem in the last stage, a integral sliding variable is defined, fol-

lowing the formulation in [41] and based on the algorithm of average sub-gradient, as in the

first stages. The sliding surface s3 formulated for solve the optimization problem called integral

sliding variable s3 satisfies [54], and is given by:

s3,t = δ̇3,t +µt [δ3,t +η3]+Ψ3,t ,

Ψ3,t = µt

t∫
τ=0

∂H(δ3,τ)dτ,

µt = (t +µ)−1 , µ > 0


(5.37)

where the average partial derivative of the cost function H(δ3) corresponds to Ψ3.

For the considered dynamic in the final stage, described in the equation (5.32), satisfying the

conditions given in (5.34), the real control action of the UV is proposed in the following theorem

Theorem 4. The proposed ASG-ISM controller, which solves the optimisation problem given in

the expression (5.36), for the tracking error δ3 has the following structure

u3,t =−β3,t
s3,t∥∥s3,t
∥∥ , (5.38)
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The positive function β3 is defined as β3 is selected as

β3,t = F+
3 +

∥∥∥z(0)3,t

∥∥∥+ ε3

η3
(5.39)

where

z(0)3,t := (t +µ)−1 [∂H(δ3,t)−Ψ3,t ] (5.40)

then the sliding surface s3 proposed as in expression (5.37) converges to the origin in a finite-

time t0 = (

√
2

λ3
g−3 )

∥∥s3,t0

∥∥. Where s3,t0 is the integral sliding surface evaluated over the trajecto-

ries of δ3 with t = t0.

5.7 Numerical Evaluation

5.7.1 Backstepping formulation for underwater UV

Tackling the case of an underwater UV was considered the situation in which φ = 0 with the

reduced kinematic given in the equation (2.20) and the equations of translation and orientation

in the expressions (2.21) and (2.22) respectively. As was mentioned before, the Back-stepping

formulation described can be formulated in different ways as it is convenient for the UV device

and circumstances. For this particular case, the number of stages is four. The cost functional

considered in this example was the same as for each stage in the previous description in the

equations (5.8), (5.22) and (5.35). The integral sliding variables are described in similar way

as before in the expressions (5.10), (5.24) and (5.37). The relation between the steps can be

considered as guidance laws by control.

5.7.2 First stage-Position tracking

For this stage the reference trajectory is given by ρ∗1 =
[

x∗ y∗ z∗
]>

with the correspond-

ing dynamic given by ρ̇1
∗
t = F (t). Taking the position tracking error as δ1 := ρ1− ρ∗1 . The

components of the tracking error dynamic are

f1,t =−F (t) , G1,t = Ra
b(0,θt ,ψt)
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for this stage, the vector of translation velocity ϕ1 acts as the control action over the position

tracking error δ1, renaming the control variable as u1. The ideal virtual control ϕ∗1 is defined

using the expression (5.11).

5.7.3 Second stage- Traslational Velocity tracking

The second stage consists of the control of the translation velocity tracking. The tracking error

δ2 is defined as

δ2,t := ϕ
∗
2,t−ϕ2,t

The form of the dynamic is as the equation (2.21) with the components given by

F2,t =


−d11ut

m11

−d22vt

m22

−d33wt

m33

− ϕ̇
∗
1,t , Gδ2 =


1

m11
−m33wt

m11
+

m22vt

m11

0 0 −m11ut

m22

0
m11ut

m33
0


The control action over the dynamic of δ2,t corresponds to u2 =

[
uu ω

]>
, where ω corre-

sponds to the angular velocity of pitch and yaw, ω =
[

q r
]>

. The ideal virtual control u∗2 is

described in a similar way as in the expressions (5.11) and (5.25).

5.7.4 Third Stage- Angular Velocity Tracking

The third control step is defined as the solution of angular velocity tracking. It is defined the

tracking error δ3 as

δ3,t := ω
∗
t −ωt

where the control action corresponds to the vector u3 =
[

ur uq

]>
. The dynamic of δ3 is

described in a similar form as in the expression (5.5), (5.19) and (5.32). The components are

given by

F3,t =


m33−m11

m55
utwt−

d55

m55
qt−

mghsθ

m55
m11−m22

m66
utvt−

d66

m66
rt

−
 ṙ∗t

q̇∗t

 , G3 =


1

m55
0

0
1

m66


The ideal control u∗3 is formulated in a similar form as in the expressions (5.11) and (5.25).
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5.7.5 Fourth Stage - Torque Tracking

In the last stage, the tracking error is as in the form in the expression (5.30). Taking the tracking

error δ4 as

δ4,t := u∗t −ut

where u> =
[

uu uq ur

]
where uu is defined in the second stage and uq and ur are defined

in the previous stage. The components of the tracking error dynamic, considering the structure

in the equation (5.32), are

F4 = ZE


gu

gq

gr

−


u̇∗u,t
u̇∗q,t
u̇∗r,t

 , G4 = ZE

The control vector is v =
[

vu vq vr

]>
is given the equation (5.38).

5.7.6 Evaluation

This section describes the numerical results evaluated in the MATLAB/Simulink platform for the

previous case described. The simulation algorithm uses the Runge-Kutta integration algorithm

with a step size of 1∗10−4 s. The parameters used in the dynamic of the underwater UV are as

follows in the Table (5.2)

Parameter Value Parameter Value Parameter Value

m11 1116 d11 25.5 m 1089.9

m22 2133 d22 138 g 9.81

m33 2133 d33 138 h 0.0065

m55 4061 d55 490

m66 4061 d66 490

Table 5.2: Simulation Parameters underwater vehicle

55



5.7. NUMERICAL EVALUATION CHAPTER 5. BS ASG ISM

First stage

The tracking of the position of the UV is in the three-dimensional space x-y-z. The proposed

reference is a circle in the horizontal plane, and a bell function gives the heave displacement.

The desired trajectory is described by:

x∗t = 15sin(0.02t)

y∗t = 15cos(0.02t)

z∗t =−5
[

1
1+ |0.01t−2|8

]
In a similar form for each stage, a state feedback formulation (proportional-integral-derivative or

PID form) with model compensation is formulated for the UV system, with the main objective to

serve as a benchmark for the proposed controller in all the stages. For the position tracking in the

initials 20s. both controllers force the system to a zone near the desired trajectory (Figures (5.2),

(5.3) and (5.4)), and the observed oscillations correspond to the disturbances in the kinematic of

the system. The displacement in the three-dimensional space can be observed in Figure (5.5).

As the tracking error is reduced (Figure (5.6)), in consequence, the proposed controller keeps

bounded the cost function Ψ1 as can be noticed in the same figure.
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Figure 5.2: Surge displacement ”x” by state feedback and integral sliding mode

Second stage

In the same first 20 seconds for the second stage, both controllers force the velocities states

to the desired trajectory as is shown in Figures (5.7), (5.8) and (5.9), showing just the first 20
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Figure 5.3: Sway displacement ”y” by state feedback and integral sliding mode
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Figure 5.4: Heave displacement ”z” by state feedback and integral sliding mode

Figure 5.5: 3D space ”x− y− z” by state feedback and integral sliding mode

seconds of simulation. As can be observed in the tracking error development in Figure (5.10)

the ISM controller obtain a smaller magnitude of the tracking error as obtained by the state

feedback formulation. The magnitude obtained by the ISM controller is .5 timeless than by the
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Figure 5.6: Position tracking error ”δ1,t” by state feedback and integral sliding mode

PID controller.
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Figure 5.7: Surge velocity ”u” by state feedback and integral sliding mode
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Figure 5.8: Sway velocity ”v” by state feedback and integral sliding mode
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Figure 5.9: Heave velocity ”w” by state feedback and integral sliding mode

0 10 20

Time, s

0

0.1

0.2

0.3

0.4

0.5

|u
-u

*|
, m

/s
 

PD

ISM

0 10 20

Time, s

0

0.02

0.04

0.06

0.08

0.1

|v
-v

*|
, m

/s
 

PD

ISM

0 10 20

Time, s

0

0.005

0.01

0.015

0.02

|w
-w

*|
, m

/s
 

PD

ISM

Figure 5.10: Velocity tracking error ”δ2,t” by state feedback and integral sliding mode

Third stage

Following the angular velocity tracking, both controllers force the state to the desired trajectory

as shown in figures (5.11), and (5.12). Evaluating the magnitude of the tracking error obtained

by the controllers can be observed that the results obtained by the ISM controller are less than

those obtained by the state feedback formulation, as can be seen in Figure (5.13).

Fourth stage

In the actuators stage, both formulations are applied, suc ceeding in forcing the actuators’ de-

velopment to the desired reference closing in this form of the Back-stepping formulation. In the

first instant of the simulation the actuators development is the same as the reference as shown

in Figures (5.14), (5.15) and (5.16). On average, in the simulations, the truster magnitude ob-
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Figure 5.11: Pitch angular velocity ”q” by state feedback and integral sliding mode
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Figure 5.12: Yaw angular velocity ”r” by state feedback and integral sliding mode
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Figure 5.13: Angular velocity tracking error “δ3,t” by state feedback and integral sliding mode

tained by the state feedback is 100 times greater than the obtained by the ISM. The magnitude

of the real controllers are presented in Figures (5.17), (5.18) and (5.19), where can be observed

overdrafts in different times. The power used by the PID controller is 2.65 times higher than the
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voltage used by the proposed controller. The ISM controller presents better trajectory tracking,

as seen in the error norm where the ISM controller norm is less than that of the PID controller,

as shown in Figure (5.20).
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Figure 5.14: Surge torque ”τu” by state feedback and integral sliding mode
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Figure 5.15: Pitch torque ”τq” by state feedback and integral sliding mode

The gains employed in each stage are in Table (5.3).
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Figure 5.16: Yaw torque ”τr” by state feedback and integral sliding mode
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Figure 5.17: Surge voltage ”vu” by state feedback and integral sliding mode
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Figure 5.18: Pitch voltage ”vq” by state feedback and integral sliding mode

5.8 Pseudo-code algorithm

The algorithm steps for each stage are:
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Figure 5.19: Surge voltage ”vr” by state feedback and integral sliding mode
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Figure 5.20: Actuator tracking error ”δ4,t” by state feedback and integral sliding mode

1. Define the reference trajectory ρ∗.

2. Calculate the tracking trajectory error δ1.

3. Estimate the first and second derivatives of the tracking error applying the robust exact

differentiator over δ1.

4. Calculate the first sliding surface s1 according to the definition presented in (5.10) using

the estimates of the tracking error and its first and second derivatives.

5. Implement the tracking error in the dynamic control law u1 presented in (5.11).

6. Fix the desired velocity ϕ∗ to the result gotten for the first back-stepping stage: ϕ∗ = u1
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Table 5.3: Table of gains used for evaluating ISM and PID controllers.

Stage ASG-ISM PID

First
γ1,0 γ1,1 γ1,2 γ1,3 B+

ϕ1

8 7 6 .7 1

Kp = diag([ −30 40 −40 ])

Kd = 0

Ki = 0

Second
γ2,0 γ2,1 γ2,2 γ2,3 B+

ϕ2

1∗104 5∗107 50 5 1

Kp = 2I2

Kd = I2

Ki = 0.3I2

Third

γ3,0 γ3,1 γ3,2 γ3,3 B+
ϕ3

102 102 102 10−4 1

109 1011 1011 10−6 .5

109 1011 1011 10−6 .5

Kp = diag([ −5 −2 −2 ])

Kd = diag([ −2 0.5 −2 ])

Ki = diag([ −4 2 −2 ])

Fourth
γ4,0 γ4,1 γ4,2 γ4,3 B+

ϕ4

50 5∗106 7∗103 7 .5

Kp 20I3

Kd I3

Ki diag([ 12 12 7 ])

7. Calculate the first and second-time derivatives of ϕ∗ using a robust exact differentiator

such as a super-twisting algorithm for each component of ϕ∗

8. Calculate the second sliding surface s2 according to the definition presented in (5.24) using

the estimates of the error between ϕ and ϕ∗ and its first and second derivatives.

9. Implement the tracking error in the dynamic control law u2 presented in (5.25).

10. Fix the desired current I∗ to the result for the second back-stepping stage depending on

the estimation of u2.

11. Calculate the first and second-time derivatives of I∗ using a robust exact differentiator

such as a super-twisting algorithm.

12. Calculate the third sliding surface s3 according to the definition presented in expression
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(5.37) using the estimates of the error between I and I∗ and its first and second derivatives.

13. Implement the tracking error in the dynamic control law u3 presented in (5.38)

5.9 Chapter Conclusions

This chapter obtained the complete formulation of Back-stepping in general form for UV. With

this formulation is possible to get new ways to solve the trajectory tracking for underactuated

systems. In this form is possible to formulate a robust reference to the unacknowledged dy-

namic and variation of parameters in each stage of the formulation. A numerical example for

the tracking trajectory of an underwater UV was presented, showing an example for underactu-

ated systems. The proposed controllers’ implementation in underwater vehicles’ dynamics was

presented, demonstrating greater efficiency than the PID controller.

65



Chapter 6

Output Feedback Realisation of Averaged

Subgradient Integral Sliding Mode Control

6.1 Chapther Introduction

In UV control, the ignorance of some variables and parameters on the UV dynamic can increase

the number of uncertainties to be resolved and increases the energy demand in the controller to

compensate for unknown disturbances. In practice, some variables are impossible to measure, so

the use of estimations is common to obtain information about variables and parameters. There-

fore, this section proposes two solutions to the optimal tracking problem: integrating variables

and parameter estimation through an observer formulation by super twisting. Integrating these

formulations allows us to reduce the robustness demand of the previously presented controller,

and a more precise controller is made by reasonably estimating the variables and parameters.

This chapter presents the theoretical control formulation estimating the parameter εt and using

the estimation of UV velocities. Also, this section presents numerical evaluations in an under-

water vehicle through the numerical evaluation in the Matlab/Simulink platform for the case

with the estimation of the UV velocities.
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6.2 Variables

A list of the variables used in this chapter is included in Table 6.1

Ux Control vector

sx Integral sliding variable

ε Sliding converge zone

G+
x Bound of control matrix

xa Tracking error vector

xb Time derivative of tracking error vector

Fx Forces in the UV dynamic

kx Control gains

ε̂x Estimation of integral sliding converge zone

z1 Auxiliary variable

z2 Time derivative of z1

∆1 Estimation error of z1

∆2 Estimation error of z2

x̂a Estimation of tracking error xa

x̂b Estimation of time derivative of the tracking error xb

ex Estimation error of the tracking error

ŝ Estimation of sliding variable

H Cost functional of the tracking error

A Projection matrix

Table 6.1: Output feedback Variables
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6.3 Output feedback with ε estimation

6.3.1 The problem statement in descriptive form

Given the proposed solution in chapter 4 by the State feedback form and considering that the

derivative of the parameter εt is unknown, the stages of the problem are the following:

• The error estimation of εt : design of the dynamic of the estimator that reduces the error

estimation ε̃t .

• The description of the tracking trajectory control problem for the UV is as follows: to

regulate the trajectory tracking error, making it as small as possible, and by the use of the

ideal continuous signal ux,t (in the function of the estimated εt) using the ASG formula-

tion.

The control law for state feedback is described in chapter 4 in expression (4.13) for the state

feedback by the tracking error.

ux,t = G+
x kx,t

sx,t

||sx,t ||+ εt
(6.1)

Defining the estimated control û as

ûx,t = G+
x k̂x,t

st

||st ||+ εt
(6.2)

The dynamic in the close loop for the tracking error is given by:

ẋb,t = Fx,t− k̂x,t
st

||st ||+ εt

= Fx,t− kx,tSs(st)−
(
k̂x,t− kx,t

)
Ss(st)

where the function Ss (•)

Ss(st) :=
st

||st ||+ εt
(6.3)

Defining the error estimation of kx,t as
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k̃x,t = k̂x,t− kx,t

= 2
(

γ
−1
G z(1)x,t + k0

)
−2
(

γ
−1
G z(1)x,t + k0

)
= 2

(
γ
−1
G F+

x +
∥∥∥z(0)x,t

∥∥∥+ ∣∣ ˙̂εt
∣∣+ k0

)
−2
(

γ
−1
G F+

x +
∥∥∥z(0)x,t

∥∥∥+ |ε̇t |+ k0

)
= 2

(
| ˙̂εt |− |ε̇t |

)
(6.4)

In consequence, the close loop equation (6.3) can be described as

ẋb,t = Fx,t− kx,tSs(st)− k̃x,tSs(sx,t)

= Fx,t− kx,tSs(sx,t)−2
(
| ˙̂εt |− |ε̇t |

)
Ss(st)

(6.5)

New variables are defined z1 = ε and z2 = ε̇ with dynamic described by

ż1,t = z2,t

ż2,t = ε̈t

(6.6)

the defining estimated variables of ε as

ε̂t := ẑ1

˙̂εt := ẑ2,t + l1|∆1,t |1/2sign(∆1,t)
(6.7)

where the corresponding estimation error as ∆1 := ẑ1− z1 with dynamic given by

∆̇1,t = ẑ2,t + l1|∆1,t |1/2sign(∆1,t)− z2,t

= ẑ2,t− z2,t + l1‖∆1,t‖1/2sign(∆1,t)

= ∆2,t + l1|∆1,t |1/2sign(∆1,t)

∆̇2,t = l2sign(∆1,t)− ε̈t

(6.8)

The complete state is given by

ẋa,t = ẋb,t

ẋb,t = Fx,t− kx,tSs(st)−2∆2Ss(st)

∆̇1,t = ∆2,t + l1|∆1,t |1/2sign(∆1,t)

∆̇2,t = l2sign(∆1,t)− ε̈t

(6.9)

69



6.4. VELOCITY ESTIMATION CHAPTER 6. OF ASG ISM

6.4 Output feedback with the estimation of the velocity

6.4.1 The problem statement in descriptive form

The control problem considered in this section is the design of an output feedback controller

ux ∈Uadm such that the trajectory tracking error between the current position (x,y,z) and the ref-

erence trajectories (x∗,y∗,z∗) can be driven to the origin considering that such position error is

measurable while the vector ϕ̇ is determined implementing a robust exact differentiator. The ref-

erences trajectories σ∗ ∈ R3 are continuous time-dependent functions (σ∗ =
[

x∗, y∗, z∗
]>

.

) satisfying that their second full-time derivatives satisfy the following inequality:

‖ϕ̈∗t ‖ ≤Φ
+ (6.10)

with Φ+ a positive scalar.

6.4.2 Trajectory tracking analysis

Dynamic of the tracking error

Taking the position tracking error xa as in Chapter 3 for the case of the tracking error in the 3D

space. According to the UV model, this vector can be expressed as:

xa,t = Aρt−σ
∗
t = [x− x∗,y− y∗,z− z∗]> , (6.11)

where A is the projection matrix, for this case defined as A =
[
I3x3 03x3

]
The velocity of the tracking error is defined as

xb,t := Aρ̇t− σ̇
∗
t (6.12)

Considering the UV dynamics in the equation (2.14), the complete tracking error dynamics

can be expressed as follows:

ẋa,t = xb,t ,

ẋb,t = Fx,t +Gx,tux,t ,
(6.13)
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For this case, the expression of Fx is the same as in the expression (4.7), and for Gx the

following expression has been used:

Gx,t :=AJ(ρt)M−1B

=m−1R(ρt)


1 0 0

0 Yuαv 0

0 0 −Zuαh

 . (6.14)

Notice that the matrix Gx satisfies the following property: det(Gx) 6= 0, hence Gx is invert-

ible. Both matrices Fx and Gx satisfy the inequalities (4.8)

Given that the position vector ρt with respect to the inertial frame can be measured online,

while the velocity in the frame [a] cannot, the vector ρ̇ is estimated. The estimation of vector ẋa,

is using a numerical differentiator (super-twisting). The estimation of xa,t given by the variable

x̂a,t use the estimation error defined as ex := x̂a−xa, considering the following general form of

the super-twisting algorithm (presented for each of components of xa, i.e. xa,i) and remembering

that ẋa,t = xb,t :

x̂b,i,t = z(i)1,t−α0,i |ex,i,t |1/2 sign(ex,i,t)

d
dt z(i)1,t =−α1,isign(ex,i,t)

The following [32] the super-twisting algorithm must satisfy the expression

α1,i > L1,i,α
2
0,i > 4L1,i

α1,i +L1,i

α1,i−L1,i
,L1,i ≥

∣∣x̂b,i,t
∣∣ (6.15)

To get the finite-time recovering of the derivative of the variable under analysis.

Given the vector x̂a :=
[

x̂a,1 x̂a,2 x̂a,3

]>
, that satisfy the following dynamic [36]:

x̂b,i,t =
d
dt z(i)1,t−

1
2

α0,isign(ex,i,t) |ex,i,t |−1/2×
(

d
dt

ex,i,t

)
sign(ex,i,t) (6.16)

where x̂b,i is each component of x̂b. According to the continuity arguments in [36], the differen-

tial equation is true almost everywhere
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6.4.3 Desired sliding regimen

Using the integral sliding variable s for the integral sliding mode [54] used in the Chapter 3 in

the expression (4.12), subject to the expression

st = xb,t +
xa,t +η

t +µ0
+Ψt ,

Ψt =
1

t +µ0

t∫
τ=0

∂H(xa,τ)dτ,

 (6.17)

where µ0 is a positive constant scalar.

In this chapter, the convex function H(xa), non-strictly convex and not obligatory differentiable,

is the same as the state feedback formulation and, for this case, is given by:

H(xa,t) = |xt− x∗t |+ |yt− y∗t |+ |zt− z∗t | , (6.18)

The function H(xa) satisfies the following inequality

H(xa)≥min
xa,t

H(xa,t) = H∗ = 0

(assuming that xa is in a given closed set) and

x>a,t∂H(xa,t)≥ H(xa,t)−H∗ = H(xa,t), xa ∈ R3 (6.19)

(valid for any convex function).

Given the assumption for this chapter that xb cannot be measured online, the use of their

corresponding estimation represented by x̂b implies that the integral sliding surface s must be

adjusted to the auxiliary integral sliding surface ŝ:

ŝt = x̂b,t +
xa,t +η

t +µ0
+Ψt ,

Ψt =
1

t +µ0

t∫
τ=0

∂H(xa,τ)dτ,

 (6.20)

Now, the corresponding time variation of the modified sliding variable is:

d
dt

ŝt =
d
dt

x̂b,t +
xb,t +∂H(xa,t)−Ψt

t +µ0
−

xa,t +η

(t +µ0)
2 (6.21)

72



CHAPTER 6. OF ASG ISM 6.4. VELOCITY ESTIMATION

Considering the case that the sliding variable is in the sliding regimen beginning at the time t0,

the next equation is considered valid.

‖ŝt‖ ≤ εs, ∀t ≥ t0. (6.22)

The instant in which the sliding variable is in the desired regimen implies a modification in

the behaviour of the cost function in such a way that the value of the sliding variable decreases

with respect to time. Yielding to change εs by a time-varying equivalent εs,t . The following

lemma describes how to get the solution of the corresponding implication.

Lemma 4. In the sliding regime described in equation (6.22) with any scalar µ0 > 0 and defining

the time dependent function εt as

εt =
ε0

(t +µ)1+γ
(6.23)

where ε0 > 0, γ > 0 and for any t ≥ t0 ≥ 0 we can guarantee that

H(xa,t)≤
Ωt0

t +µ0
− κε0

(1− γ)(t +µ0)1+γ
,

Ωt0 = µ
−1
t0 H(xa,t0)+

1
2
‖η‖2 .

(6.24)

where κ > 0 and µ
−1
t0 = t0 +µ0.

The proof of this lemma is provided in the Appendix part in section 10.3.

6.4.4 Control problem

In the same way as in the state feedback formulation, given the definition of H(xa) in expres-

sion(6.18), reformulate the trajectory tracking problem as an optimisation of the cost functional

H(xa) based on the ASG approach in the following form:

Problem 1. The optimization control problem is to design ux for the UV subject to the dynamic

expression (2.14) such that it solves the UV tracking error xa (difference between Aρ and σ∗).

Forcing xa to the optimal solution x∗a, according to an optimal trajectory. Hence, for the optimal

x∗a the functional of the tracking error H(xa) satisfies

H(x∗a) := min
xa,t∈R3

H(xa) (6.25)
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Then

H(xa(ux))→ H∗. (6.26)

6.4.5 Control formulation

The proposed controller for the auxiliary dynamic (6.13) satisfies the following structure:

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ux,t = G−1
x (u1,t +u2,t)

u1,t =−
x̂b,t +∂H(xa,t)−Ψt

t +µ0
+

xa,t +η

(t +µ0)
2

u2,t =−kt
ŝt + es,t

‖ŝt + es,t‖+ εt
− d

dt
x̂b,t

es,t = st− ŝt .


(6.27)

where Gx is an invertible matrix defined in expression (6.14) and
d
dt

x̂b defined in equation

(6.16).

Regarding the control expression, there are two remarks:

• Taking into account the definition of s and ŝ in equations (6.17) and (6.20) respectively,

the term es can be expressed as:

es,t =
d
dt

xb,t−
d
dt

x̂b,t (6.28)

Considering the restriction over
d
dt

xb for the implementation of the super-twisting algo-

rithm and the expression for
d
dt

x̂b in equation (6.4.2) the term es satisfies

‖es‖ ≤ e+s

e+s := max{L1,i(1+α1,ih)+α0,iL
1/2
i,t h},

i = 1,2,3

(6.29)

where h corresponds to the integration step size [17, 32].

• Considering the following inequalities

‖ŝt‖−‖es,t‖ ≤ ‖ŝt + es,t‖ ≤ ‖ŝt‖+‖es,t‖ (6.30)
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the term u2 is subject to the following inequality

‖u2,t‖ ≤ −kt
‖ŝt‖

‖ŝt‖+‖es,t‖+ εt
+ kt

‖es,t‖
‖ŝt‖+‖es,t‖+ εt

, (6.31)

also, given the expression

‖ŝt‖+ e+s ≥ ‖ŝt‖+‖es,t‖ ≥ ‖ŝt‖ (6.32)

where e+s > 0, implies the following condition

− 1
‖ŝt‖+‖es,t‖+ εt

≤− 1
‖ŝt‖+ e+s + εt

Therefore, the inequality 6.31 can be expressed as

‖u2,t‖ ≤ −kt
‖ŝt‖

‖ŝt‖+ e+s + εt
+ kt

‖es,t‖
‖ŝt‖+‖es,t‖+ εt

(6.33)

Defining the new term ε1 := e+s + εt , finally, the expression (6.33) becomes

‖u2,t‖ ≤ −kt
‖ŝt‖
‖ŝt‖+ ε1

+ kt
‖es,t‖
‖ŝt‖+ ε1

(6.34)

Given the property of boundedness for Fx given in the expression (2.9), a kind of separation

principle can be used here such that the dynamic of the ISM controller without an observer can

be recovered using the STA with gains selected according to the strategy given in [3].

The next theorem describes the explicit form of the function kt in the controller u2, which

completes with the optimisation solution.

Theorem 5. If the time-dependent gain kt is chosen as

kt = 2
(

F+
x +

∣∣∣∣ d
dt

εt

∣∣∣∣+ k0

)
(6.35)

with
d
dt

εt =
ε0

(t +µ0)1+γ
, k0 > 0 (6.36)

then, the desired sliding regime (6.22) is obtained in a finite time which is bounded by:

t0 =
√

2k−1
0 ‖st0‖ . (6.37)
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Corollary 3. Using the specification of the starting time t0 in (6.37) implies that the following

expressions are satisfied

H(xa,t)≤
Ωt0

t +µ0
− κε0

(1− γ)(t +µ0)1+γ
,

Ω0 = µ
−1
t0 H(xa,t0)+

1
2
‖η‖2 ,

(6.38)

or equivalently

ŝt0 = x̂b,t0 +
xa,t0 +η

t0 +µ0
+Ψt0 =

k0

2
t0

with η :=−(t0 +µ0)(x̂b,t0 +Ψt0−
k0

2
t0)−xb,t0 .

The controller realization corresponding to expression (4.13) agrees with the technical dia-

gram presented in Figure 6.1.

Figure 6.1: Technical diagram of the controller realisation using the ISM proposal.

Remark: The practical implementation of the suggested ISM control requires the application

of modifications for the controller, including variants of the ideas proposed in studies [29,49,51].

In particular, the study introduced in [6] served to develop a well-defined practical variant for

the ISM control while simplifying the fractional derivative implementation.
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6.5 Numerical Evaluation

The evaluation of the output feedback controller was on manipulating an underwater UV. The

algorithm employed in the numerical evaluations is the Runge-Kutta integration using a step

of integration of 0.001s. The UV parameters employed are in the table (6.2) and are obtained

from [10]:

Parameter Value Parameter Value Parameter Value Parameter Value

m 18kg W 176N B 176N zg 0.01m

Yuδr 19.2 Zuδs -19.2 Nuδr -7.7 Muδs -7.7

Xu 2.4 Yv 23 Zw 23 Kp 0.3

Mq 9.7 Nr 9.7 Yr -11.5 Zq 11.5

Mw -3.1 Nv 3.1 Xu|u| 2.4 Yv|v| 80

Zw|w| 80 Kp|p| 6.10−4 Mq|q| 9.1 Nr|r| 9.1

Yr|r| -0.3 Zq|q| 0.3 Mw|w| -1.5 Nv|v| 1.5

Table 6.2: Underwater Unmanned vehicle Parameters

The control task is the manipulation of the UV dynamic to track a desired trajectory in the

3-dimensional space. The trajectory is inspired in a close circuit with immersion to simulate a

supervision task of a region.

Hence, this study presents the comparison implementing the three described controllers in

position, orientation, and their corresponding velocities are present, as well as the magnitude

of τ , the tracking error functional H(xa,t) and the energy of the tracking error xa,t . Also, im-

plementing a state feedback controller of the form Proportional Integral Derivative and sliding

mode control is a benchmark for the proposed solution. The performances of the underwater

UV with the controllers in the three degrees of freedom are in Figures (6.2a), (6.2b), and (6.2c).

Furthermore, the development of the tracking error, integral of the tracking error, the norm of

the control signal and the sliding surface are presented for comparison between the implemented
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controllers. In the first 40s. of simulation time, the three controllers force the UV dynamic to

the desired trajectory reducing the tracking error in the three-dimensional displacement.
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(a) Trajectory tracking on surge: reference, PD, state

feedback and output feedback ISM.
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(b) Trajectory tracking on sway: reference PD, state

feedback and output feedback ISM.
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(c) Trajectory tracking on heave: reference PD, state

feedback and output feedback ISM.

Figure 6.2: Trajectory tracking on the three-dimensional space: reference, PD and ISM(state

and output feedback).

Perturbations are presented in the simulated dynamic in the expression (6.13) that are com-

pensated by the controllers compensate. The control gains employed in this numerical evaluation

are in the Table (8.2).
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(a) First five seconds of the simulation for the

trajectory tracking in surge: reference PD and ISM

(state and output feedback).
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(b) First five seconds of the simulation for the

tracking trajectory on sway: reference, PD and ISM

(state and output feedback).
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(c) First five seconds of the simulation for the

tracking trajectory in Heave: reference, PD and ISM

(state and output feedback).

Figure 6.3: First five seconds of the trajectory tracking on the three-dimensional space:

reference, PD and ISM (state and output feedback).

The obtained trajectories present deviations in the crests of the x and y displacement. The

PID tracking deviates in a more significant way than the obtained by the proposed controllers.

By minimising the functional, UV motion keeps near the desired trajectory by implementing
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Table 6.3: PD, ISM and ISM EST control gains for quadrotor UV

Variable Kp Kd

x 2 1

y 2 1

z 350 25

θ 2 1

ψ 1645 5

φ 50 5

Variable Ks Kd

x 2 1

y 2 1

z 55 35

θ 275 0

ψ 6245 0

φ 50 5

Variable Kŝ Kd

x 2 1

y 2 1

z 55 35

θ 275 0

ψ 6245 0

φ 50 5

the ASG formulations. The development of the cost functional H is in Figure 6.4a. Figure(6.5)
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(a) Square norm of ∆: PD and ISM (state and output

feedback).
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(b) Power of ∆: PD and ISM (state and output

feedback).

Figure 6.4: Development of norm and power of ∆: PD and ISM (state and output feedback).

presents the development of the three controllers. For the proposed controller, the maximum

value is 6.936 ∗ 104; in the case of the ISM and the PD, the maximum values are 658 and 81,

respectively. For the rest of the simulation, the maximum values by the controllers are 2.5, 2.5

and 2.0, respectively. The ISM controllers’ high value at the simulation’s beginning is due to

the velocity estimation transient period and to turn of the sliding surface.
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Figure 6.5: Square norm of ut for PD and ISM (state and output feedback).

The cost functional development by the three controllers are depicted in Figure (6.4a). The

bound for the cost functional by the PID is less than 0.6; for the case of the two controllers,

the bound of the cost functional is less than 0.2 and keeps decreasing throughout the simulation

time.

Also, the tracking error’s integral is presented in Figure (6.4b) to give another point of view for

comparison. The difference between the ISM and the output feedback version is 2%, demon-

strating that the estimation technique does not affect the tracking quality. A similar conclusion

can be obtained from the evolution of the torque applied over the UV (Figure (6.5)).

Figure (6.6) shows the three controllers’ UV development in the three-dimensional space. The

more significant deviations around the trajectory are by the PID controller in different moments

of the tracking. The ISM controller ISM using the proposed observer presents a better track-

ing of the reference even with the presence of the estimation error and perturbations, with only

partial knowledge of the UV model.

For the proposed solutions, Figure (6.7) shows the sliding surface for comparison.

6.6 Pseudo-code algorithm

The algorithm steps are:

1. Define the reference trajectory ρ∗.
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Figure 6.6: Tracking trajectory in the coordinate system xyz: reference, PD and ISM (state and

output feedback).
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Figure 6.7: Sliding variable for the state feedback controller and the output feedback controller.

2. Calculate the tracking trajectory error xa.

3. Estimate the first and second derivatives of the tracking error applying the robust exact

differentiator over xa.
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4. Calculate the estimate sliding variable ŝ according to the definition presented in expression

(6.20) using the estimates of the tracking error and its first and second derivatives.

5. Implement the tracking error in the dynamic control law ux presented in expression (6.27).

6.7 Chapter Conclusions

In this chapter, two solutions were developed based on the ASG algorithm and the estimation by

the technique of super twisting. The boundedness of the tracking error was obtained even with

the employment of estimation of variables. This chapter demonstrates that the output feedback

tracking performance is comparable to the one with state feedback with similar energy consump-

tion. Consequently, it implies reducing the instrumentation complexity and cost without more

energy investment and good reference tracking. The numerical results confirm that the designed

controller presents a better tracking over the trajectory even with the estimation error and the

same steady-state behaviour.
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Chapter 7

Backstepping Realization of Averaged

Subgradient Integral Sliding Mode using

Integral of the tracking error

7.1 Chapter Introduction

As mentioned before, different formulations exist that estimate the dynamic of variables with

the task of getting better control over the UV. However, employment of the derivative often

introduces noises to the signals concerning the sampling period and the numeric algorithm to

employ. This chapter is presented the position tracking problem of a UV device as an opti-

misation problem of a cost functional of the integral of the tracking error by the algorithm of

average subgradient with the technique of ISM. A numerical evaluation is presented to support

the proposed solution. Comments on the results and conclusions are at the end of the chapter.

7.2 Variables

A list of the variables used in this chapter is included in Table 7.1
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ρ Position vector

ρ∗ Position vector

∆1 Translation position tracking error

∆2 Integral of the translation position tracking error

ϕ1 Translational velocity vector

ϕ∗1 Desired translational velocity vector

∆3 Translation Velocity tracking error

∆4 Integral of translation velocity tracking error

∆5 Velocity tracking error

∆6 Integral of velocity tracking error

H1 Cost functional of integral of the translation position tracking error

H2 Cost functional of integral of translation velocity tracking error

H3 Cost functional of integral of velocity tracking error

s1 Integral sliding variable

s2 Integral sliding variable

s3 Integral sliding variable

Table 7.1: Backstepping formulation using integral of the tracking error Variables

7.3 Guidance laws by control

Given the simplified structure of the underwater UV, to solve the tracking error in position, the

control design problem, following the suggested backstepping-ASG version of ISM, is tackled

in three stages, described below. A diagram is Figure (7.1) illustrates the proposed formulation.
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Figure 7.1: System stage diagram

7.3.1 First back-stage: Translation position tracking

First define the position tracking error as ∆1,t := ρt−ρ∗t . Considering the translation kinematics

(2.20), the time derivative of ∆̇1,t satisfies

∆̇1,t = Rb
a (0,θt ,ψt)ϕ1,t +ξ1,t− ρ̇

∗
t (7.1)

The stabilization of ∆1,t uses the cascade formulation [28] considering the ”translation velocity”

ϕ1,t as a new auxiliary pseudo-controller (this strategy is similar to the back-stepping formula-

tion presented by [15] ). To realize the auxiliary pseudo-controller ϕ1,t that can stabilize ∆1,t let

consider that such control must minimize a cost function depending on integral of ∆1,t defined

as

∆2,t :=
t∫

0

∆1,τdτ (7.2)

Based on the application of the ASG descendent method. This technique has been success-

fully applied for controlling systems modelled by the Euler-Lagrange equations with uncertain
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models [41]. The proposed cost function is

H1(∆2) =
3

∑
i=1

∣∣∆2,i
∣∣ , (7.3)

where the variable ∆2,i corresponds to the i-the component of ∆2. H1 is a smooth convex

functional. The problem formulation for this first stage consists of designing a reference vector

ϕ∗1,t =
[

u∗t v∗t w∗t
]>

such that:

H1(∆2)→ min
ϕ1,t∈R3

,

ϕ∗1,t = argmin
ϕ1,t∈R3

H1(∆2).
(7.4)

According to the ASG method, the optimisation problem can be solved with the suitable defini-

tion of a integral sliding surface s1,t and the application of the integral SM. Theintegral sliding

variable s1,t satisfies [54],

s1,t = ∆1,t +µt [∆2,t +η1]+Ψ1,t ,

Ψ1,t = µt

t∫
τ=0

∂H1(∆2,τ)dτ,

µt = (t +µ)−1 , σ > 0


(7.5)

with Ψ1 the temporal average of the gradient for the cost function H1.

Theorem 6 (on the first back-step controller). The proposed ISM controller, which solves the

optimisation problem (7.4), has the following structure

ϕ∗1,t =
(
Rb

a
)−1

(0,θt ,ψt)ςcomp,t− k1
(
Rb

a
)−1

(0,θt ,ψt)
s1,t∥∥s1,t
∥∥+ ε1,t

,

ςcomp,t = ρ̇∗t −h0,1,t +
s1,t∥∥s1,t
∥∥+ ε1,t

ε̇1,t ,

 (7.6)

where
k1,t = 2(λ1 +h1,1,t)

h1,1 := ξ
+
1 +

∣∣ε̇1,t=0
∣∣

2
,

h0,1,t := µt [∆1,t +∂H1(∆2,t)−Ψ1,t ]−µ2
t [∆2,t +η1]

k0 > 0, η1 = µ
−1
0 ∆1,0,

∥∥ξ1,t
∥∥≤ ξ

+
1 ,

(7.7)

providing for all t ≥ 0 the property ∥∥s1,t
∥∥≤ ε1,t . (7.8)
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Lemma 5 (on ASG-algorithm). The property (7.8), valid form the beginning of the process,

guarantees that

H1 (∆2,t)≤ µtΩ1,t +
√

3µt

t∫
τ=t0

(τ +µ)ε1,τdτ ,

Ω1,t := µt0 [H1 (∆2,t0)−H1 (∆
∗
2)]+

1
2

∥∥Φ1,t− (∆∗2−η1)
∥∥2

−1
2
‖∆∗2−η1‖2− 1

2

∥∥Φ1,t0

∥∥2
+Φ>1,t0∆∗2

(7.9)

where

Φ =
∫ t

0
∂H(∆2,τ)dτ

Corollary 4. If

ε1,t = µ
−(1+β )
t

√
3ε1,0, β ∈ (0,1) , ε1,0 > 0, (7.10)

finally, (7.9) becomes

H1 (∆2,t)≤ µtΩ1,t +µ
−β

t
√

3ε1,0. (7.11)

7.3.2 Second back-stage-Translational Velocity tracking

Now let’s solve the second part of the control formulation, consisting of using ρψ =
[

qt rt

]>
as a second pseudo-controller that must solve the stabilisation of the sway and heave velocity

tracking errors, defined as:

∆3 :=
[

v− v∗ w−w∗
]>

. (7.12)

Inspired by the approach presented in the first stage, let’s define the integral of the tracking error

∆3 as

∆4,t :=
t∫

0

∆3,τdτ (7.13)

and propose that exists an optimal solution ρ∗ψ for a given convex (even not-strict) functional

H2(∆4) =
2

∑
i=1

∣∣∆4,i
∣∣ ,

such that

ρ
∗
ψ,t = argmin

ρψ,t∈R2
H2(∆4) (7.14)
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subjected to the dynamics of the auxiliary variable ∆3,t given by

∆̇3,t =

 −d22vt

m22

−d33wt

m33

−
 v̇∗t

ẇ∗t

+utM

 qt

rt

+
 ξ̇v,t

ξ̇w,t

 ,
M :=

 0 −m11

m22m11

m33
0

 ,


(7.15)

where v̇∗t and ẇ∗t are time derivatives of the controller calculated in expressionn (7.6). Based on

the Cauchy-Schwarz inequality, the following relation is valid (with α(0) a positive scalar)

∥∥∥∥∥∥∥
 d22vt

m22
d33wt

m33


∥∥∥∥∥∥∥=

∥∥∥∥∥∥∥
 d22

m22
0

0
d33

m33


 vt

wt


∥∥∥∥∥∥∥≤ α

(0)

∥∥∥∥∥∥
 vt

wt

∥∥∥∥∥∥
The second optimization problem (7.14) can be solved (according to the ASG method), using

a suitable integral sliding surface s2,t and a second application of the ISM. The integral sliding

variable s2,t corresponds is defined as follows:

s2,t = ∆3,t +µt [∆4,t +η2]+Ψ2,t ,

Ψ2,t = µt

t∫
τ=0

∂H2(∆4,τ)dτ,

η2 = µ
−1
0 ∆3,0


(7.16)

In this case, Ψ2,t the temporal average of the gradient for the cost function H2.

Theorem 7 (on the second back-step controller). The proposed ISM controller, which solves the

optimisation problem (7.14), has the following structure

 q∗

r∗

 :=

 −k̊2,ts22,tut− k2,t
s22,t∥∥s2,t
∥∥+ ε2,t

ut

k̊2,ts21,tut + k2,t
s21,t∥∥s2,t
∥∥+ ε2,t

ut

 , for u 6= 0, k̊2,t ,k2,t > 0, (7.17)
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where

k̊2,t =

∥∥h02,t
∥∥+d+ϕt +

∣∣ε̇2,t=0
∣∣

d−u2
t ε2,t

k2,t = (2/u2
t d−)

(
λ2 +F+

2
)

h0,2,t :=−

 v̇∗t

ẇ∗t

+µt [∆3,t +∂H2(∆4,t)−Ψ2,t ]−µ2
t [∆4,t +η2]

F+
2 ≥

∥∥∥∥∥∥
 ξv,t

ξw,t

∥∥∥∥∥∥ ,
√(

d22

m22

)2

+
d33

m33
≤ d+, φt :=

√
‖vt‖2 +‖wt‖2

(7.18)

providing for all t ≥ 0 the property ∥∥s2,t
∥∥≤ ε2,t . (7.19)

Lemma 6 (on ASG-algorithm). The property (7.19), valid from the beginning of the process,

guarantees that

H2 (∆3,t)≤ µtΩ2,t +
√

3µt

t∫
τ=t0

(τ +µ0)ε2,τdτ ,

Ω2,t := µt0 [H2 (∆4,t0)−H2 (∆
∗
4)]+

1
2

∥∥φ2,t− (∆∗4−η2)
∥∥

−1
2
‖∆∗4−η2‖2− 1

2

∥∥φ2,t0

∥∥2
+φ>2,t∆

∗
4.

(7.20)

Corollary 5. If

ε2,t =
ε2,0

(t +µ0)
1+β

, β ∈ (0,1) , ε2,0 > 0, (7.21)

finally, (7.20) becomes

H2 (∆4,t)≤ µtΩ2,0 +µ
−β

t
√

2ε2,0→ 0. (7.22)

7.3.3 Third back-stage-Velocity Tracking by average SG robust algorithm

The third part of the control formulation corresponds to selecting the voltages that drive actuators

νd =
[

νu,t νq,t νr,t

]>
as the controller that must solve the stabilization of the tracking error

in the surge, pitch angular and yaw angular velocity tracking errors, which are defined as:

∆5 :=
[

u−u∗ q−q∗ r− r∗
]>

(7.23)
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where u∗ is given in expression (7.6) while (q∗,r∗) are defined in equality (7.17). Considering

the translation and angular dynamics in equations (2.21) and (2.22), the time variation of the

tracking error ∆̇5,t satisfies:

∆̇5,t =M−1 [F (ρt ,ϕt)+ τt ]+Cξt−Cϕ̇
∗
t (7.24)

where

C =


1 0 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 1


>

, M−1=


1

m11
0 0

0
1

m55
0

0 0
1

m66


M−1 ≤ λ

−
MI3x3, M≤ λ

+
MI3x3, λ

+
M =

1
λ
−
M

F (ρt ,ϕt) =


−d11 0 0

0 −d55 0

0 0 −d66

Cϕt +


0 −m33w m22v

(m33−m11)w 0 0

(m11−m22)v 0 0

Cϕ +


0

−mghsθ

0


F+

3 ≥ d−1 ‖ϕ‖+d2 ‖ϕ‖2 +mgh

d−1 = max(d11,d55,d66)

Cξ =
[

ξu,t ξq,t ξr,t

]>
.

Considering the actuators dynamic given in equation (2.14) the dynamic of the auxiliary variable

∆5 can be expressed as

∆̇5,t=M−1

F (ρt ,ϕt)+E f

It0+
t∫

τ=t0

Z−1
L
[
FI (ρτ ,ϕt)+νd,τ

]
dτ

+Cξt−Cϕ̇∗t

It0 =
[

Iu,0 Iq,0 Ir,0

]>
, FI (ρτ ,ϕt) =

[
fu,t fq,t fr,t

]> (7.25)

Let’s use the control action υd,t satisfying the following integral equation

νd,t =−FI (ρt ,ϕt)+νc,t (7.26)

with νc,t defined below.
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The substitution of the controller νd,t in (7.25) leads to

∆̇5,t=M−1 ( f0,t)+Buν ,t +Cξt

f0,t = F (ρt ,ϕt)+E f It0∥∥ f0,t
∥∥≤ F+

3 +λ (0)−λ
+
M ‖ϕ̇

∗
t ‖= F+

B :=M−1E f Z−1
L , B ∈ R3×3, det(B) 6= 0

‖B‖ ≤ B+,
∥∥B−1

∥∥≤ B−, B− = (B+)
−1

(7.27)

with uν ,t =

t∫
τ=t0

ντdτ .

Once more, taking into account the approach presented in the previous cases, first defining

the integral of the tracking error ∆5,t as

∆6,t :=
t∫

0

∆5,τdτ. (7.28)

Lets propose that exists an optimal solution u∗ν ,t for a given convex (even not-strict) functional

H3(∆6,t)such that

u∗ν ,t = argmin
uν ,t∈R3

H3(∆6,t)

H3(∆6) =
3
∑

i=1

∣∣∆6,i
∣∣ , ∆6,i the i-th component of ∆6

(7.29)

subjected to the dynamics of the auxiliary variable ∆5,t , described before in equation (7.27).

Using the method proposed in the article [41], a feasible solution for u∗ν ,t that optimises the cost

function of the average tracking error (based on the integral SM theory) can be obtained with

the introduction of a third sliding surface defined as follows:

s3,t = ∆5,t +µt
[
∆6,t +η3

]
+Ψ3,t , η3 = const

Ψ3,t = µt

t∫
τ=t0

∂H3(∆6,τ)dτ,

∂H3(∆6,t) =
[
sign

(
∆6,1

)
,sign

(
∆6,2

)
,sign

(
∆6,3

)]>


(7.30)

In this case, the temporal average of the gradient for the cost function H3 is Ψ3,t .
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Theorem 8 (on the second back-step controller). The proposed ISM controller, which solves the

optimisation problem (7.14), has the following structure

νc,τ :=
d

dτ

(
−k̊3,τ − k3,τ

s3,τ∥∥s3,τ
∥∥+ ετ

)
(7.31)

According to the definition of uν ,t , the control is given by

uν ,t =

(
−k̊3,t + k̊3,t0− k3,t

s3,t∥∥s3,t
∥∥+ εt

− k3,t0
s3,t0∥∥s3,t0

∥∥+ εt0

)
,

k3,t = 2(k4 +h1,3,t)

k̊3,t = k̊3,t0 +h0,3,t +B−λ
−
M
∥∥ f0,t

∥∥+ k3,t0
s3,t0∥∥s3,t0

∥∥+ εt0

k̊3,t0 = h0,3,t0 +B−λ
−
M
∥∥ f0,t0

∥∥+ k3,t0
s3,t0∥∥s3,t0

∥∥+ εt0

k3,t0 = 2(λ3 +h1,3,t0)

(7.32)

where
h0,3,t = B−

[
µt
[
∆5,t +∂H3(∆6,t)−Ψ3,t

]
−µ2

t
[
∆6,t +η3

]]
.

h0,3,t0 = B−
[
µt
[
∆5,t0 +∂H3(∆6,t0)−Ψ3,t0

]
−µ2

t
[
∆6,t0 +η3

]]
.

h1,3,t = B− ‖ξ‖−B−
∣∣µ̇3,t

∣∣
ε3,t = εt =

√
2

β
µ−β ε0, α ≥ 0

k4 > 0, µ3,0 = ε0, ε̇3,t =−
√

2µ
1+β

t ε3,0

Notice that

∣∣∣∣∣−k3,t0
s3,t0∥∥s3,t0

∥∥+ εt0

∣∣∣∣∣≤Ω0, Ω0 ∈ R. Providing for all t ≥ 0 the property

∥∥s3,t
∥∥≤ ε3,t . (7.33)

Lemma 7 (on ASG-algorithm). The property (7.33), valid from the beginning of the process,

guarantees that

H3
(
∆6,t
)
≤ µtΩ3,t +

√
3µt

t∫
τ=t0

(τ +σ)ε3,τdτ ,

Ω3,t := µt0
[
H3 (∆6)−H3

(
∆∗6
)]

+
1
2

∥∥φ3,t−
(
∆∗6−η3

)∥∥
−1

2

∥∥∆∗6−η3
∥∥2− 1

2
‖φ3‖2 +φ>3,t∆

∗
6.

(7.34)
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Corollary 6. If

ε3,t = µ
1+β

t ε3,0, β ∈ (0,1) , ε3,0 > 0, (7.35)

then

µt

t∫
τ=t0

µ
−1

ε3,τdτ ≤ µ
β

ε3,0

1−β
≤ µ

β
ε3,0,

finally, (7.34) becomes

H3
(
∆6,t
)
≤ µtΩ3,0 +µ

β
√

3ε3,0→ 0. (7.36)

The mathematical proof of the Theorem, Lemma, and Corollary are shown in Appendix

section 10.4.

7.4 Numerical Simulations

The numerical simulations were realised in Matlab/Simulink with an integration step of 1.0 ∗

10−5s. All the simulations were evaluated using an integration method known as ODE-3 with

the fixed integration step already mentioned. For the technical evaluation of the sliding mode

controllers, the implementation of first-order filters was considered with a constant filtering

time of 0.1s. This value was selected according to the suggestions provided by [54]. The gains

selected for the ISM controllers are detailed in Table 7.2. These gains were chosen according to

the method described at each stage.

The desired translation reference for the Underwater UV is given by the composition of a

circle trajectory on the plane (x,y) and a smooth change on the deep level. This result is obtained

with the development of individual trajectories for the three coordinates with a simultaneous

motion formed by a sequence of Bezier curves (Figures (7.2), (7.3) and (7.4)). The desired

trajectory is described by:

x∗ = 15sin(0.02t)

y∗ = 15cos(0.02t)

z∗ =−5
[

1
1+ |0.01t−2|8

]
For comparison purposes, a state feedback control corresponding to a Proportional-Integral-

Derivative (PID) form is implemented in each stage. The such comparison includes the analysis
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of the tracking for each coordinate and the evaluation of the three-dimensional movement. The

selection of PID as the comparative controller is made considering the significant distribution of

this type of controller in industrial, technical and research applications.

The tracking error in the surge, sway and heave is reduced towards the origin within the first

5s of numerical simulation, even though disturbances are affecting the kinematics of the Un-

derwater UV (Figures (7.2), (7.3) and (7.4)). The proposed composite ISM can compensate for

perturbations (shown in figures as the lack of oscillations forced by the PID control form) and,

consequently, provides a smaller convergence region. PID controllers induce high-frequency

oscillations, affecting the control effectiveness in the controlled motion around the reference

trajectories.

Both controllers, proposed in this study and used for comparison purposes, may force the

Underwater UV to the desired trajectory in the three-dimensional space (Figure 7.5). The men-

tioned figure presents a comparison between the desired trajectories and those corresponding

to the controlled trajectories by both the ISM and the PID. This fact confirms the simultaneous

convergence of three reference trajectories, which shows the ASG form’s advantages. There are

deviations between the reference and the states controlled with the PID at all times. On the con-

trary, the ISM controller forces the Underwater UV coordinates to reach the desired reference

trajectories without deviations. This three-dimensional representation emphasises the variations

of the Underwater UV trajectory from the references in opposition to the precise tracking in-

duced by the ISM form. Notice also that the ASG controller may introduce an initial jump at the

initial time, which is a consequence of the ISM design characteristics.

The three-dimensional trajectory enforced by the PID controller shows that there is no effec-

tive convergence to the reference at all times. This condition is satisfied with the application of

the ISM controller.

The quality of the proposed controller is reflected in the tracking error and the magnitude

of the cost function H1, which is a consequence of the individual tracking errors for all the co-

ordinates. This fact can be noticed in Figure 7.6, which shows the comparison of the absolute
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Table 7.2: Table of gains used for evaluating ISM and PID controllers.

Stage ASG-ISM PID

First
ρ1 0

α1 = diag([ −40 50 −60 ])

Kp diag([ −40 50 −60 ])

Kd 0

Ki 0

Second
ρ2 2.5I2

α(1) 2.5I2

Kp 10I2

Kd 1.5I2

Ki 5I2

Third
ρ3 diag([ 0.2 2 2 ])

c1,t 7

Kp 20I3

Kd I3

Ki 12I3
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Figure 7.2: Displacement in surge axis (x) for the Underwater UV.

values of the tracking errors for the set of three coordinates that define the motion of the Un-

derwater UV using both controllers. This comparative analysis confirms the norms of tracking

error forced by the ASG controller are at least ten times smaller than the ones produced by the

PID form. Also, all the tracking errors made with the ASG are not oscillating near the origin,

which is also a desirable condition for the motion of the class of actuators for the Underwater

UV device, taking into consideration that such oscillations introduce mechanical and electrical

hazards.
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Figure 7.3: Displacement in sway axis (y) for the Underwater UV.
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Figure 7.4: Displacement in heave axis (z) for the Underwater UV.

Due to the magnitude of displacement in the heave axis, the deviation from the reference is

more minor compared to the surge and sway evolution (Figure (7.4)). In the deviation analysis

for the three axes, the integral of the tracking error is growing continuously for the PID con-

troller. For the proposed controller, the norm of the integral for the tracking error is bounded,

which represents a significant contribution to the proposed controller. The cost functional cal-

culated with the trajectories forced by the PID controller is 100 times bigger than the proposed

ISM controller’s. This condition motivates the application of the ASG controller over the state

feedback form performed as a PID.

The desired and controlled trajectories of the sway and heaved states with respect to the body

frame are determined according to the expression proposed in (7.6). For both controllers (ISM

and PID), the tracking error in sway and heave velocities are reduced close to the origin after the
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Figure 7.5: Three-dimensional tracking trajectory for the UV using the proposed controller as

well as the ones used for comparison.
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Figure 7.6: Square norm of x, y and z of the Underwater UV.

first 5 seconds (Figures (7.7) and (7.8)). Both controllers endorse translation velocities to the

desired references, but with continuous deviations in the case of the PID controller (+/- 40 m/s),

and keep the velocity in a zone near the desired trajectory if the ISM is considered (+/- 3 m/s).

The relative convergence zone to the reference justifies the convergence of the tracking error, as

the back-stepping form predicts. This step-by-step form simplifies the design of the controller

form but increases control power as the number of steps grows.

The superiority of the proposed ISM controller for the second stage is reflected in the tempo-
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Figure 7.7: Translation velocity v by the state feedback and the ISM controllers.
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Figure 7.8: Translation velocity w by the state feedback and the ISM controllers.
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Figure 7.9: Tracking error u, v and w by the state feedback and the ISM controllers.

ral evolution of the norm of the tracking error and the magnitude of the cost function H2 (Figure

(7.9)). For the tracking error in the sway velocity, the magnitude of the norm of the tracking error

produced by the PID controller is smaller than the magnitude by the proposed ISM controller.

99



7.4. NUMERICAL SIMULATIONS CHAPTER 7. BS ASG ISM ITE

For the case of the heave velocity, the tracking error norm enforced by the proposed controller

is larger than the PID outcomes. Nevertheless, these results demonstrate the tracking of the ve-

locities, which are comparable for the variable u; therefore, the comparison for variables v and

w shows PID may track velocities as well as the ISM, but the proposed controller successfully

follows the three-dimensional coordinates despite the differences in v and w.
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Figure 7.10: Translation velocity u by the state feedback and the ISM controllers.

Due to the magnitude of displacement in the heave axis, the deviation at the tracking in

the heave velocity is even more minor (Figure (7.8)). The tracking error integral of these two

velocities for the case of the PID controller is constantly growing, and for the other case, is

bounded. The performance of the cost functional for the integral of the sway and heave velocities

errors are presented in Figure 7.9. The cost function associated with the velocities differences

produced by the PID controller is 9 and 5100 times bigger than the proposed ISM controller’s.

For the third stage, the references for the surge, pitch and yaw angular velocities are given

by equation (7.17). As mentioned above, the reference for the PID controller is given by state

feedback control in PID form. The norm of the tracking errors for the surge, pitch angular and

yaw angular velocities are reduced within the first 4 s (Figures (7.10), (7.11) and (7.12)).

The control actions over the actuators of the UV are depicted in Figures (7.13), (7.14) and

(7.15). These figures show that the magnitude of the PID controller is bigger than the ISM

controller. In the case of the voltage for the corresponding actuators that control the temporal

evolution of either q and r, the PID controller forces the presence of overshoots for the controlled

trajectories at different moments. This fact is another remarkable advantage of the developed
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Figure 7.11: Angular velocity q by the state feedback and the ISM controllers.
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Figure 7.12: Angular velocity r by the state feedback and the ISM controllers.

sliding mode controller.

The proposed controller exhibits a better performance considering only partial knowledge

of the Underwater UV and the actuator models even in the presence of different kinds of per-

turbations (nonlinear phenomena, external hydrodynamic, the poor knowledge of the M and

ZL and non-modelled dynamics). Both controllers keep the velocities in zones near to the de-

sired trajectory, which is reflected in the norm of the tracking errors and the magnitude of the

cost function H3 (Figure 7.16). This last result also confirms that the proposed back-stepping

formulation yields the satisfactory tracking of the reference trajectories in a three-dimensional

space without increasing the amplitude of control forms in the sequence of steps needed in the

proposed formulation.
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(a) Voltage vu in the Underwater UV by state feedback control
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(b) Voltage vu in the Underwater UV by ISM control

Figure 7.13: Voltage vu in the Underwater UV.
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(a) Voltage vq in the Underwater UV by state feedback control
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(b) Voltage vq in the Underwater UV by ISM control

Figure 7.14: Voltage vq in the Underwater UV.

7.5 Pseudo-code algorithm

The algorithm steps for each stage are:

1. Define the reference trajectory ρ∗.
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(a) Voltage vr in the Underwater UV by state feedback control
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(b) Voltage vr in the Underwater UV by ISM control

Figure 7.15: Voltage vr in the Underwater UV.
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(a) Tracking error of ”q” by the state feedback and the ISM controllers.
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(b) Tracking of ”r” by the state feedback and the ISM controllers.

Figure 7.16: Tracking error for q and r by the state feedback and the ISM controllers.

2. Calculate the tracking trajectory error ∆1.

3. Calculate the integral of the tracking trajectory error ∆2.

4. Estimate the first derivative of the tracking error applying the robust exact differentiator
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over ∆1.

5. Calculate the first integral sliding surface s1 according to the definition presented in ex-

pression (7.5) using the tracking error and its integral.

6. Implement the tracking error in the dynamic control law u1 presented in (7.6).

7. Fix the desired velocity ϕ∗ to the result gotten for the first back-stepping stage: ϕ∗ = u1

8. Calculate the first and second-time derivatives of ϕ∗ using a robust exact differentiator

such as a super-twisting algorithm for each component of ϕ∗

9. Calculate the second integral sliding surface s2 according to the definition presented in

(7.16) using the estimates of the error between ϕ and ϕ∗ and its first and second deriva-

tives.

10. Implement the tracking error in the dynamic control law u2 presented in expression (7.17).

11. Fix the desired current I∗ to the result for the second back-stepping stage depending on

the estimation of u2.

12. Calculate the first and second-time derivatives of I∗ using a robust exact differentiator

such as a super-twisting algorithm.

13. Calculate the third integral sliding surface s3 according to the definition presented in (7.30)

using the estimates of the error between I and I∗ and its first and second derivatives.

14. Implement the tracking error in the dynamic control law u3 presented in (7.31)

7.6 Chapter Conclusions

In this chapter, a back-stepping solution was developed based on the ASG algorithm for optimis-

ing a cost functional of the integral of the tracking error. The boundedness of the cost functional

of the integral tracking error was obtained. This chapter demonstrates that the tracking error can
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be minimised even with optimising the corresponding integral given a solution with less intro-

duction of noises by the time derivative estimation. Consequently, it reduces the instrumentation

complexity and cost without more energy investment and good reference tracking. The numeri-

cal results confirm that the designed controller presents a better tracking over the trajectory even

with disturbances.
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Chapter 8

Experimental verification

8.1 Chapter Introduction

Theory and numerical evaluations have demonstrated the controllers’ effectiveness in the last

chapters, aiming to demonstrate the proposed controller’s effect and consequences. Implemen-

tation for the tracking trajectory in a terrestrial UV was developed in the UPIBI Robotics Lab-

oratory and the Laboratory of Advanced Cyber-Physical Systems in the Instituto Tecnologico

de Estudios Superiores de Monterrey, Campus Guadalajara. A complete description of all the

elements in the platform is included. In the following chapter, the control problem of tracking

a reference in the horizontal plane for a terrestrial UV is boarding. By a state feedback lin-

earisation, the dynamic of the terrestrial vehicle is simplified. The formulation of the problem

statement is presented over the displacement in the right and left of the vehicle. The tracking

problem is boarded as an optimisation problem of a cost functional of a non-convex functional

depending on the tracking error. Numerical evaluations are presented to support the theory.

Some comments and conclusions are in the part of the chapter.

8.2 Variables

A list of the variables used in this chapter is included in Table 8.1

106



CHAPTER 8. EXPERIMENTAL VERIFICATION 8.3. MATH MODEL

ρ Position vector

ρ∗ Desired position vector

ξ Perturbation vector

δ1 Position tracking error

δ2 Velocity tracking error

δ3 Acceleration tracking error

H Cost functional of the position tracking error

H2 Cost functional of integral of translation velocity tracking error

H3 Cost functional of integral of velocity tracking error

s1 Integral sliding variable

s2 Integral sliding variable

s3 Integral sliding variable

Table 8.1: Backstepping formulation using integral of the tracking error Variables

8.3 Mathematical model of the terrestrial UV

Taking into count the linearisation of the auxiliary vector z defined in the introduction by the

equation (2.35), the left and right velocity of a terrestrial UV is described by the vector z1 =[
z1,1 z1,2

]>
. The dynamic model of a terrestrial UV is given in the differential equation

(2.36).

8.4 Assumptions

• The position vector ρ =
[

X Y θ

]
is measured for all t > 0.

• The perturbations over the terrestrial dynamic given by the vector ξ are unknown but fulfil

the following inequality

|ξ | ≤ ξ
+, |ξ̇ | ≤ ξ̇

+ (8.1)

where ξ̇ corresponds to the time derivative of the perturbation vector.
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8.5 General Problem statement

Given a terrestrial vehicle with a dynamic subject to the differential equation (2.36). Also, given

the desired reference z∗1 on the function of the reference ρ∗, defining a tracking error given by:

δ1,t := z1,t− z∗1,t . (8.2)

Using the cost functional H as a function of the tracking error expressed as:

H =
2

∑
i=1
|δ1,i| (8.3)

The main problem is to design a control u as function of the state that forces the development

of z1 to the desired reference z∗1. Looking to reduce the difference between them and, in conse-

quence, minimise the tracking error and get optimisation of the cost functional H expressed in

the following form:

H(δ1)→ min
u∗∈U

H∗ = 0 (8.4)

where U is the set of all the feasible controllers. Given the dimension of the state, the control

problem can be formulated by a back-stepping formulation divided into three stages that are:

• Translation stage

• Velocity stage

• Acceleration stage

The problem statement of each stage is described below.

8.6 Translation stage

8.6.1 Problem statement

Given a desired trajectory z∗1 on the function of ρ∗ by the following expression

z∗1 =

 X∗+d∗0 cosθ ∗

Y ∗+d∗0 sinθ ∗


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The dynamic of the tracking error δ1 is described by:

δ̇1 = ż∗1,t− ż1,t

= z∗1,t− ż2,t

(8.5)

Taking in the dynamic expression (8.5) to z2 as a pseudo controller for the position tracking

error. The control problem for the first stage is to define the desired value z∗2 that force the

dynamic of z1, such that z1 goes to the desired reference z∗1 and makes the difference between z1

and z∗1 as small as possible and in consequence the integral of the tracking error too.

8.6.2 Pseudo Control formulation

The proposed value of z∗2 for the position tracking error δ1 is:

z∗2,t =−k1δ
1+ε

1,t (8.6)

Where k1 corresponds to a constant positive gain and ε is a positive constant integer.

8.7 Velocity stage

8.7.1 Problem statement

Given the desired reference z∗2 in expression (8.6), that force the dynamic of z1 to the desired

reference. Subsequently, defining the velocity tracking error δ2, given by:

δ2,t = z∗2,t− z2,t (8.7)

where the dynamic of the tracking error is subject to the following differential equation

δ̇2,t = ż∗2,t− ż2,t

= ż∗2,t− z3,t

(8.8)

In the dynamic equation, the vector z3 can be taken as pseudo control for the velocity tracking

error. For the velocity stage, the control problem is to define the desired value for z∗3, that force

the dynamic of z2 to make the velocity tracking error tend to zero and get that z2 equal to z∗2.
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8.7.2 Pseudo Control formulation

Taking into count the proposed pseudo control z∗2 in the equation (8.6), defining the velocity

tracking error as

δ2,t = z2,t− z∗2,t (8.9)

subject to a dynamic expression given by:

δ̇2,t =−k1(1+ ε)δ ε
1,t δ̇1,t− z3,t (8.10)

Where in this stage, the variable z3 can be considered as a pseudo control in the second stage.

Where force the dynamic of z2 to stabilise the state δ2. The proposed z∗3 is:

z∗3,t =−k1(1+ ε)δ ε
1,t δ̇1,t + k2δ

1+ε

2,t (8.11)

Where the constant gain k2 is a positive constant value, and k1 and epsilon are defined in the

desired pseudo control z∗2.

8.8 Acceleration stage

8.8.1 Problem statement

For the third stage considering the proposed z∗3 in the expression (8.11) is possible to define the

acceleration tracking error given by

δ3 = z∗3− z3 (8.12)

where the integral of the tracking error as

δ4 =
∫ t

τ=0
δ3,τdτ (8.13)

Considering the time derivative of the expression (8.11) and the dynamic of the auxiliary variable

given in the equation (2.36), the dynamic of the acceleration tracking error is subject to the

following expression:

δ̇3,t = ż∗3,t− ż3,t

= ż∗3,t−Aηt−Bvt−P(ηt)ξt−Gξ̇t

(8.14)
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where v corresponds to the real control. This stage is taking the cost functional H on the function

of the tracking error integral of z∗3 given by

H(δ4,t) =
2

∑
i=1

∥∥δ4,i,t
∥∥ (8.15)

In this form, the tracking problem can be formulated as an optimisation problem where the main

objective is to minimise the value of the cost functional H that can be defined as

H(δ4)→ min
v∗∈U

H∗ = 0 (8.16)

8.8.2 Control formulation

It is proposed that the following integral sliding variable

st = δ3,t +
δ4,t + γ

t +µ0
+Ψ(δ4,t)

Ψ(δ4,t) =
1

t +µ0

∫ t

τ=0
∂H(δ4,τ)dτ

(8.17)

The corresponding time variation of the sliding variable is given by:

ṡt = δ̇3,t +
δ3,t

t +µ0
−

δ4,t + γ

(t +µ0)
2 +

1
t +µ0

∂H(δ4,t)−
1

(t +µ0)
2 Ψ(δ4,t) (8.18)

the time derivative of the sliding variable in the equation (8.18) becomes

ṡt = ż∗3,t−Aηt−But−P(ηt)ξt−Gξ̇t

+
δ3,t

t +µ0
−

δ4,t + γ

(t +µ0)
2 +

1
t +µ0

∂H(δ4,t)−
1

(t +µ0)
2 H(δ4,t)

(8.19)

Defining the variable κ

κt =
δ3,t

t +µ0
−

δ4,t + γ

(t +µ0)
2 +

1
t +µ0

∂H(δ4,t)−
1

(t +µ0)
2 H(δ4,t) (8.20)

the sliding dynamic in the equation 8.19 can be expressed:

ṡt = ż∗3,t−Aηt−But−P(ηt)ξt−Gξ̇t +κt (8.21)
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Figure 8.1: System diagram

Looking to satisfy the following expression

−α3sign(st) = ż∗3,t−Aηt−But +κt

the dynamic controller is proposed as:

Bu̇t = α3sign(st)+ ż∗3,t−Aηt−But +κt

u̇t = B−1
[
α3sign(st)+ ż∗3,t−Aηt−But +κt

] (8.22)

The system diagram and outlining of the back-stepping formulation are schematised in the dia-

gram in Figure (8.1)

8.9 Numerical evaluation

The model of the car was simulated in Simulink/Matlab, using as solver Ode4 Runge-Kutta with

a fixed step-size of 1∗10−4s. For use as a benchmark, a state feedback controller in the form of

proportional derivative (PD) was implemented for comparison with the proposed formulation.
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Table 8.2: PD, ISM and ISM EST control gains for quadrotor UV

Variable Kp Kd Ki

z3 100 1 .01

Variable γ0 γ1 γ2

z3 .1 100 .1

The desired reference for the car is given by

X∗ = 8∗ sin(0.1t)

Y ∗ = 8∗ cos(0.1t)

θ ∗ = atan
(

Y ∗

X∗

)
− π

2

(8.23)

The set of control gains used in the numerical evaluations is in Table (8.2).

In Figures, (8.2a) and (8.2b) can be observed the desired reference for z∗1 and how the state

feedback controller and the average sub gradient formulation force the dynamic of the terrestrial

vehicle to the desired reference since the first instant. Both controllers reduce the tracking error

of z1; these can be observed in Figure (8.3a) where are the square norm of the tracking error

and both controllers keep the same values. The integral of the square of the tracking error is

in Figure (8.3b), where both controllers are similar. The difference between the ISM controller

and the PID is that the controller’s energy forces the sliding surface from the first instance. The

development of the controllers is in Figure (8.4). The square norm of the controller is in Figure

(8.4a), where it can be observed that at the first instant, the magnitude of the ISM controller is

more significant than the PID controller; this is because the formulation requires much energy

for force the sliding surface at the first instant. For the rest of the time, the controllers are less

than 1. The power employed by the proposed solution is also considered and is shown in Figure

(8.4b). The power employed by the ISM controller is more significant than the PID controller,

but even with that, it keeps almost constant for the rest of the time.
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(a) Tracking of z1,1 by state feedback controller and ISM controller
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(b) Tracking of z1,2 by state feedback controller and ISM controller

Figure 8.2: Tracking of the desired trajectory of z∗1

8.10 Experimental Validation

A terrestrial prototype was developed to validate the theoretical results of the chapter. The UV

was constructed in the Robotic Lab of Interdisciplinary Professional Unit of Biotechnology IPN

(Unidad Profesional Interdisciplinaria de Biotecnologı́a IPN -UPIBI) under the supervision of

the Dr. Isaac Chairez Oria. The validation was realised in the Mechatronic department of At the

School of Engineering and Sciences of the Western Region of the Tecnológico de Monterrey at

the Guadalajara Campus under the supervision of Dr Isaac Chairez Oria.
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(a) Square norm of the tracking error of z1,1 by state feedback controller and ISM controller
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(b) Integral of the tracking error of z1,2 by state feedback controller and ISM controller

Figure 8.3: Tracking error δ1

8.10.1 Prototype Mechanics

The mechanical part of the terrestrial vehicle is shown in Figure (8.17)

The dimension of the car are described in the table 8.3

8.10.2 Prototype Diagrams

The complete electronic diagram is in Figure (8.6) Power supply diagram The diagram connec-

tion of the power supply is shown in Figure(8.7)
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(b) Tracking of z1,1 by state feedback controller and ISM controller

Figure 8.4: Integral of the PID control and the ISM controller

The encoder signals A and B correspond to the sensors to get the wheel’s position. The

encoder is connected as is shown in Figure(8.8).

The communication was realised by Bluetooth using the modul HC 05 and HC 06. The diagram

connection of the Arduino cards is shown in Figure(8.9).

. The terrestrial vehicle’s position was realised by vision using a camera.
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Parameter Variable Value Unity

Radius of wheels r 4.82 cm

Large a 15 cm

Width a 21.66 cm

Table 8.3: Terrestrial UV parameters

8.10.3 Prototype Software

The Wheels velocity control was realised with the proposed solution and implemented by a

micro-controller board of Arduino Mega 2560. The pseudo-code for the micro-controller board

was the following:

Algorithm Left and Right velocity control

• Including library SoftwareSerial.h, Separador.h

• Define pins

• Define strings

• Define left and right object

• Define int variables

• Define float variables

function setup

• Beginning serial communication

• Beginning Bluetooth communication

• Define the pin mode of the pins

• Attach interruption in pins 0 and 1 for call I updateEncoder algorithm
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• Attach interruption in pins 4 and 5 for call D updateEncoder algorithm

end setup

function loop

• Write High in pins for the enable of the H-bridge

• Reading of the Bluetooth communication and separation of a character string

• Definition of time variables

• Calculus of the velocity by the super-twisting algorithm

• Filtering of the derivative

• Calculus of the velocity tracking error

• Filtering of the tracking error

• Calculus of the time derivative of the velocity tracking error

• Filtering of the derivative

• Calculus of the Integral of the velocity tracking error

• Calculus of the ASG control

• Calculus of sliding variables and the sign of the sliding variable

• Control stop

• Limit the control signal

• Generation of PWM signal

• Initialising of for loop with i as the counter

if(i<U DM)

if sign(U DM)>0 −> ADELANTE(DERECHO)
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if sign(U DM)< 0 −> ATRAS(DERECHO)

if sign(U DM)= 0 −> DETENER(DERECHO)

if(i>U DM) −>DETENER(DERECHO)

if(i<U IM)

if sign(U IM)> 0 −> ADELANTE(IZQUIERDO)

if sign(U IM)< 0 −> ATRAS(IZQUIERDO)

if sign(U IM)= 0 −> DETENER(IZQUIERDO)

if(i>U IM) −> DETENER(IZQUIERDO)

i<−i+1

end loop

function I updateEncoder()

Read the signal A and B of the encoder

D encoded = (D MSB << 1) — D LSB

D sum=D lastEncoded << 2) — D encoded

if(D sum == 0b1101|| D sum == 0b0100|| D sum == 0b0010|| D sum == 0b1011)

D MED=D MED +1

if (D sum == 0b1110|| D sum == 0b0111|| D sum == 0b0001|| D sum == 0b1000)

D MED=D MED -1

D lastEncoded = D encoded

end

Algorithm ADELANTE(int LADO[6])

LADO[2]=1, LADO[4]=1
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LADO[3]=0, LADO[5]=0

end

Algorithm ATRAS(int LADO[6])

Start

LADO[2]=0, LADO[4]=0

LADO[3]=1, LADO[5]=1

end

Algorithm DETENER(int LADO[6])

Start

LADO[2]=0, LADO[3]=0, LADO[4]=0, LADO[5]=0

end

The localisation of the terrestrial vehicle and the implementation of the control by the ASG

formulation was by Matlab code. The Matlab pseudo-code employed was the following:

• Cleaning of workspace and communications

• Loading of camera parameters R and trans

• Initialising of Variables

• Serial communication initialisation

• Setting of camera conditions

• While (i < 10000)

Setting of the desired point

Calculus of auxiliary variable z−1,

Processing of camera vision to get the terrestrial position by RGB values
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Calculus of the position of the vehicle and estimation of the auxiliary variable z1

Estimation of variables z2 and z3

Calculus of the tracking error of z∗1

Estimation of the time derivative of the tracking error of z∗1

Calculus of desired reference z∗2 and z∗3

Calculus of derivative of the desired z∗3

Calculus of tracking error, their corresponding derivative, the integral of the tracking

error and the derivative of z∗3

Calculus of the ASG control formulation

Control restrictions

Sending of the desired velocity by the serial port communication

Actualisation of time, time variable and i

• Closing of the serial communication

8.10.4 Validation

Three scenarios were carried out with the implementation of a state feedback controller to serve

as a reference for the proposed solution with the ASG algorithm formulation. For evaluation,

the displacement in the plane x− y is also presented as the control signal obtained by the state

feedback formulation and the proposed ASG algorithm and the tracking error of the auxiliary

variable z1.

Scenario 1

The first scenario consists of putting the terrestrial UV to the left of the desired position in the

X−Y plane, forcing a turn to the right by the terrestrial vehicle. The displacement of the UV in

the plane x−y is in Figure (8.18), where the state feedback controller’s development force arrives

nearer to the desired position than the one obtained by the ISM controller. Both controllers’
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success in the minimisation of the tracking error of z1 can be observed in Figure(8.19), where

the absolute value of each component of the tracking error is shown. The tracking error is

minimised at the first 0.02 seconds by the PID controller, and the ISM proposed. It can be

observed that the development of tracking error by the PID controller is faster than the ISM. The

control signal obtained by both formulations is shown in Figure (8.20), where the magnitude of

the ISM controller is 1000 bigger than the PID solution. Figures (8.13a), (8.13b) and (8.13c)

show the development of the terrestrial UV by the PID controller. In Figures (8.13d), (8.13e)

and (8.13f) show the development of the terrestrial UV by the ISM controller.

Scenario 2

The second starting point for the terrestrial UV is on the right of the desired position to get a

turn to the left by the UV. In this scenario, the ISM controller force the UV nearest to the desired

position, and the horizontal displacement by the two controllers is shown in Figure (8.14). Both

controllers minimise the tracking error of z1 in the first 0.05 seconds. The magnitude of the ISM

controller’s tracking error for z1,1 is .5 times smaller than the PID controller. For the case of z1,2,

the tracking error by the PID controller is 300 times more significant than the one obtained by

the ISM controller, and this can be observed in Figure (8.15). Figure (8.16) shows the control

signals by both controllers, where it can be observed that the magnitude of the ISM controller

is 100 and 10 times smaller than that obtained by the PID controller. Images 8.17a, 8.17b, and

8.17c show the UV development at different instants of the experiment.

Scenario 3

The third starting point is at the left of the desired point. Both controllers force the UV to the

desired point; the performance of both controllers in the x− y plane is in Figure (8.18). The

tracking error of z1 is minimised by both controllers in the first 0.04 seconds, as can be observed

in Figure (8.19). The control signals employed by the implemented propositions are in Figure

(8.20) that ISM control is ten times smaller than the PID control signal.
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8.11 Chapter Conclusions

The theoretical implementation of the ISM controller forces the dynamic of the terrestrial vehicle

to the desired trajectory. In the real-world implementation, the ISM controller also manipulates

the UV to the desired position. The ISM control minimises the auxiliary variable’s tracking

error, and the control signal is competitive with the PID controller. However, the implementa-

tion in the real world also implies aspects to consider for improving the controller’s efficiency

as restrictions in the trajectory and the control magnitude. Also another important aspect is to

consider the delays in communication. These aspects can be considered to improve the devel-

opment of the ISM formulation.
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(a) Terrestrial Unmanned vehicle (b) Terrestrial Unmanned vehicle

(c) Terrestrial Unmanned vehicle (d) Terrestrial Unmanned vehicle

(e) Terrestrial Unmanned vehicle

Figure 8.5: Terrestrial Unmanned vehicle.
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Figure 8.6: Electronic diagram

Figure 8.7: Power supply diagram
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Figure 8.8: Sensors connection diagram

Figure 8.9: Communication diagram
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Figure 8.10: Scenery 1 x− y plane terrestrial displacement by the state feedback controller and

the ISM controller
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Figure 8.11: Scenery 1 tracking error of the auxiliary variable z1 by the state feedback

controller and the ISM controller
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Figure 8.12: Scenery 1 control u by the state feedback controller and the ISM controller
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(a) Starting by state feedback (b) Middle time by state feedback (c) Ending by state feedback

(d) Starting by ASG (e) Middle time by ASG (f) Ending by ASG

Figure 8.13: Terrestrial Unmanned vehicle Scenery 1.
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Figure 8.14: Scenery 2 x− y plane terrestrial displacement by the state feedback controller and

the ISM controller
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Figure 8.15: Scenery 2 tracking error of the auxiliary variable z1 by the state feedback

controller and the ISM controller
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Figure 8.16: Scenery 2 control u by the state feedback controller and the ISM controller

(a) Starting by ASG (b) Middle time by ASG (c) Ending by ASG

Figure 8.17: Terrestrial Unmanned vehicle Scenario 2.
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Figure 8.18: Scenery 3 x− y plane terrestrial displacement by the state feedback controller and

the ISM controller
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Figure 8.19: Scenery 3 tracking error of the auxiliary variable z1 by the state feedback

controller and the ISM controller
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Figure 8.20: Scenery 3 control u by the state feedback controller and the ISM controller
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Chapter 9

General conclusions

Se logró el control del desplazamiento de vehı́culos no tripulados de diferente naturaleza, con

conocimiento parcial de la dinámica, en diferentes dimensiones, a través de diversas formu-

laciones. La optimización de los errores de seguimiento se logró mediante el algoritmo de

subgradiente promedio implementado con la técnica de modo deslizante Integral. Además, la

implementación del control propuesto se llevó a cabo en un vehı́culo terrestre no tripulado.

Se desarrolló una formulación de control utilizando la técnica de ISM para obtener la op-

timización de una función convexa o no estrictamente convexa del error de seguimiento de

posición UV con formulación de retroalimentación de estado, retroceso y retroalimentación de

salida.

La estabilidad asintótica de las superficies deslizantes de los controladores se demuestra a

travez de la función de Lyapunov.

Se demuestra la eficiencia del controlador ISM que optimiza la función de costo de la integral

del error de seguimiento considerando la dinámica de los actuadores a través de simulaciones

numéricas.

Se demuestra mediante simulaciones numéricas que el controlador ISM tiene una mayor efi-

ciencia en el seguimiento de trayectorias con una magnitud de control menor que el controlador

PID.

Se obtuvo controladores que se pueden implementar en todo tipo de modelos mecánicos con
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representaciones de modelos Newton-Euler, Lagrangian y Hamiltonian.

9.1 Future Work

• Development of an output feedback controller for optimisation of a neural network-based

tracking error function for UV model estimation. Design the learning laws of the neural

networks for the identification of the UV model and take the estimation of the missing

states by neural networks for the implementation of the ISM robust controller by subgra-

dient average for the optimisation of trajectory tracking in the backstepping formulation.

• Development of a robust controller for constrained optimisation, considering constraint

on the UV, the dynamics of the actuators and the implemented control. Robust controller

formulation with variable gains considering the different constraints for trajectory tracking

optimisation.

• Development of robust adaptive control considering constraints on the unmanned vehi-

cle, variable constraints on the trajectory, and controller saturation. Control formulation

based on ISM with adaptive gains and through observers for identifying objects around

the vehicle.

• Experimental validation of the controllers proposed in the study in different devices. Im-

plementing the proposed controllers in a quadrotor for trajectory tracking, considering

constraints on the controller output.

• Development of an observer by the estimation error optimisation for the modelling and

control of a UV. Functional optimisation of the variable estimation error of an unmanned

vehicle. Furthermore, the development of robust control by using the estimated states with

the robust observer.

• Development of a robust controller for the synchronisation of unmanned vehicles. Devel-

opment of a controller for trajectory tracking by unmanned vehicles and formulation for
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the control of the synchronisation of other vehicles to optimise the distance error between

the vehicles.

• Development of a controller for the manipulation of a robotic arm included in the structure

of a vehicle for the manipulation of various tools such as grippers, welders, paint com-

pressors, etc. Modelling of an unmanned vehicle with a robotic arm and formulation of

a robust controller for the displacement of the unmanned vehicle and manipulation of the

axes of freedom of the robotic arm considering restrictions in the actuators and the control

output.
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Chapter 10

Appendix

10.1 A.State feedback formulation-Position tracking error

I. Stability analysis by Lyapunov function

Given the function for kx,t , and the proposed controller in the equation (4.14) and (4.13)

respectively, provides the desired dynamics which is shown below. Introducing the candi-

date of Lyapunov function as Vx,t(st) =
1
2

([√
s>t G−1

x st− εt

]
+

)2

, εt > 0. Defining χx,t :=[√
s>t G−1

x st− εt

]
+√

s>t G−1
x st

in view of, the condition of the dynamic of the tracking error in expression

(4.8) for t ≥ t0,, defining µt =
1

t +µ
and using the definition of ṡt described by:

ṡt = ẋb,t +λt
[
xb,t +∂H(xa,t)−Ψt

]
−λ

2
t [xa,t +η ] . (10.1)

we have as the time derivative of the Lyapunov function

V̇x,t(st) =

[√
s>t G−1

x st− εt

]
+

 s>t G−1
x ṡt√

s>t G−1
x st

− ε̇t



=

[√
s>t G−1

x st− εt

]
+√

s>t G−1
x st

(
s>t G−1

x ṡt−
√

s>t G−1
x st ε̇t

)
= χx,ts>t G−1

x

[
Fx +Gxux,t + z(0)x,t

]
−χx,t ε̇t

√
s>t G−1

x st


(10.2)
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where

z(0)x,t := λt
[
xb,t +∂H(xa,t)−Ψt

]
−λ

2
t (xa,t +η). (10.3)

Since the conditions in the expression (4.8), given by∥∥Fx
(
xa,t ,xb,t , ḧ∗t

)∥∥= F+
x,t ,

F+
x,t = γ0 + γ1 ‖ρt‖+ γ2 ‖ϕt‖

γ0 = γ +βξ

γ j > 0, βξ > 0; j = 0, ...,2

‖Gx‖ ≤ γG, γG > 0


. (10.4)

the last equation for the Lyapunov time derivative function (10.2) becomes

V̇x,t(st)≤ χx,ts>t ux,t + γ
−1
G χx,t ‖st‖

(
F+

x,t +
∥∥∥z(0)x,t

∥∥∥+ |ε̇t |
)

= γ
−1
G χx,t ‖st‖z(1)x,t +χx,ts>t ux,t

(10.5)

Here z(1)x,t := F+
x,t +

∥∥∥z(0)x,t

∥∥∥+ |ε̇t |. Taking ux as in the expression (4.13), given by

ux,t =−G+
x

(
kx,t

st

‖st‖+ εt

)
, (10.6)

leads to

V̇x,t(st)≤ γ
−1
G χx,t ‖st‖z(1)x,t −χx,ts>t

(
kx,t

st

‖st‖+ εt

)
≤ χx,t ‖st‖

(
γ
−1
G z(1)x,t − kx,t

‖st‖
‖st‖+ εt

)
.

(10.7)

Since the inequality (10.7) is not trivial only when χx,t = 1, or equivalently, when ‖st‖ ≥ εt .

This condition is fulfilled if ‖st‖ satisfies ‖st‖> εt . Therefore, within this region, we have

‖st‖
‖st‖+ εt

≥ εt

εt + εt
=

1
2

So, the inequality (10.7) becomes

V̇x,t(st)≤ ‖st‖
(

γ
−1
G z(1)x,t −

kx,t

2

)
(10.8)

Selecting kx,t in such a way that the following inequality is fulfilled (1/2)kx,t−γ
−1
G z(1)x,t = k0 > 0,

we get that kx,t = 2
(

γ
−1
G z(1)x,t + k0

)
and in consequence the inequality (10.8) becomes

V̇x,t(st)≤−k0 ‖st‖ ≤ −k0

√
2Vx,t(st) (10.9)
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From expression (10.9), a finite time convergence of Vx,t(st) to the origin. Indeed, we have

0≤
√

Vx,t(st)≤
√

Vx,t(st)−
k0

2
√

2
t implying Vx,t(st) = 0 for any t ≥ treach =

2
√

2
k0
‖s0‖= 0. But

taking s0 = 0, one may get treach = t0 = 0.

II. Practical desired regimen

Proof. Define x̃a,t := xa,t −wt , µt := t + µ0 and the auxiliary variable ζt :=
t∫

0

−∂H (xa,τ)dτ

and satisfies

ζt = γtxb,t +xa,t +η

Starting with
d
dt

[
1
2
‖ζt‖2

]
= ζ̇>t ζt

=−∂>H(xa,t)
[
µtxb,t +xa,t +η

]
=−∂>H(xa,t)(xa,t)−∂>H(xa,t)

(
µtxb,t +η

)
.

By the inequality (3.21) and using the identity

∂>H(xa,t)xb,t = ∂H(xa,t) [ẋa,t−wt ]

=
d
dt

[H(xa,t)−H∗]+∂>H(xa,t)wt

the following inclusion is estimated

d
dt

[
1
2
‖ζt‖2

]
≤− [H(xa,t)−H∗]−∂>H(xa,t)η

−µt

[
d
dt

[H(xa,t)−H∗]+∂>H(xa,t)wt

]
or equivalently

[H(xa,t)−H∗]≤− d
dt

[
1
2
‖ζt‖2

]
−∂>H(xa,t)η

−µt

[
d
dt

[H(xa,t)−H∗]+∂>H(xa,t)wt

]
.
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By integrating both sides of the inequality on interval [t0, t] , the following expression is obtained
t∫

τ=t0

[H(xa,τ)−H∗]dτ ≤ 1
2

(
‖ζt0‖

2−‖ζt‖2
)
−

µt [H(xa,t)−H∗]tt0 +
t∫

τ=t0

[H(xa,τ)−H∗] µ̇τdτ

+ζ>t η−
t∫

τ=t0

µτ ‖∂H(xa,τ)‖‖wτ‖dτ.

Considering that µ̇τ = 1 and ‖∂H(xa,τ)‖≤ hg and ‖wt‖≤ εt by the last expression, the following

relation holds
µt [H(xa,t)−H∗]≤ µt0

[H(xa,t0)−H∗]+ζ>t η+

1
2

(
‖ζt0‖

2−‖ζt‖2
)
−

t∫
τ=t0δτ

hgετdτ

= µt0 [H(xa,t0)−H∗]+
1
2
‖ζt0‖

2 +
1
2
‖η‖2−

1
2

[
‖ζt‖2 +2ζ>t η +‖η‖2

]
+hg

t∫
τ=t0

µτετdτ

= µt0 [H(xa,t0)−H∗]− 1
2
‖ζt +η‖2 +

1
2
‖ζt0‖

2+

1
2
‖η‖2 +hg

t∫
τ=t0

µτετdτ = Ωt0 +hg

t∫
τ=t0

µτετdτ.

In consequence, the expression (4.18) is obtained. Then, Lemma is proven.

10.2 A.Back stepping formulation-Intermediate stages

10.2.1 First order

I. Lyapunov function analysis for sliding variable with the pseudo controllers (1°and 2°stages)

For the general formulation of trajectory tracking error for the cases of position and speed,

with the proposed controller in expression (5.11) and (5.25). Stability is analyzed by employing

the Lyapunov candidate function

Vδ ,i(si,t) =
1
2

([√
s>i,tGisi,t− εi,t

]
+

)2
(10.10)
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, εi,t > 0 where the cutting function [·]+ satisfies

[z]+ =

 z i f z≥ 0

0 i f z < 0
(10.11)

Notice that the function
(
[z]+
)2 is differentiable. Defining

χi,t :=

[√
s>i,tGisi,t− εi,t

]
+√

s>i,tGisi,t

(10.12)

where Gi corresponds for the case i=1 to G1 = g−1
1 and for the case i = 2 to G2 = G+

2 . In view

of, the corresponding bounds for the tracking error dynamic, for t ≥ t0, and using the dynamic

of si,t given by

ṡi,t = ˙δi,t−
δi,1 +ηi

t +µ0
+

∂H(δi,t)−Ψi,t

t +µ0
(10.13)

we have

V̇δ ,i,t(si,t) =
[√

s>i,tGisi,t− εi,t

]
+

 s>i,tGiṡi,t√
s>i,tGisi,t

− ε̇i,t


=

[√
s>i,tGisi,t− εi,t

]
+√

s>i,tGisi,t

(
s>i,tGiṡi,t−

√
s>i,tGisi,t ε̇i,t

)
= χi,ts>i,tGi

[
Fi +Giui + z(0)i,t

]
−χi,t ε̇i,t

√
s>i,tGisi,t


(10.14)

where

z(0)i,t := δ̇i,t +∂Hi(δi,t)−Ψi,t . (10.15)

Since the conditions of bounds for each case given in the expressions (5.7) and (5.21), the

expression (10.14) becomes

V̇δ ,i(si,t)≤ χi,ts>i,tui +g−i χi,t ‖si,t‖
(

F+
i,t +

∥∥∥z(0)i,t

∥∥∥+ |ε̇i,t |
)

≤ g−i χi,t ‖si,t‖z(1)i,t +χi,ts>i,tui

(10.16)

where z(1)i,t := F+
i,t +

∥∥∥z(0)i,t

∥∥∥+ |ε̇i,t |. Taking ui as in expression (5.11) and (5.25) for the corre-
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sponding i = 1,2, leads to

V̇δ ,i(si,t)≤ g−i χi,t ‖si,t‖z(1)i,t +χi,ts>i,tui

≤ χi,tg−i ‖si,t‖z(1)i,t −χi,ts>i,t

(
βi,t

si,t

‖si,t‖+ εi,t

)
≤ χi,t ‖si,t‖

(
g−i z(1)i,t −βi,t

‖si,t‖
‖si,t‖+ εi,t

)
.

(10.17)

Since the inequality (10.17) is not trivial only when χi,t = 1, or equivalently, when ‖si,t‖ ≥ εi,t .

This condition is fulfilled if ‖si,t‖ satisfies ‖si,t‖> εi,t . Therefore, within this region, we have

‖si,t‖
‖si,t‖+ ε

≥
εi,t

εi,t + ε
=

1
2

So, the inequality (10.17) becomes

V̇δ ,i(si,t)≤ χi,t ‖si,t‖
(

g−i z(1)i,t −
βi,t

2

)
(10.18)

Selecting βi,t in such a way that the following inequality is fulfilled

(1/2)βi,t−g−i z(1)i,t = ρi > 0 (10.19)

we get that βi,t = 2
(

g−i z(1)i,t +ρi

)
and then inequality (10.18) can be express as

V̇δ ,i(si,t)≤−ρiχi,t ‖si,t‖ ≤ −ρiχi,t

√
2Vδ ,i(si,t) (10.20)

From expression (10.20), a finite time convergence of Vδ ,i(si,t) to the origin when χi,t = 1.

Indeed, for χi,t = 1 we have

0≤
√

Vδ ,i(si,t)≤
√

Vδ ,i(si,0)−
ρi

2
√

2
t (10.21)

implying Vδ ,i(si,t) = 0 for any t ≥ treach =
2
√

2
ρi

∥∥si,0
∥∥ = 0. But taking si,0 = 0, one may get

treach = t0 = 0. In addition, notice that si,t0 satisfies

si,0 = δi,0 +ηi.

Defining the constant ηi as

ηi := δi,0 (10.22)
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II. Stability analysis of the sliding surface for the s3,t with real control

Proof. By proposing the following Lyapunov candidate function as

Vδ ,3(s3,t) =
1
2

s3,tG−1
3 s3,t (10.23)

Its full-time derivative (evaluated over the sliding surface s3,t) is

V̇δ ,3(s3,t) = s>3,tG
−1
3 ṡ3,t (10.24)

Employing the dynamic of s3,t given by

ṡ3,t = δ̇3,t +µt [+∂H(δ3,t)−δ3,t−η3−Ψ3,t ] (10.25)

Taking the variable µt as in the stability analysis for the sliding surface s1,t and s2,t with the

virtual controls. Then the expression (10.24) can be presented as:

V̇δ ,3(s3,t) = s>3,tG
−1
3

[
δ̇3,t +µt [+∂H(δ3,t)−δ3,t−η3−Ψ3,t ]

]
(10.26)

Considering the expression for F3,t and G3, the time variation Vδ ,3(s3,t) given in equation (10.26)

leads to

V̇δ ,3(s3,t) = s>3,tG
−1
3

[
F3,t +G3u3,t + z(0)3,t

]
(10.27)

where

z(0)3,t := µt [+∂H(δ3,t)−δ3,t−η3−Ψ3,t ] . (10.28)

The expression (10.27), by considering the bounds conditions given in expression (5.34), is

reduced to

V̇δ ,3(s3,t)≤ s>3,tu3,t +g−3
∥∥s3,t

∥∥(F+
3,t +

∥∥∥z(0)3,t

∥∥∥) (10.29)

where it was considered the (5.34) for t ≥ t0. Given (5.38) as the applied controller, the following

differential equation can be estimated for the time derivative of the Lyapunov function Vδ ,3 as

V̇δ ,3(s3,t)≤
∥∥s3,t

∥∥(g−3 (F
+
3,t +

∥∥∥z(0)3,t

∥∥∥)−β3,t

)
. (10.30)

Selecting β3,t = g−1
3 (F+

3,t +
∥∥∥z(0)3,t

∥∥∥)+ρ3, the expression (10.30) results in

V̇δ ,3(s3,t)≤−ρ3
∥∥s3,t

∥∥≤−ρ3

√
(2/g−3 )V3(s3,t). (10.31)
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From (10.31), the finite time convergence of Vδ ,3(s3,t) can be obtained yielding

0≤
√

Vδ ,3(s3,t)≤
√

Vδ ,3(s3,0)−
ρ3g−3√

2
t. (10.32)

This result implies Vδ ,3(s3,t) = 0 for any t ≥ t0. In addition, notice that s3,t0 satisfies

s3,0 = δ3,t +η3.

Defining the constant η3 as

η3 :=−(It0− I∗t0) (10.33)

for any t0 ≥ 0, we get s3,t0 = 0, and hence t0 = (
√

2ρ3g−3 )
∥∥s3,t0

∥∥ = 0, with t0 = 0. In conse-

quence, the desired regimen s3,0 = 0 starts from the beginning of the control process.

III. Desired trajectory-Proof of Lemma 2 and 3

Proof. Given that si,t satisfies the condition of the inequality (5.14) and (5.28), for i = 1,2

corresponding to the position and velocity tracking problems, exist ωi,t such that si,t ≤ ωi,t and

‖−ωi,t‖ ≤ εi,t . Then defining µt :=
1

t +µ0
, ζ̇i,t =−∂H(δi,t) and in view of the sliding variable

defined in expression (5.10) and (5.24), we have

ωi,t = δi,t +ηi−µtζi,t , (10.34)

in consequence, ζ is given by

ζi,t = µ
−1
t (δi,t +ηi−ωi,t) (10.35)

where ζi,t0 = 0 by design of ηδ ,i, we have:

d
dt

[
1
2
‖ζi,t‖2

]
= ζ̇>i,t ζi,t

=−∂H(δi,t)
> [µ−1

t (δi,t +ηi−ωi,t)
]

=−µ
−1
t ∂H>(δi,t)δi,t−µ

−1
t ∂H>(δi,t)ηi−µ

−1
t ∂H>(δi,t)ωi,t

(10.36)

by the consideration of Jensen’s inequality expressed in equation (3.21), the equality (10.36)

satisfies

d
dt

[
1
2
‖ζi,t‖2

]
≤−µ

−1
t H(δi,t)−µ

−1
t ∂H>(δi,t)ηi−µ

−1
t ∂H>(δi,t)ωi,t (10.37)
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Taking the first term in the right side to the left side and the term of the left side to the right side

in the inequality (10.37) gives

µ
−1
t H(δi,t)≤

d
dt

[
1
2
‖ζi,t‖2

]
−µ

−1
t ∂H>(δi,t)ηi−µ

−1
t ∂H>(δi,t)ωi,t

H(δi,t)≤ µt

[
d
dt

[
1
2
‖ζi,t‖2

]
−µ

−1
t ∂H>(δi,t)ηi−µ

−1
t ∂H>(δi,t)ωi,t

]
‖H(δi,t)‖ ≤ µt‖

[
d
dt

[
1
2
‖ζi,t‖2

]
−µ

−1
t
(
∂H>(δi,t)ηi +κt∂H>(δi,t)ωi,t

)]
‖

‖H(δi,t)‖ ≤ µt

[
‖ d

dt

[
1
2
‖ζi,t‖2

]
‖+µ

−1
t ‖

(
∂H>(δi,t)ηi +∂H>(δi,t)ωi,t

)
‖
]

‖H(δi,t)‖ ≤ µt‖
d
dt

[
1
2
‖ζi,t‖2

]
‖+‖∂H>(δi,t)‖‖(ηi +ωi,t)‖

(10.38)

Since ‖∂H(δi,t)‖ ≤ di

‖H(δi,t)‖ ≤ µt‖
d
dt

[
1
2
‖ζi,t‖2

]
‖+di‖(ηi +ωi,t)‖

≤ µt‖ζ>i,t ˙ζi,t‖+di‖ηi +ωi,t‖

≤ µt‖∂H(δi,t)‖‖ [δi,t +ηi−ωi,t ]‖+di‖ηi +ωi,t‖

≤ µt‖∂H(δi,t)‖ [‖δi,t‖+‖ηi‖+‖ωi,t‖]‖+di‖ηi +ωi,t‖

≤ µtdi [‖δi,t‖+‖ηi‖+‖ωi,t‖]‖+di‖ηi +ωi,t‖

≤ µt‖∂H(δi,t)‖‖δi,t‖+µt‖ηi‖+µt‖ωi,t‖‖+di‖ηi +ωi,t‖

≤ µtdi‖δi,t‖+µtdi‖ηi‖+µtdi‖ωi,t‖‖+di‖ηi‖+di‖ωi,t‖

≤ µtdi‖δi,t‖+(µt +1)di‖ηi‖+(µt +1)di‖ωi,t‖

(10.39)

Given (µt +1) =
1+ t +µ

t +µ

‖H(δi,t)‖ ≤ µtdi‖δi,t‖+
1+ t +µ

t +µ
di‖ηi‖+

1+ t +µ

t +µ
di‖ωi,t‖

≤ µtdi‖δi,t‖+
1+ t +µ

t +µ
di‖ηi‖+

1+ t +µ

t +µ
di‖ωi,t‖

≤ µtdi‖δi,t‖+
1+ t +µ

t +µ
di‖ηi‖+

1+ t +µ

t +µ
di

εi,0

(t +µ)α

≤ µtdi‖δi,t‖+
1+ t +µ

t +µ
di‖ηi‖+

(1+ t +µ)diεi,0

(t +µ)1+α

(10.40)
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10.3 Desired regimen variable on time for the output feed-

back solution

Using µt := 1
t+µ

, ς̇t =−∂H(xa,t) with ςt0 = 0 and in view of (6.17), we have:

ςt = µ
−1
t xb,t +xa,t +η−µ

−1
t εt ,

0 = µ0xb,t0 +xa,t0 +η−µ
−1
t ε0

and in then
d
dt

[
1
2
‖ςt‖2

]
= ς>t

d
dt

ςt

=−∂H>(xa,t)
[
µ
−1
t xb,t +xa,t +η−µ

−1
t εt

]
.

(10.41)

The substitution of
d
dt

ςt yields to the following equation

d
dt

[
1
2
‖ςt‖2

]
=−∂H>(xa,t)xa,t−∂H>

[
xa,t)(µ

−1
t xb,t +η−µ

−1
t εt

]
(10.42)

Applying the inequality (6.19) to the first term on the right-hand side of (10.42) and using the

identity

∂
>H(xa,t)xb,t =

d
dt

[H(xa,t)−H∗] =
d
dt

H(xa,t),

we get
d
dt

[
1
2
‖ςt‖2

]
≤−H(xa,t)−µ

−1
t

d
dt

H(xa,t)−∂H(xa,t)
>(η−µ

−1
t εt).

Then, integrating both sides of this inequality on the interval [t0, t] and in view of the property

ςt0 = 0, we get
t∫

τ=t0

H(xa,τ)dτ ≤−1
2
‖ςt‖2−µ

−1
t H(xa,t) |tt0

+

t∫
τ=t0

H(xa,τ)µ̇
−1
τ dτ−

 t∫
τ=t0

∂
>H(xa,τ)dτ

>η−

t∫
τ=t0

µ
−1
τ ‖∂H(xa,τ)‖‖ετ‖dτ

(10.43)
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Since
d
dt

µ
−1
t = 1, and ‖∂H(xa,t)‖ ≤ ρ ,the following relation can be obtained from the (10.43)

yielding

µ
−1
t H(xa,t)≤ µt0H(xa,t0)−

1
2
‖ςt‖2 + ς>t η

−ρ

t∫
τ=t0

µτ‖ετ‖dτ =

µ
−1
t0 H(xa,t0)+

1
2
‖η‖2− 1

2

[
‖ςt‖2−2ς>t (η)+‖η‖2

]
−

ρ

t∫
τ=t0

µ
−1
τ ‖ετ‖dτ

Expanding the terms in the brackets, one has:

µ
−1
t H(xa,t)≤ µt0H(xa,t0)−

1
2
‖ςt−η‖2 +

1
2
‖η‖2−

ρ

t∫
τ=t0

µ
−1
τ ‖ετ‖dτ ≤

µ
−1
t0 H(xa,t0)+

1
2
‖η‖2−ρ

t∫
τ=t0

µ
−1
τ ‖ετ‖dτ

(10.44)

Taking εt as

εt =
ε0

(t +µ0)1+γ
, γ,ε0 > 0

the term last term in the expression (10.44) satisfies

ρ

t∫
τ=t0

µ
−1
τ ‖ετ‖dτ ≤ ρε0

(1− γ)(t +µ0)γ
(10.45)

and in consequence, then the expression (10.44) can be expressed as

µ
−1
t H(xa,t)≤ µ

−1
t0 H(xa,t0)+

1
2
‖η‖2− ρε0

(1− γ)(t +µ0)γ
(10.46)

The last inequality implies the result of Lemma 1.

In view of the three main theorems in chapter 6 following a similar structure and the tools

needed for defining the main stability analysis are equivalent, this appendix presents a simplified

form for developing all the proofs. Hence, the proofs are presented following a unified structure

with the corresponding particularization for each surface.
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Stability analysis of sliding surfaces si,t for i = 1,2,3. Given the dynamics structures

described in the equations (7.1), (7.15) and (7.24), the proposed stability analysis in this section

is applicable to demonstrate the stability of the sliding surfaces si,t . Introducing a candidate of

Lyapunov function as

Vi,t(si,t) =
1
2

[√
s>i,tDisi,t− εi,t

]2

+
, i = 1,2,3

where D1 =D2 = I, D3 =B−1, εi,t > 0, the function [·]+ satisfies [α]+=

 α i f α ≥ 0

0 i f α < 0

.

Notice that this definition implies that
(
[α]+

)2 is differentiable. The full-time derivative of the

Lyapunov function is given by

V̇i,t(si,t) =

[√
s>i,tDisi,t− εi,t

]
+√

s>i,tDisi,t

(
s>i,tDiṡi,t−

√
s>i,tDisi,t ε̇i,t

)
(10.47)

The time derivative of the proposed candidate Lyapunov function Vi,t(si,t) is subjected to the

dynamics of the sliding surfaces si,t given as

ṡi,t = ∆̇2i−1,t +µt [+∂H(∆2i,t)−Ψi,t ]−µ2
t [∆2i,t +ηi] . (10.48)

Defining the auxiliary variable χi,t :=

[√
s>i,tDisi,t− εi,t

]
+√

s>i,tDisi,t

the dynamic equation (10.47) can

be expressed as

V̇i,t(si,t) = χi,ts>i,tDi

(
Mi,t + ξ̄i,t−Ni,t +h0,i,t−

si,t

‖si,t‖
ε̇i,t

)
(10.49)

where the dynamics of ∆2i−1 given in (7.1), (7.15) and (7.25). In (10.49), the following defini-

tions were used for each stage:

M1,t = Ω(θt ,ψt)Γt M2,t =

 −d22vt

m22

−d33wt

m33

 M3,t = B−1M−1 f0,t (10.50)
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N1,t = H (ς∗t , t) N2,t =

 v̇∗t

ẇ∗t

−utM

 qt

rt

 N3,t = k̊3,t + k̊3,0 (10.51)

ξ̄1,t = ξ1,t ξ̄2,t =

 ξv,t

ξw,t

 ξ̄3,t = β− ‖ξ‖ (10.52)

The corresponding definitions for h0,i,t satisfy:

h0,1,t := µt [∆1,t +∂H(∆2,t)−Ψ1,t ]−µ2
t [∆2,t +η1]

h0,2,t := µt [∆3,t +∂H2(∆4,t)−Ψ2,t ]−µ2
t [∆4,t +η2]

h0,3,t := β−
[
µt
[
∆5,t +∂H(∆6,t)−Ψ3,t

]
−µ2

t
[
∆6,t +η3

]] (10.53)

Using the proposed control in equations (7.6), (7.17) and (7.26) for their corresponding si,t ,

then the derivative of the Lyapunov function in (10.49) is defined by the following expression

V̇i,t(si,t) = εi,ts>i,tDi

(
−ki

si,t

‖si,t‖+ εi,t
+ξi,t−

si,t

‖si,t‖+ εi,t

εi,t

‖si,t‖
ε̇i,t

)
(10.54)

In view of the upper estimate presented in (2.10) yields and if εi,t is monotonically non-

increasing (ε̇i,t ≤ 0), the expression (10.54) becomes

V̇i,t(si,t)≤−χi,t ‖si,t‖
(

ki
‖si,t‖

‖si,t‖+ εi,t
−hi,1,t

)
(10.55)

where

hi,1,t := ξ
+
i +

εi,t=0

ε1,t=0 + εi,t=0

∣∣ε̇i,t=0
∣∣

Since the inequality (10.55) is not trivial (only when χi,t = 1) if ‖si,t‖ ≥ εi,t , which is a

condition that is fulfilled if ‖si,t‖ satisfies ‖si,t‖ > εi,t . Therefore, within the such region, one

may get
‖si,t‖
‖si,t‖+ εt

≥
εi,t

εi,t + εt
=

1
2

(10.56)

The estimated lower bound in (10.56) justifies that the derivative of the suggested candidate

Lyapunov function in (10.55) becomes

V̇i,t(si,t)≤−‖si,t‖
(

1
2

ki−hi,1

)
. (10.57)
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The selection of ki in (7.7) implies that the following inequality is valid then (10.57) becomes

V̇i,t(si,t)≤−λi ‖si,t‖ ≤ −λi

√
2Vi,t(si,t) (10.58)

From (10.58), the finite time convergence of Vi,t(si,t) to the origin when χi,t = 1 follows.

Indeed, for χi,t = 1, it can be proven that

0≤
√

Vi,t(si,t)≤
√

Vi,t(si,0)−
λi√

2
t (10.59)

implying Vi,t(si,t) = 0 for any t ≥ treach,i =
i

λi

∥∥si,0
∥∥ = 0. But taking si,0 = 0, one may get

treach,i = t0 = 0, which concludes the first part (Theorem 1) of the general proof of the main

result attained in this study.

Following [41] and considering that the property (7.8) is satisfied, one has

ςi,t = ∆2i−1,t +µt (∆2i,t +ηi)+Ψi,t (10.60)

Defining an auxiliary variable

φi,t :=
t∫

0

−∂H (∆2i,τ)dτ (10.61)

which is satisfying

φi,t = µ
−1
t [∆2i−1,t− ςi,t +µt (∆2i,t +ηi)] . (10.62)

Taking into consideration that

d
dt

[
1
2
‖φi,t‖2−φ>i,t ∆2i

]
= φ>i,t φ̇i,t− φ̇>i,t ∆2i (10.63)

Using the expression for the derivative of φi,t , the following equation is valid:

d
dt

[
1
2
‖φi,t‖2−φ>i,t ∆

∗
2i

]
=−µ

−1
t ∆>i,t∂H (∆2i,t)−[

−µ
−1
t ςi,t +ηi

]>
∂H (∆2i,t)−∂H (∆2i,t)

> [
∆2i,t−∆∗2i

] (10.64)

Applying the Jensen’s inequality to the term
(
∆2i,t−∆∗2i

)>
∂H (∆2i,t) yields

(∆2i,t−∆
∗
2i)
>

∂H (∆2i,t)≥ H (∆2i,t)−H (∆∗2i) (10.65)
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Noticing that the term ∆>i,t∂H (∆2i,t) admits the following equation

∆>i,t∂H (∆2i,t) =
d
dt

H (∆2i,t) =
d
dt

[
H (∆2i,t)−H

(
∆∗2i
)]

(10.66)

The substitution of (10.65) and (10.66) in (10.64) leads to:

d
dt

[
1
2
‖φi,t‖2−φ>i,t ∆

∗
2i

]
≤−µ

−1
t

d
dt

[
H (∆2i,t)−Hi

(
∆∗2i
)]
−[

−µ
−1
t ςi,t +ηi

]>
∂H (∆2i,t)−

[
H (∆2i,t)−H

(
∆∗2i
)] (10.67)

Taking the third term in the right of the inequality in (10.67) to the left side an integrating

this inequality on the interval [t0, t] yields

t∫
τ=t0

[H (∆2i,τ)−H (∆∗2i)]dτ ≤[
1
2
‖φi,τ‖2−φ>i,τ∆∗2i

]t

t0
−
(
µ−1

τ

[
H (∆2i,τ)−H

(
∆∗2i
)])t

t0
+

t∫
τ=t0

µ̇
−1
τ [H (∆2i,τ)−H (∆∗2i)]dτ−

 t∫
τ=t0

∂H (∆2i,τ)dτ

ηi+

t∫
τ=t0

µ
−1
τ ς

>
i,τ∂H (∆2i,τ)dτ

(10.68)

Given the following equation µ̇−1
τ = 1, the following result can be obtained to get the uper

bound for
(
µ
−1
t
[
H (∆2i,t)−H

(
∆∗2i
)])t

t0
:

(
µ
−1
t
[
H (∆2i,t)−H

(
∆∗2i
)])t

t0
≤ µ

−1
t0

[
H (∆2i,t0)−H

(
∆∗2i
)]
+

1
2

∥∥φi,t−
(
∆∗2i−ηi

)∥∥2− 1
2

∥∥∆∗2i−ηi
∥∥2−

1
2
‖φi,t0‖

2 +φ>i,t0∆∗2i +

t∫
τ=t0

mu−1
τ εi,τ

∥∥∂H (∆2i,τ)
∥∥dτ

(10.69)

Taking into consideration the definition of Θi,t , the inequality (10.69) admits the following

upper bound:

µ
−1
t [H (∆2i,t)−H (∆∗2i)]≤Θi,t +

t∫
τ=t0

µ
−1
τ εi,t

∥∥∂H (∆2i,τ)
∥∥dτ (10.70)
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In view of the relationship for the gradient,
∥∥∂H (∆2i,τ)

∥∥≤√2, the inequality (10.70) satis-

fies

µt [H (∆2i,t)−H (∆∗2i)]≤Θi,t +
√

2
t∫

τ=t0

µ
−1
τ εi,τdτ (10.71)

The lemma is proven.
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