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también la culminación de una etapa significativa en mi vida, fruto de un

largo camino en el que he estado inmerso en este ámbito. Por ello, deseo
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Resumen

En esta tesis estudiamos la normalidad de ideales monomiales utilizando

programación lineal y teoŕıa de grafos. Damos criterios de normalidad para

ideales monomiales, para ideales generados por monomios de grado dos y

para ideales de aristas de grafos, clutters y sus ideales de coberturas.
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Abstract

In this thesis we study the normality of monomial ideals using linear pro-

gramming and graph theory. We give normality criteria for monomial ideals,

for ideals generated by monomials of degree two, and for edge ideals of graphs

and clutters and their ideals of covers.
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Introduction

In this thesis we study the normality of monomial ideals, and the normality of

edge ideals of graphs and clutters and their ideals of covers. A main problem

in this area is the characterization of the normality of the ideal of covers

Ic(G) of a graph G in terms of the combinatorics of G. If G is an odd cycle

or a perfect graph, then Ic(G) is normal, see [1] and [32], respectively.

The contents of this thesis are as follows. In Section 1, we introduce the

notation requeried, we also introduce definitions as well as some background

knowledge of these areas that will be used later to describe the problem

investigated in this job.

In Section 2, we introduce a few results from polyhedral geometry, com-

mutative algebra, and linear programming.

As we now recall there are two well known characterizations of the nor-

mality of I, one comes from commutative algebra and uses Rees algebras,

and the other comes from integer programming and uses Hilbert bases.

The Rees algebra of I can be written as

S[Iz] = S ⊕ Iz ⊕ · · · ⊕ Inzn ⊕ · · · ⊂ S[z].

It is well known [29, p. 168] that the integral closure of S[Iz] is given by

S[Iz] = S ⊕ Iz ⊕ · · · ⊕ Inzn ⊕ · · · ⊂ S[z].
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Thus, the ring S[Iz] is normal if and only if the ideal I is normal. Normal

monomial subrings arise in the theory of toric varieties [6].

Let I be a monomial ideal of S and let G(I) = {tv1 , . . . , tvq} be the

minimal set of generators of I. Let A′ := {e1, . . . , es, (v1, 1), . . . , (vq, 1)},
where ei is the i-th unit vector in Rs+1. The ideal I is normal if and only if

A′ is a Hilbert basis (Lemma 2.6.2).

In Section 3 we give normality criteria for monomial ideals and member-

ship tests to determine whether or not a given monomial lies in the integral

closure of In or is a minimal generator of the integral closure of In. Let I1 and

I2 be ideals of S generated by monomials in disjoint sets of variables, we show

that I1I2 is normal if and only if I1 and I2 are normal (Proposition 3.1.1).

We arrive at our first normality criterion.

Proposition 3.1.3 Let I be a monomial ideal of S and let A be its incidence

matrix. The following conditions are equivalent.

(a) I is a normal ideal.

(b) For each pair of vectors α ∈ Ns and λ ∈ Qq
+ such that Aλ ≤ α, there

is m ∈ Nq satisfying Am ≤ α and |λ| = |m|+ ϵ with 0 ≤ ϵ < 1.

Given a monomial ideal I and a monomial tα, a linear programming

membership test for the question “is tα a member of I?” was shown in [7,

Proposition 3.5], [19, Proposition 1.1]. The following proposition gives a

linear algebra membership test that complement these results.

Proposition 3.2.1 (Membership test) Let I be a monomial ideal of S, let

A be its incidence matrix, and let tα be a monomial in S. The following are

equivalent.

(a) tα ∈ In, n ≥ 1.

(b) Aλ ≤ α for some λ ∈ Qq
+ with |λ| ≥ n.

(c) max{⟨y, 1⟩ | y ≥ 0; Ay ≤ α} = min{⟨α, x⟩ | x ≥ 0; xA ≥ 1} ≥ n.

2



As a byproduct we obtain a minimal generators test for the integral clo-

sure of the powers of a monomial ideal.

Proposition 3.2.2 Let I be a monomial ideal of S and let A be its incidence

matrix. A monomial tα ∈ S is a minimal generator of In if and only if the

following two conditions hold.

max{⟨y, 1⟩ | y ≥ 0; Ay ≤ α} = min{⟨α, x⟩ | x ≥ 0; xA ≥ 1} ≥ n.

max{⟨y, 1⟩ | y ≥ 0; Ay ≤ α− ei} = min{⟨α− ei, x⟩ | x ≥ 0; xA ≥ 1} < n

for each ei for which α− ei ≥ 0.

The equality In = (tnv1 , . . . , tnvq) for n ≥ 1 comes from [7, Examples 1.4,

3.7]. We use the membership test to give a short proof of this equality

(Corollary 3.2.3).

The normality of I is also related to integer rounding properties [9, Corol-

lary 2.5]. Systems with the integer rounding property are well studied; see

[2, 3], [26, Chapter 22], [27, Chapter 5], and references therein.

As an application we give a short proof of the fact that I is normal if

and only if the system x ≥ 0;xA ≥ 1 has the integer rounding property [9,

Corollary 2.5] (Corollary 3.3.2). This fact was shown in [9] using the theory

of blocking and antiblocking polyhedra [2], [27, p. 82].

The notions of contraction, deletion, and minor come from combinatorial

optimization [27].

If C is a clutter and I(C) is a normal ideal, then I(H) is a normal ideal

for any minor H of C [11, Proposition 4.3]. The following result complements

this fact.

Proposition 3.4.3 Let C be a clutter and let Ic(C) be its ideal of covers. If

Ic(C) is normal, then Ic(H) is normal for any minor H of C.
In Section 4 we use Hilbert basis, Ehrhart rings, and a duality for integer

rounding properties, to examine the normality of ideals generated by mono-

mials of degree 2, and generalize some results that were previously known to

3



be valid for edge ideals of graphs.

In what follows I = (tv1 , . . . , tvq) is an ideal generated by monomials of

degree 2 and A is the incidence matrix of I. We set

B := {es+1} ∪ {ei + es+1}si=1 ∪ {(vi, 1)}qi=1,

Q := conv(0, e1, . . . , es, v1, . . . , vq),

R := K[NB] = K[z, t1z, . . . , tsz, t
v1z, . . . , tvqz], the semigroup ring of NB,

Er(Q) := K[tαzb | α ∈ Zs ∩ bQ] ⊂ S[z], the Ehrhart ring of Q.

The following is one of our main results.

Theorem 4.1.1 Let I = (tv1 , . . . , tvq) be an ideal of S generated by mono-

mials of degree 2. Then, I is a normal ideal if and only if B is a Hilbert

basis.

As an application we recover the fact that if I is the edge ideal of a con-

nected graph, then I is normal if and only ifK[NB] is normal [8, Theorem 3.3]

(Corollary 4.1.2).

We characterize when the Ehrhart ring of Q is the monomial subring

K[NB] using the integer rounding property.

Theorem 4.2.1 Let I be an ideal of S generated by monomials of degree

2 and let A be the incidence matrix of I. Then, K[NB] = Er(Q), and the

equality

K[NB] = Er(Q)

holds if and only if the system x ≥ 0; xA ≤ 1 has the integer rounding

property.

In particular, we recover the fact that if I is the edge ideal of a connected

graph, then the semigroup ring K[NB] is normal if and only if the system

x ≥ 0;xA ≤ 1 has the integer rounding property [8, Theorem 3.3].

If A and A∗ are the incidence matrices of I and I∗, respectively, then the

system x ≥ 0;xA ≥ 1 has the integer rounding property if and only if the

system x ≥ 0;xA∗ ≤ 1 has the integer rounding property [3, Theorem 2.11]
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(Theorem 2.4.7). We will use this duality to characterize the normality of

the dual of the edge ideal of a graph using Hilbert bases.

If I is the edge ideal of a graph, we prove that I∗ is normal if and only if

the set B is a Hilbert basis (Corollary 4.3.2), and furthermore we prove that

I∗ is normal if and only if I is normal (Proposition 4.3.3). These two results

follow from [3, Theorem 2.12] and [8, Theorem 3.3] when I is the edge ideal

of a connected graph.

In Section 5, we study the normality of the ideal of covers Ic(G) of a graph

G and give a combinatorial criterion in terms of Hochster configurations for

the normality of Ic(G) when the independence number of G is at most two.

Let v be a vertex of a graph G. Recall that if Ic(G) is normal, then

Ic(G \ v) is normal. The following results shows that the converse holds

under a certain condition.

Theorem 5.1.1 Let v be a vertex of a graph G. If the neighbor set NG(v)

of v is a minimal vertex cover of G, then Ic(G \ v) is normal if and only if

Ic(G) is normal.

As a consequence, we recover a result of Al-Ayyoub, Nasernejad and

Roberts showing that the ideal of covers of the cone over the graph G is

normal if the ideal of covers of the graph G is normal [1, Theorem 1.6]

(Corollary 5.1.3).

Let G be a graph and let G1, . . . , Gr be its connected components. If the

edge ideal I(G) is normal, then the edge ideal I(Gi) is normal for i = 1, . . . , r

[11, Proposition 4.3] but the converse is not true (Example 6.0.8). Using

Proposition 3.1.1, we show that Ic(G) is normal if and only if Ic(Gi) is normal

for i = 1, . . . , r (Corollary 5.1.4).

Hochster gave an example of a connected graph whose edge ideal is not

normal [33, p. 457] (cf. [28, Example 4.9]).

It was conjectured in [28, Conjecture 6.9] that the edge ideal of a graph

G is normal if and only if the graph has no Hochster configurations. This

conjecture was proved in [16, Corollary 5.8.10], [33, Corollary 10.5.9]. We
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give a direct proof of this conjecture using Vasconcelos’s description of the

integral closure of the Rees algebra of I(G) [16, p. 265] (Theorem 5.2.3).

Using Proposition 4.3.3 and Theorem 5.2.3, we prove that if G is the dis-

joint union of two odd cycles of length at least 5, then Ic(G) is not normal,

and if G is an odd cycle of length at least 5, then Ic(G) is normal (Corol-

lary 5.2.4). Furthermore, we show that if Ic(G) is normal, then G has no

Hochster configuration with induced odd cycles C1, C2 of length at least 5

(Corollary 5.2.5).

The following result gives a combinatorial description of the normality of

the ideal of covers of graphs with independence number at most two.

Theorem 5.2.7 (Duality criterion) Let G be a graph with β0(G) ≤ 2. The

following hold.

(a) Ic(G) is normal if and only if I(G) is normal.

(b) Ic(G) is normal if and only if G has no Hochster configurations.

In Section 6 and Appendix A, we show some examples and procedures

for Normaliz [4] and Macaulay2 [18]. We give an example showing that

Theorem 4.1.1 does not extend to ideals generated by monomials of degree

greater than 2 (Example 6.0.6). If G is a cycle of length 7, then the ideals

I(G), I(G), Ic(G), and Ic(G), are all normal (Example 6.0.7). In Exam-

ples 6.0.9–6.0.11, we illustrate an auxiliary result (Lemma 5.1.8) and the

duality criterion (Theorem 5.2.7).

The graph G in Example 6.0.12 was introduced by Kaiser, Stehĺık, and

Škrekovski [23]. They show that the ideal of covers of G satisfies

depth(S/Ic(G)3) = 0 < 4 = depth(S/Ic(G)4),

i.e., the depth function of the cover ideal ofG is not non-increasing, answering

a question of Herzog and Hibi. They also show that Ass(S/Ic(G)3) is not a

subset of Ass(S/Ic(G)4), i.e., the ideal of covers Ic(G) of G does not satisfy

6



the persistence property of associated primes (see [12, 24] and references

therein). The graph G is denoted by H4 in [23]. Using the normality test

of Procedure 6.0.16 and Macaulay2 [18], we obtain that I(G) and Ic(G) are

not normal whereas I(G) and Ic(G) are normal. This example shows that

none of the implications of the duality criterion of Theorem 5.2.7(a) hold for

graphs with independence number greater than 2.

Let G be the graph of Example 6.0.13. This graph has independence num-

ber equal to 3. Using the normality test of Procedure 6.0.16 and Macaulay2

[18], we obtain that I(G) is normal, Ic(G) is not normal, and furthermore

Ic(G)5 is not integrally closed. This example shows that the Hochster con-

figurations of G, with C1, C2 induced odd cycles of length at least five, are

not the only obstructions to the normality of Ic(G) (see Corollary 5.2.5).

For unexplained terminology and additional information, we refer to [7,

22, 29, 30] for the theory of integral closure, [21, 33] for the theory of edge

ideals and monomial ideals, and [20, 26, 27] for the theory of Hilbert bases

and polyhedral geometry.
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Chapter 1
Definitions

In this chapter we introduce the notation requeried, we also introduce defini-

tions as well as some background knowledge of these areas that will be used

later to describe the problem investigated in this job.

1.1 Clutters

Definition 1.1.1. A clutter C is a pair (V,E) where V is a finite set and E

is a family of subsets of V none of which is included in another.

The elements of V are called the vertices of C and those of E are the edges

of C. V and E are denoted by V (C) andE(C) respectively. See 6.0.1, 6.0.2, 6.0.3
to ilustrate examples of clutters.

Definition 1.1.2. A graph is a clutter C such that

E(C) ⊂ {{x, y} | x, y ∈ V (C);x ̸= y}

See 6.0.3 to ilustrate an example of a graph.

Definition 1.1.3. A set of vertices C of C is called a vertex cover if every

edge of C contains at least one vertex of C.
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Definition 1.1.4. A minimal vertex cover of C is a vertex cover which is

minimal with respect to inclusion.

Example 6.0.3 shows us a clutter and its 3 minimal vertex covers. In

example 6.0.1 we have that {t1, t2} is a vertex cover and {t1}, {t2, t4} are

minimal vertex covers.

Definition 1.1.5. The clutter of minimal vertex cover of a clutter C, denoted
C∨, is called the blocker of C, where

V (C∨) = V (C) and E(C∨) = {C : C is a minimal vertex cover of C}.

Example 6.0.1 shows the difference between a clutter C and its blocker.

1.2 Monomial ideals

Let K be a field and S = K[x] be the polynomial ring over K in n indeter-

minates x = (x1, ..., xn).

Definition 1.2.1. A monomial of S is an element of the form

λxa1
1 , ..., xan

n (0 ̸= λ; ai ∈ N = {0, 1, ...}).

Throughout this tesis, with very few exceptions, by a monomial we really

mean a monomial with λ = 1. To make notation simpler we set

xa = xa1
1 ...xan

n for (a1, ..., an) ∈ Nn.

In particular ti = tei , where ei is the i-th unit vector in Rn.

Definition 1.2.2. An ideal I of S is called a monomial ideal if there A ⊂ Nn

such that I is generated by {xa | a ∈ A}. If I is a monomial ideal the quotient

ring R/I is called a monomial ring.

9



Theorem 1.2.3. Every monomial ideal has a unique minimal set of mono-

mial generators, and this set is finite.

Proof. The Hilbert Basis Theorem says that every ideal I in S is finitely

generated. A polynomial belongs to I if only if all its monomials belong to

I. It implies that if I is a monomial ideal, then I = ⟨xa1 , ..., xar⟩. Now a

monomial belongs to I if only if it is divisible by one of the generators of I

so it follows that this set it must be unique.

Let I a monomial ideal. We denoted this unique minimal set of monomial

generators by G(I)

Definition 1.2.4. Let I be a monomial ideal of S and let G(I) = {tv1 , . . . , tvq}
be the minimal set of generators of I. The incidence matrix of I, denoted

by A, is the s× q matrix with column vectors v1, . . . , vq.

Definition 1.2.5. A monomial xa is squarefree if every coordinate of a is 0

or 1. An ideal is squarefree if it is generated by squarefree monomials.

1.3 Polyhedral sets and cones

An affine space or linear variety in Rn is by definition a translation of a

linear subspace of Rn.

Definition 1.3.1. Let A be a subset of Rn. The affine space generated by

A, denoted by aff(A), is the set of all affine combinations of points in A

aff(A) := {a1v1 + ...+ arvr|vi ∈ A, ai ∈ R, a1 + ...+ ar = 1}

There is a unique linear subspace V of Rn such that aff(A) = x0 + V, for

some x0 ∈ Rn. The dimension of A is defined as dim A = dimR(V ).

A point x ∈ Rn is called a convex combination of v1, ..., vr ∈ Rn if there

are a1, ..., ar ∈ R such that ai ≥ 0 for all i, x =
∑

i aivi and
∑

i ai = 1.

10



Definition 1.3.2. Let A be a subset of Rn. The convex hull of A, denoted by

conv(A) is the set of all convex combinations of points in A. If A = conv(A)

we say that A is a convex set.

The convex hull of a subset A of Rn is the intersection of all convex sets

containing it.

Definition 1.3.3. A convex polytope P ⊂ Rn is the convex hull of a finite

set of points v1, ..., vr ∈ Rn, that is, P =conv(v1, ..., vr).

Definition 1.3.4. The inner product of two vector x = (x1, ..., xn) and

y = (y1, ..., yn) ∈ Rn is defined by

⟨x, y⟩ = xy = x1y1 + ...+ xnyn

An affine space of Rn of dimension n− 1 is called an affine hyperplane.

Definition 1.3.5. Given a ∈ Rs \ {0} and c ∈ R, the affine hyperplane

H(a, c) is defined as

H(a, c) := {x ∈ Rs| ⟨x, a⟩ = c}.

Notice that any affine hyperplane of Rn has this form and notice that

there are two spaces bounded by H(a, c).

Definition 1.3.6. Given a ∈ Rs \ {0} and c ∈ R, the two closed halfspaces

are defined as

H+(a, c) := {x ∈ Rs| ⟨x, a⟩ ≥ c}. and H−(a, c) := H+(−a,−c)

If a and c are rational, the closed halfspace H+(a, c) (resp. affine hyper-

plane) is called a rational closed halfspace (resp. rational affine hyperplane).

If c = 0, for simplicity the set Ha will denote the hyperplane of Rn through
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the origin with normal vector a, that is,

Ha := {x ∈ Rs| ⟨x, a⟩ = c}.

The two closed halfspaces bounded by Ha are denoted by

H+
a := {x ∈ Rs| ⟨x, a⟩ ≥ c} and H−

a := {x ∈ Rs| ⟨x, a⟩ ≤ c}.

Definition 1.3.7. A polyhedral set or convex polyhedron is a subset of Rn

which is the intersection of a finite number of closed halfspaces of Rn. The

set Rn is considered a polyhedron.

Definition 1.3.8. A rational polyhedron is a subset of Rn which is the in-

tersection of a finite number of rational closed halfspaces of Rn.

Since the intersection of an arbitrary family of convex sets in Rn is convex,

one derives that any polyhedral set is convex and closed.

The transpose of a matrix A (resp. vector x) will be denoted by At or

A⊤ (resp. xt or x⊤). Often a vector x will denote a column vector or a row

vector, from the context the meaning should be clear. Thus, a polyhedral

set Q can be represented as

Q = {x ∈ Rn|Ax ≤ b}

for some matrix A and for some vector b. As usual, if a = (a1, ..., aq) and

c = (c1, ..., cq) are vectors in Rq, then a ≤ c means ai ≤ ci for all i.

Definition 1.3.9. A hyperplane H of Rn is an affine subspace of codimension

1 in an affine space.

Definition 1.3.10. Let Q be a closed convex set in Rn. A hyperplane H of

Rn is called a supporting hyperplane of Q if Q is contained in one of the two

closed halfspaces bounded by H and Q∩H = ∅.
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Definition 1.3.11. A proper face of a polyhedral set Q is a set F ⊂ Q such

that there is a supporting hyperplane H(a, c) satisfying the conditions

a) F = Q∩H(a, c) ̸= ∅

b) Q ̸⊂ H(a, c), and Q ̸⊂ H+(a, c) or Q ̸⊂ H−(a, c).

The improper faces of a polyhedral set Q are Q itself and ∅.

Definition 1.3.12. A proper face F of a polyhedral set Q ⊂ Rn is called a

facet of Q if dim(F ) = dim(Q)− 1.

Definition 1.3.13. The cone generatedby a finite subset Γ of Rs, denoted

R+Γ, is the set of all finite linear combinations of Γ with coefficients in R+.

If Γ is finite we say that C = R+Γ is a finitely generated cone.

Definition 1.3.14. If C ⊂ Rn is closed under linear combinations with non

negative real coefficients, we say that C is a convex cone. A polyhedral cone

is a convex cone which is also a polyhedral set.

An affine space on dimension 1 is called a line. The following result is

quite useful in determining the facets of a polyhedral cone.

Proposition 1.3.15. [33, proposition 1.1.23] Let A be a finite set of points

in Zn and let F be a face of R+A. The following hold.

a) If F ̸= {0}, then F = R+V for some V ⊂ A.

b) If dim(F ) = 1 and R+A contains no lines, then F = R+α with α ∈ A.

c) If dim(R+A) = n and F F is a facet defined by the supporting hyperplane

Ha then Ha a is generated by a linearly independent subset of A.

Proof. Let F = R+A with R+A ⊂ H−
a . Then F is equal to the cone

generated by the set V = {α ∈ A | ⟨α, a⟩}. This proves a). Parts b) and c)

follow from a).

Definition 1.3.16. Let Q be a polyhedral set and x0 ∈ Q. The point x0 is

called a vertex or an extreme point of Q if {x0} is a proper face of Q.

Definition 1.3.17. A polyhedron containing no lines is called pointed .
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1.4 Edge ideals

Let C be a clutter with vertex set V (C) = {t1, . . . , ts}, we consider each vertex

ti as a variable, and we consider the polynomial ring S = K[t1, . . . , ts] over

a field K.

Definition 1.4.1. The edge ideal of C, denoted I(C), is the ideal of S given

by

I(C) := ({
∏

ti∈e ti | e ∈ E(C)}).

The minimal set of generators of I(C), denoted G(I(C)), is the set of all

squarefree monomials te :=
∏

ti∈e ti such that e ∈ E(C). Any squarefree

monomial ideal I of S is the edge ideal I(C) of a clutter C with vertex set

V (C) = {t1, . . . , ts}.

Definition 1.4.2. Let I be a monomial ideal of S. If I is the edge ideal of

a clutter C, the incidence matrix of I is called the incidence matrix of C.

The example 6.0.3 show us a clutter and its incidence matrix.

Definition 1.4.3. The edge ideal I(C∨) of C∨ is called the ideal of covers of

C and is denoted by Ic(C)

1.5 Two special polyhedrons

1.5.1 The covering polyhedron

Definition 1.5.1. Let I = I(C). The covering polyhedron of I, denoted by

Q(I), is the rational polyhedron

Q(I) := {x | x ≥ 0; xA ≥ 1},

where 1 = (1, . . . , 1) and A is the incidence matrix of I.
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Theorem 1.5.2. [33, proposition 13.1.2] Let Q(I) := {x | x ≥ 0; xA ≥ 1}
be the covering polyhedron of I = I(C). The following are equivalent

a) C = {t1, ..., tr} is a minimal vertex cover of C.

b) α = e1 + ...+ er is a vertex of Q(I).

Corollary 1.5.3. [33, Corollary 13.1.3] A vector α ∈ Rn is an integer vertex

of Q(I) if only if α = ei1 + ...+eis for some minimal vertex cover {ti1 , ..., tis}
of C

Proof. By theorem 1.5.2 it suffices to observe that any integral vertex of

Q(A) has entries in {0, 1}.

We observe that exist a bijection between E(C∨) and the set of integral

vertices of Q(I) (see example 6.0.3). More specifically, the map E(C∨) →
{0, 1}s, C 7→

∑
ti∈C ei, induces these bijection.

1.5.2 The Newton polyhedron

Definition 1.5.4. The Minkowski sum of subsets A,B ⊂ Rn is

A + B := {a+ b | a ∈ A, b ∈ B}

Definition 1.5.5. Let I a monomial ideal with minimal set of generators

{tv1 , . . . , tvq}. The Newton polyhedron of I, denoted NP(I), is the rational

polyhedron

NP(I) = Rs
+ + conv(v1, . . . , vq),

where R+ = {λ ∈ R | λ ≥ 0}.

This polyhedron is the convex hull of the vectors exponents of monomials

in I [34, p. 141] and is equal to {x | x ≥ 0; xB ≥ 1} for some rational matrix

B with non-negative entries [15, Proposition 3.5 (b)].
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1.6 Rees algebras and Rees cones

Definition 1.6.1. The Rees algebra of an monomial ideal I with minimal

set of generators {tv1 , . . . , tvq} is the monomial subring

S[Iz] = K[t1, . . . , ts, t
v1z, . . . , tvqz],

where z = ts+1 is a new variable.

Following [11], we have the next definition.

Definition 1.6.2. The Rees cone of an ideal I with minimal set of generators

{tv1 , . . . , tvq}, denoted RC(I), is defined as the rational cone

RC(I) := R+A′ (1.1)

generated by the set A′ := {e1, . . . , es, (v1, 1), . . . , (vq, 1)}, where ei is the i-th
unit vector in Rs+1.
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Chapter 2
Preliminaries

In this section we introduce a few results from polyhedral geometry, commu-

tative algebra, and linear programming. We continue to employ the notations

and definitions used in chapter 1.

2.1 The fundamental theorem of linear in-

equalities

The fundamental theorem is due to Farkas and Minkowski, with sharpenings

by Caratheodory and Weyl. Its geometric content is easily understood in

three dimensions.

Theorem 2.1.1. (Fundamental theorem of Linear inequalities) [26, Theorem

7.1] Let a1, ..., am, b be vectors in n-dimensional space. Then one and only

one of the following happens:

a) b is a nonnegative linear combination of linearly independent vectors

from a1, ..., am;

b) there exists a hyperplane {x|cx = 0}, containing t − 1 linearly inde-

pendent vectors from a1, ..., am such that cb < 0 and ca1, ..., cam ≥ 0,
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where t := rank{a1, ..., am, b}.

Proof. We may asume that a1, ..., am span the n-dimensional space. Clearly,

a) and b) exclude each other, as otherwise, if b = λ1a1 + .. + λmam with

λ1, ..., λm ≥ 0, we would have the contradiction

0 > cb = λ1(ca1) + ..+ λm(cam) ≥ 0

To see that at least one of a) and b) holds, choose linearly independent

ai1 , ..., ain from a1, ..., am and set D := {ai1 , ..., ain}. Next apply the following

iteration:

i) Write b = λi1ai1 + ...+ λinain . If λi1 , ..., λin ≥ 0, we are in case a).

ii) Otherwise, choose the smallest h among i1, ..., in with ih < 0. Let

{x|cx = 0} be the hyperplane spanned by D \ {ah}. We normalize c

so that cah = 1. [Hence cb = λh < 0.]

iii) If ca1, ..., cam ≥ 0 we are in case b).

iv) Otherwise, choose the smallest s such that cac < 0. Then replace D by

(D \ {ah}) ∪ {as}, and start the iteration anew.

We are finished if we have shown that this process terminates. Let Dk denote

the set D as it is in the kth iteration. If the process does not terminate, then

Dk = D1 for some k < l (as there are only finitely many choices for D). Let

r be the highest index for which U , has been removed from D at the end of

one of the iterations k, k + 1, ..., l − 1, say in iteration p. As Dk = D1, we

know that ar also has been added to D in some iteration q with k ≤ q < l.

So

Dp ∩ {ar+1, ..., am} = Dq ∩ {ar+1, ..., am}
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Let Dp = {ai1 , ..., ain}, b = λi1ai1 + ... + λinain , and let c′ be the vector c

found in ii) of iteration q. Then we have the contradiction:

0 > c′b = c′(λi1ai1 + ...+ λinain) = λi1c
′ai1 + ...+ λinc

′ain > 0

The first inequality was noted in ii) iteration above. The last inequality

follows from: 

ij < r then λij ≥ 0, c′aij ≥ 0

ij < r then λij < 0, c′aij < 0

ij < r then c′aij = 0

2.2 The finite basis theorem

Most of the notions and results considered thus far make sense if we replace

R by an intermediate field Q ⊂ K ⊂ R, i.e., we can work in the affine space

Kn. However with very few exceptions, like for instance Theorem 2.2.1, we

will always work in the Euclidean space Rn or Qn.

From the last section, we state the fundamental theorem of linear inequal-

ities (see last section theorem 2.1.1):

Theorem 2.2.1. [26, Theorem 7.1] Let Q ⊂ K ⊂ R be an intermediate field

and let C ⊂ Kn be a cone generated by A = {α1, ..., αq}. If α ∈ Kn \ C

and t = rank{α1, ..., αq, α}, then there exists a hyperplane Ha containing

t− 1 linearly independent vectors from A such that ⟨a, α⟩ and ⟨a, αi⟩ ≤ 0 for

i = 1, ..., q

Theorem 2.2.2. (Farkas’s Lemma) [33, Theorem 1.1.25] Let A be an s× q

matrix with entries in a field K and let α ∈ Ks. Assume Q ⊂ K ⊂ R. Then,
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either there exists x ∈ Kq with Ax = α and x ≥ 0, or there exists β ∈ Ks

with βA ≥ 0 and ⟨β, α⟩ < 0, but not both.

Proof. Let A = {α1, ..., αq} be the set of column vectors of A. Assume that

there is no x ∈ Kq with Ax = α and x ≥ 0, i.e., α is not in R+A. By theorem

there is a hyperplane Hβ such that ⟨β, α⟩ < 0 and ⟨β, αi⟩ ≥ 0 for all i. Hence

βA ≥ 0, as required. If both conditions hold, then 0 > ⟨β, α⟩ = ⟨β,Ax⟩ =
⟨βA, x⟩ ≥ 0, a contradiction.

The theorem 2.2.2 is a general result but basically tell us that given a

point and a cone then the point belong to cone or can separate it from the

cone. The next result tells us how to separate a point from a cone (see

example 6.0.9).

Corollary 2.2.3. [33, Theorem 1.1.26] Let C ⊂ Kn be a cone generated by

A = {a1, ..., am}. If γ ∈ Kn and γ ̸∈ C, then there is a hyperplane H through

the origin such that γ ∈ H−1⧹H and C ⊂ H+.

Proof. Let A be the matrix with column vectors a1, ..., am. By Farkas’s

lemma (see Theorem ) there exists µ ∈ Kn such that µA ≥ 0 and ⟨γ, µ⟩ < 0.

Thus ⟨µ, ai⟩ ≥ 0 for all i. If H is the hyperplane through the origin with

normal vector µ we get C ⊂ H+, as required.

Corollary 2.2.4. Let A be a finite set in Zn, then

ZA ∩ R+A = ZA ∩Q+A Zn ∩ R+A = Zn ∩Q+A

where ZA is the subgroup of Zn spanned by A and Q+ = {x ∈ Q | x ≤ 0}.

Proof. It follows at once from Theorem 2.2.3.

Theorem 2.2.5. [33, Theorem 1.1.29] If C ⊂ Rn then C is a finitely gen-

erated cone (resp. finitely generated cone by rational vectors) if and only if

C is a polyhedral cone (resp. rational polyhedral cone) in Rn.

20



Proof. ⇒) Assume that C ̸= (0) is a cone generated by A = {α1, ..., αm}.
We set r = dim(R+A). Notice that aff(C) is the real vector space generated

by A, because 0 ∈ C. If aff(C) = C, then C is a polyhedral cone, because C

is the intersection of n-r hyperplanes of Rn through the origin. Now assume

that C ⊊ aff(C). Consider the family

F = {F | F = Ha ∩ C; dim(F) = r− 1; C ⊂ H−
a }

By theorem 2.2.1 the family F is non-empty. Notice that F is a finite set

because eache F in F is a cone generated by a subset of A; see proposi-

tion 1.3.15. Assume that F = {F1, ..., Fs}, where Fi = Ha ∩ C. We claim

that the following equality holds

C = H−
a1
∩ ... ∩H−

as ∩ aff(C) (2.1)

The inclusion “⊂” is clear. To show the other inclusion, we proceed by

contradiction. Assume that there exits α /∈ C such that α belongs to the

right-hand side of Eq. 2.1. By theorem 2.2.1 and by reordering the elements

of A if necessary, there is a hyperplane Ha containing linearly independent

vectors α1, ..., αr−1 such that

i) ⟨a, α⟩ > 0

ii) ⟨a, αi⟩ ≤ 0 for i = 1, 2, ...,m.

Thus F = Ha ∩ C = Hak ∩ C for some a ≤ k ≤ s. We may assume that

α1, ..., αr form a basis of aff(C). Since α ∈ aff(C) there are scalars λ1, ..., λr

with α = λ1α1 + ... + λrαr. Using ii) we get ⟨a, α⟩ = λr⟨αr, a⟩ > 0. Hence

λr < 0. On the other hand ⟨ak, αr⟩ < 0 because C ⊂ H−
ak

and dim(Fk)=r−1.

Therefore ⟨ak, α⟩ = λr⟨ak, αr⟩ with λr < 0 and ⟨ak, αr⟩ < 0 a contradiction

to the fact that α ∈ H−
ak
.

⇐) Assume that C = H−
b1
∩ ...∩H−

br
, where b1, ..., br ∈ Rn. Consider the cone
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C ′ generated by b1, ..., br. From the first part of the proof we can write

C ′ = R+{b1, ..., br} = H−
α1

∩ ... ∩H−
αm

(2.2)

for some set of vectors A = {α1, ..., αm} in Rn. Next we show the equality

C = R+A. Notice that ⟨bi, αj⟩ ≤ 0 for all i,j, because bi ∈ C ′ for all i.

Thus R+A ⊂ C. Assume that there is α ∈ C \ R+A. By corollary 2.2.3,

there exists a hyperplane Ha such that R+A ⊂ H−
a and ⟨a, α⟩ > 0. Hence

⟨αi, a⟩ ≤ 0 for all i, and by Eq. 2.2 we conclude that a ∈ R+{b1, ..., br}.
Therefore, we can write a = λ1b1+ ...+λrbr, λi ≥ 0 for all i. Since α ∈ C, we

have ⟨α, a⟩ = λ1⟨α, b1⟩ + ... + λr⟨α, br⟩ ≤ 0, contradicting ⟨a, α⟩ > 0. Thus

C = R+A. The respective statement about the rationality character of the

representations is left as an exercise.

Theorem 2.2.6. (Finite basis theorem)[33, Theorem 1.1.33] If Q is a set

in Rn, then Q is a polyhedron (resp. rational polyhedron) if and only if Q
can be expressed as Q = P +C, where P is a convex polytope (resp. rational

polytope) and C is a finitely generated cone (resp. finitely generated rational

cone).

Proof. ⇒) Let Q = {x|Ax ≤ b} be a polyhedron in Rn, where A is a matrix

and b is a vector. Considere the set{(
x

λ

)
| x ∈ Rn;λ ∈ R+;Ax− λb ≤ 0

}
.

Notice that C ′ can be written as{(
x

λ

)
| x ∈ Rn;λ ∈ R;

(
A −b

0 −1

)(
x

λ

)
≤ 0

}
,

where −b is a column vector. Thus C ′ is a polyhedral cone in Rn+1. Using
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corollary 2.2.5 we get that C ′ can be expressed as

C ′ = R+

{(
x1

λ1

)
, ...,

(
xm

λm

)}
(λi ≥ 0;xi ∈ Rn).

We may assume that λi ∈ {0, 1} for all i. Set

A = {xi | λi = 1} = {x1, ..., xr}, B = {xi | λi = 0} = {xr+1, ..., xm},

P = conv(A), and C = R+B. Notice that x ∈ Q if and only if (x, 1) ∈ C ′.

Thus x ∈ Q if and only if (x, 1) can be written as(
x1

1

)
= µ1

(
x1

1

)
+ ...+ µr

(
xr

1

)
+ µr+1

(
xr+1

0

)
+ ...+ µm

(
xm

0

)

with µi ≥ 0 for all i. Consequently x ∈ Q if and only if x ∈ P+C. Therefore

we obtain Q = P + C.

⇐) Assume that Q is equal to P + C with P = conv(x1, ..., xr) and

C = R+(xr+1, ..., xm). Consider the following finitely generated cone

C ′ = R+

{(
x1

1

)
, ...,

(
xr

1

)
,

(
xr+1

0

)
, ...,

(
xm

0

)}
.

By corollary 2.2.5 the cone C ′ is a polyhedron. Thus there exists a matrix A

and a vector b such that C ′ can be written as{(
x

λ

)
| x ∈ Rn;λ ∈ R;Ax+ λb ≤ 0

}
.

Since x ∈ Q if and only if (x, 1) ∈ C ′ we conclude that Q = {x | Ax ≤ −b},
that is Q is a polyhedron.

The finite basis theorem asserts that a subset Q of Rs is a rational poly-
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hedron if and only if

Q = R+Γ + P ,

where Γ is a finite set of rational points and P is the convex hull conv(A) of

a finite set A of rational points (see example 6.0.4). In particular the Newton

polyhedron of a monomial ideal is a rational polyhedron.

Corollary 2.2.7. A set Q ⊂ Rn is a convex polytope if and only if Q is a

bounded polyhedral set.

Proof. If Q = conv(α1, ..., αm) is a polytope, then by the triangle inequality

for all x ∈ Q we have ∥x∥ ≤ ∥α1∥+ ...+ ∥αm∥. Thus Q is bounded.

Conversely if Q is a bounded polyhedron, then by Theorem 2.2.6 we can

descompose Q as Q+ P + C, with P a polytope and C a finitely generated

cone. Notice that C = {0}, otherwise fixing p0 ∈ P and c0 ∈ C \ {0} we

get p0 + λc0 ∈ Q for all λ > 0, a contradiction because Q is bounded. Thus

P = Q, as required.

2.3 Hilbert basis

Definition 2.3.1. A Hilbert basis is a finite set of vectors B ⊂ Rn with the

property that every integer vector in the cone generated by this set is also a

nonnegative integer combination of its elements ,i.e, if R+B ∩ Zn = NB.

Notice that all vectors in a Hilbert basis are integral.

Definition 2.3.2. Consider a cone R+Γ ⊂ Rn containing no lines and gen-

erated by a finite set Γ of rational points. A finite set B is called a Hilbert

basis of R+Γ if R+Γ = R+B and B is a Hilbert basis.

The program Normaliz [4] can be used to compute the Hilbert basis of

R+Γ. Hilbert bases of rational polyhedral cones always exist. For a pointed

cone there is only one minimal Hilbert basis. To prove these two facts, we

need Gordan’s lemma. Below we give two versions of this lemma.
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Definition 2.3.3. Given a vector c = (c1, . . . , cn) in Rn, we define the value

of c as |c| :=
∑n

i=1 ci.

Lemma 2.3.4. (Gordan, version 1) If A = {v1, . . . , vq} ⊂ Zn and ZA is the

subgroup generated by A, then there exist γ1, . . . , γm in Zn such that

ZA ∩ R+A = N{γ1, . . . , γm} := Nγ1 + . . .+ Nγm

and γi ∈ [N,M ]n for all i, where N = −q max
1≤i≤q

|v−i | and M = q max
1≤i≤q

|v+i |.

Proof. Recall that C = ZA ∩ R+A = ZA ∩ Q+A: see corollary 2.2.4. Let

β ∈ C. Then one can write

β =

q∑
i=1

(
xi

yi

)
vi

Where xi ∈ N and 0 ̸= yi ∈ N. By the division algorithm there are ri, ni in

N such that xi = niyi + ri and 0 ≤ ri < yi. Therefore one can write

β =

q∑
i=1

nivi +

q∑
i=1

aivi,

with ai ∈ [0, 1] ∩Q. As
∑q

i=1 aivi ∈ C ∩ [N,M ]n, the set A ∪ (C ∩ [N,M ]n)

is a generating set for C with the required property.

Definition 2.3.5. A semigroup (S,+, 0) of Zn is said to be finitely generated

if there exists a finite set Γ = {γ1, . . . , γr} ⊂ S such that:

S = NΓ := Nγ1 + . . .+ Nγr

A set of generators Γ of S is called minimal if γi = 0 ∀i and none of its

elements is a linear combination with coefficients in N of the others.

Any subsemigroup of N is finitely generated but there are examples of

subsemigroups of Nn, with n ≥ 2, wich are not finitely generated.
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Lemma 2.3.6. (Gordan, version 2) If R+A is a cone in Rn generated by a

finite set A ⊂ Zn, the semigroup Zn ∩ R+A is finitely generated.

Proof. If A = {v1, . . . , vq}, consider the finite set of integral points:

{a1v1 + · · ·+ aqvqv | 0 ≤ ai ≤ 1} ∩ Zn = {γ1, . . . , γr}

It is left to the reader to prove that γ1, . . . , γr is the required set of generators

for Zn ∩ R+A. See [26, p. 233].

Let A be a finite set in Zn and let G = Zn or G = ZA. Then, by Gordan’s

lemma (versions 1 and 2) there exists γ1, . . . , γr ∈ Zn such that:

G ∩ R+ = Nγ1 + . . .+ Nγr,

Therefore Hilbert bases of rational polyhedral cones always exist:

Proposition 2.3.7. Let A be a finite set in Zn. Then there exist γ1, . . . , γr

such that

R+A ∩ Zn = Nγ1 + . . .+ Nγr

and {γ1, . . . , γr} is a Hilbert basis of R+A.

Proof. The existence follows from Lemma 2.3.6. That A is a Hilbert basis

of R+A follows from the equality R+A = R+γ1 + . . .+ R+γr.

In Definition 1.3.17 we considered pointed polyhedra. For cones we have

the following equivalent definition.

Definition 2.3.8. A polyhedral cone C = {x | Ax ≤ 0} is called pointed if

the lineality space C = {x | Ax = 0} is equal to {0}.

Lemma 2.3.9. Let C be a rational polyhedral cone. If C is pointed, then

there exists an integral vector b such that ⟨b, x⟩ > 0 for all 0 ̸= x ∈ C.
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Proof. There is a rational matrix A such that C = {x | Ax ≤ 0}; see

Theorem 2.2.5. We may assume that A is integral. If u1, . . . , ut are the rows

of A, then b = −u1 − . . .− ut satisfies the required condition.

Theorem 2.3.10. Let A be a finite set in Zn and let C = R+A. If C is

pointed, then there exists a unique minimal Hilbert basis of C given by

H = {x ∈ C ∩ Zn | 0 ̸= x /∈ Ny1 + Ny2; ∀y1, y2 ∈ (C \ {0}) ∩ Zn}

Proof. Let − = {γ, . . . , γ} be a generating set of C. We claim that ⟨ ⊂ Γ.

Let x ∈ H. Since Zn ∩ C = NΓ we can write x =
∑r

i=1 aiγi, 0 ̸= ai ∈ N,
Thus, by construction of H, one has x = γ for some i. To finish the proof it

suffices to prove NH = NΓ, because this equality implies R+H = R+Γ and

consequently Zn∩R+H = NH. We argue by contradiction by assuming that

the set:

V = NΓ \ NH

is not empty. Since the cone R+A is pointed, by theorem 2.3.9, there exists

b ∈ Zs such that ⟨b, x⟩ > 0 for all 0 ̸= x ∈ C. Let x0 ∈ V such that

⟨x0, b⟩ = min{⟨x, b⟩|x ∈ V}.

Since x0 /∈ H, we can write x0 = x1+x2 with x1, x2 in C \ {0}∩Zn. Thus,

since ⟨xi, b⟩ < ⟨x0, b⟩ for i = 1, 2, we have x1, x2 ∈ NH and x0 = x1+x2 ∈ NH,

a contradiction.

It may be verified easily that if C is not pointed there are several minimal

bases.
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2.4 Complete and normal ideals

Let R be a ring and let I be an ideal of R, an element z ∈ R is integral over

I if z satisfies an equation

zl + a1z
l−1 + ...+ al−1z + al = 0, ai ∈ I i.

The integral closure of I is the set of all elements z ∈ R which are integral

over I. This set will be denoted by I

Definition 2.4.1. If I = I, I is said to be integrally closed or complete.

Definition 2.4.2. If In is integrally closed for all n ≥ 1, I is said to be

normal .

Given an integer n ≥ 1, the integral closure of In, denoted In, can be

described as

In = ({ta | a/n ∈ NP(I)}) = ({ta | ⟨a, ui⟩ ≥ n for i = 1, . . . , p}), (2.3)

where ⟨ , ⟩ denotes the ordinary inner product and u1, . . . , up are the vertices

of Q(I) [15, Theorem 3.1, Proposition 3.5]. The edge ideal of a clutter is

integrally closed [33, p. 153].

Theorem 2.4.3. [33, Proposition 4.3.7] If A is an integral domain and S is

a multiplicatively closed subset of A, then

S−1(A) = S−1(A) (2.4)

Proof. Note that A and S−1(A) have the same field of fractions K. First we

prove S−1(A) ⊂ S−1(A). Take any x in K integral over S−1(A). There is an

equation

xn +
a1
s1
xn−1 + ...+

an−1

sn−1

x+
an
sn

=
0

1
(2.5)
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where ai ∈ A and si ∈ S for all i. Set s = s1...sn If we multiply by sn, it

follows that sx ∈ a and x ∈ S−1(A).

Conversely take x ∈ S−1(A). There is s ∈ S such that sx is integral over A.

Hence sx satisfies

(sx)n + a1(sx)
n−1 + ...+ an−1sx+ an = 0 (2.6)

for some a1, ..., an in A, dividing by sn immediately yields that x is integral

over S−1(A), as required.

Corollary 2.4.4. [33, Corollary 4.3.8] If A is a normal domain and S is a

multiplicatively closed subset of A, then S−1(A) is a normal domain.

Corollary 2.4.5. [33, Corollary 4.3.9] Let R = K[x1, ..., xn] be a poly-

nomial ring over a field K and let KR be its field of fractions. If R′ =

K[x±1, ..., x±1] ⊂ KR is the ring of Laurent polynomials , then R′ is a nor-

mal domain.

Proof. Notice that R′ is the localization of R at the multiplicative set of

monomials of R. Hence, by the last Corollary, we get that R′ is normal.

Lemma 2.4.6. [29, p. 169] If I is a monomial ideal of S and n ∈ N+, then

In = ({ta ∈ S | (ta)p ∈ Ipn for some p ≥ 1}).

Proof. This follows using Eq. (2.3) and Farkas’s lemma (Theorem 2.2.2).

The following duality is valid for incidence matrices of clutters (See defi-

nition 3.3.1).

Theorem 2.4.7. [3, Theorem 2.11] Let A = (ai,j) be a {0, 1}-matrix and

let A∗ = (a∗i,j) be the matrix whose (i, j)-entry is a∗i,j = 1 − ai,j. Then, the

system x ≥ 0;xA ≥ 1 has the integer rounding property if and only if the

system x ≥ 0;xA∗ ≤ 1 has the integer rounding property.
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2.5 Monomial subrings

Let F = {tw1 , . . . , twr} be a set of monomials of S and let F be the family of

all subrings D of S such that K ∪ F ⊂ D. The monomial subring generated

F is defined by

K[F ] :=
⋂
D∈F

D.

The elements of K[F ] have the form
∑

ca (t
w1)a1 · · · (twr)ar with ca ∈ K

and all but a finite number of ca’s are zero. Let A be the set of vectors

{w1, . . . , wr} ⊂ Ns. As a K-vector space K[F ] is generated by the set of

monomials of the form ta, with a in the semigroup NA generated by A.

That is, K[F ] = K[{ta | a ∈ NA}]. This means that K[F ] coincides with

K[NA], the semigroup ring of the semigroup NA (see [14]).

2.6 Integral closure of monomial subrings

If R is an integral domain with field of fractions KR, recall that the normal-

ization or integral closure of R is the subring R consisting of all the elements

of KR that are integral over R. If R = R we say that R is normal . Normal

monomial subrings arise in the theory of toric varieties [6].

Theorem 2.6.1. ([13, pp. 29–30 ], [33, Theorem 9.1.1]) If Γ ⊂ Ns is a finite

set of points and S = ZΓ ∩ R+Γ, then the following hold:

a) K[S] := K[{ta | a ∈ S}] is normal

b) K[F ] = K[S], where F = {ta | a ∈ Γ}.

Proof. (a): By Theorem 2.2.5, there are non-zero vectors a1, ..., ap in Zn such

that R+Γ = H+
a1

∩ ... ∩ H+
ap . We set Si = ZΓ ∩ H+

ai
. Since K[S] is equal to

K[S1] ∩ ... ∩K[Sp] and since the intersection of normal domains is a normal

domain, it suffices to show that K[Si] is normal for all i. If ZΓ ⊂ Hai ,
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then Si = ZΓ ≃ Zr. Hence K[Si] ≃ K[Zr] = k[x±
1 , ..., x

±
n ] which is normal by

Corollary 2.4.5. Thus, we may assume that ZΓ ̸⊂ Hai . Setting r = rank(ZΓ)
and L = ZΓ ∩ Ha, one has rank(L) = r − 1. This follows by noticing that

QL = QΓ ∩Ha, and using the equality

n = dimQ(QΓ +Ha) = dimQ(QΓ) + dimQ(Ha)− dimQ(QΓ ∩Ha) (2.7)

together with the fact that the ranks of are equal to ZΓ and L are equal

to dimQ(QΓ) and dimQ(QL), respectively. The quotient group H = ZΓ/L
is torsion-free of rank 1. Thus, H is a free abelian group of rank 1 and we

can write H = Zα for some is 0 ̸= α ∈ ZΓ such that ⟨α, ai⟩ > 0. As a

consequence, we get that Si = L⊕Nα ≃ Zr−1⊕N and K[Si] ≃ K[Zr−1⊕N].
Therefore Si is normal because K[Zr−1 ⊕ N] is equal to K[x±

1 , ..., x
±
r−1, xr]

and this ring is normal again by Corollary 2.4.5.

(b): Since K[F ] ⊂ K[S] taking integral closures and using part (a) gives

the inclusion K[F ] ⊂ K[S]. To show the reverse inclusion, note the equality

ZΓ ∩ R+Γ = ZΓ ∩ Q+Γ (see corollary 2.2.4). A straightforward calculation

shows that xα is in the field of fractions of K[F ] if α ∈ ZΓ, and xα is an

integral element over K[F ] if α ∈ Q+Γ. Hence K[S] ⊂ K[F ].

Lemma 2.6.2. Let I = (tv1 , . . . , tvq) be a monomial ideal of S and let A′ be

the subset of Rs+1 given by {ei}si=1 ∪ {(vi, 1)}qi=1. Then, I is normal if and

only if R+A′ ∩ Zs+1 = NA′.

Proof. The Rees algebra of I is the monomial subring

S[Iz] = K[t1, . . . , ts, t
v1z, . . . , tvqz]

where z = ts+1 is a new variable. The Rees algebra of I can be written as

S[Iz] = S ⊕ Iz ⊕ · · · ⊕ Inzn ⊕ · · · ⊂ S[z]. (2.8)
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It is well known [29, p. 168] that the integral closure of S[Iz] is given by

S[Iz] = S ⊕ Iz ⊕ · · · ⊕ Inzn ⊕ · · · ⊂ S[z]. (2.9)

By Eqs. (2.8)–(2.9), the ring S[Iz] is normal if and only if the ideal I is

normal. On the other hand the Rees algebra of I can also be written as

S[It] = K[{tazb| (a, b) ∈ NA′}] = K[NA′], (2.10)

and since ZA′ = Zs+1, by Theorem 2.6.1, one has

S[It] = K[{tazb| (a, b) ∈ Zs+1 ∩ R+A′}] = K[Zs+1 ∩ R+A′]. (2.11)

Hence, by Eqs. (2.10)–(2.11),

S[It] is normal if and only if NA′ = Zs+1 ∩ R+A′.
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Chapter 3
Normality Criteria for

Monomial Ideals

In this section we give normality criteria for monomial ideals and member-

ship tests to determine whether or not a given monomial lies in the integral

closure of In or is a minimal generator of the integral closure of In. To

avoid repetitions, we continue to employ the notations and definitions used

in Sections 1 and 2.

3.1 First normality criterion

Proposition 3.1.1. Let I1 and I2 be ideals of S generated by monomials in

disjoint sets of variables. The following hold.

(a) I1I2 = I1 ∩ I2. (b) I1 I2 ⊂ I1I2.

(c) (I1I2)n = In1 In2 for all n ≥ 1.

(d) I1I2 is normal if and only if I1 and I2 are normal.

Proof. (a) Clearly I1I2 ⊂ I1 ∩ I2. To show the reverse inclusion take ta ∈
I1 ∩ I2. Then, we can write ta = tbtγ and ta = tctδ with tb ∈ G(I1) and
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tc ∈ G(I2). Since the monomials in G(I1) do not have any common variable

with the monomials in G(I2), from the equality tbtγ = tctδ it follows that

ta ∈ I1I2.

(b) Take tatb ∈ I1 I2 with ta ∈ G(I1) and tb ∈ G(I2). Then, by Lemma 2.4.6,

we get that (ta)k ∈ Ik1 and (tb)ℓ ∈ Iℓ2 for some positive integers k, ℓ. Thus

(tatb)kℓ = (ta)kℓ(tb)ℓk ∈ Ikℓ1 Iℓk2 = (I1I2)
kℓ,

and consequently (tatb)kℓ ∈ (I1I2)
kℓ. Hence tatb ∈ I1I2.

(c) It suffices to show the case n = 1 because (I1I2)
n = In1 I

n
2 for all n ≥ 1.

By parts (a) and (b), one has I1I2 ⊂ I1 ∩ I2 = I1 I2 ⊂ I1I2, and equality

holds everywhere.

(d) ⇒) Assume that I1I2 is normal. To show that I1 is normal we need

only show the inclusion In1 ⊂ In1 for all n ≥ 1. Take ta ∈ G(In1 ) and fix

tb ∈ G(In2 ). From (c), one has

(I1I2)
n = (I1I2)n = In1 In2 ,

and consequently tatb ∈ (I1I2)
n. Thus, we can write

tatb = (tc1td1) · · · (tcntdn)tϵ, (3.1)

with tci ∈ G(I1) and tdi ∈ G(I2) for i = 1, . . . , n. Since the monomials in

G(I1) do not have any common variable with the monomials in G(In2 ), from
Eq. (3.1) it follows that ta is a multiple of tc1 · · · tcn , and ta ∈ In1 . By a similar

argument we obtain that I2 is normal.

⇐) Assume that I1 and I2 are normal. Then, by part (c), I1I2 is normal.

Definition 3.1.2. Given a vector c = (c1, . . . , cp) in Rp, we denote the

integral part of c by ⌊c⌋ and the ceiling of c by ⌈c⌉. We denote the nonnegative

rational numbers by Q+.
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We come to our first normality criterion.

Proposition 3.1.3. Let I be a monomial ideal of S and let A be its incidence

matrix. The following conditions are equivalent.

(a) I is a normal ideal.

(b) For each pair of vectors α ∈ Ns and λ ∈ Qq
+ such that Aλ ≤ α, there

is m ∈ Nq satisfying Am ≤ α and |λ| = |m|+ ϵ with 0 ≤ ϵ < 1.

Proof. (a)⇒(b): Pick r ∈ N+ = N \ {0} such that A(rλ) ≤ rα and rλ ∈ Nq.

Let λ1, . . . , λq be the entries of λ. Then, regarding the vi’s as column vectors,

one has

A(rλ) = (rλ1)v1 + · · ·+ (rλq)vq ≤ rα ∴ (tα)r ∈ Ir|λ| ⊂ Ir⌊|λ|⌋.

Thus, by Lemma 2.4.6, tα ∈ I⌊|λ|⌋ = I⌊|λ|⌋ because I is a normal ideal.

Then, we can write tα = (tv1)m1 · · · (tvq)mqtδ, withmi ∈ N for all i,
∑q

i=1mi =

⌊|λ|⌋, and δ ∈ Ns. If m is the vector with entries m1, . . . ,mq, then Am ≤ α

and |λ| = ⌊|λ|⌋+ ϵ = |m|+ ϵ with 0 ≤ ϵ < 1.

(b)⇒(a): To show that I is a normal ideal take tα ∈ In. Then, by

Lemma 2.4.6, (tα)r ∈ Irn for some r ∈ N+ and we can write

trα = (tv1)n1 · · · (tvq)nqtδ,

with ni ∈ N for all i,
∑q

i=1 ni = nr, and δ ∈ Ns. Setting λ = (n1, . . . , nq)/r,

one has

α =

( q∑
i=1

(ni/r)vi)

)
+ (δ/r) = Aλ+ (δ/r) ≥ Aλ.

Hence, by hypothesis, there is m ∈ Nq satisfying Am ≤ α and |λ| = |m|+ϵ

with 0 ≤ ϵ < 1. Note that |λ| = n, and consequently ϵ = 0 because

n − |m| = ϵ is an integer. Thus, n = |λ| = |m| and from the inequality

Am ≤ α it follows readily that tα ∈ In.
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3.2 Membership test

Given a monomial ideal I and a monomial tα, a linear programming mem-

bership test for the question “is tα a member of I?” was shown in [7, Propo-

sition 3.5], [19, Proposition 1.1]. The following proposition gives a linear

algebra membership test that complement these results.

Proposition 3.2.1. (Membership test) Let I = (tv1 , . . . , tvq) be a monomial

ideal of S, let A be its incidence matrix, and let tα be a monomial in S. The

following are equivalent.

(a) tα ∈ In, n ≥ 1.

(b) Aλ ≤ α for some λ ∈ Qq
+ with |λ| ≥ n.

(c) max{⟨y, 1⟩ | y ≥ 0; Ay ≤ α} = min{⟨α, x⟩ | x ≥ 0; xA ≥ 1} ≥ n.

Proof. The sets A1 = {y | y ≥ 0; Ay ≤ α} and A2 = {x | x ≥ 0; xA ≥ 1} are

not empty because 0 ∈ A1 and, since vi ∈ Ns\{0} for all i, one can choose the

entries of x large enough so that x ∈ A2, and furthermore the maximum in

the left hand side of part (c) is finite. Hence, by linear programming duality

[26, Corollary 7.1g, p. 91, Eq. (19)], the equality in part (c) holds.

(a)⇒(b): By Lemma 2.4.6, (tα)r ∈ Irn for some r ∈ N+. Hence,

rα = p1v1 + · · ·+ pqvq + δ = Ap+ δ ≥ Ap,

where p = (p1, . . . , pq) ∈ Nq, |p| = rn and δ ∈ Ns. Therefore, making

λ = p/r, one obtains that λ ∈ Qq
+, Aλ ≤ α and |λ| = n.

(b)⇒(c): This is clear because max{⟨y, 1⟩ | y ≥ 0; Ay ≤ α} ≥ n and, as

noted above, the equality of part (c) holds.

(c)⇒(a): Pick an optimal feasible solution λ = (λ1, . . . , λq) ∈ Qq
+ where

the maximum in the linear programming duality equation is attained. Then,

|λ| ≥ n and Aλ ≤ α. Choose r ∈ N+ such that rλ ∈ Nq. Hence

A(rλ) = (rλ1)v1 + · · ·+ (rλq)vq ≤ rα,
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and consequently (tα)r ∈ Ir|λ| ⊂ Irn. Thus, by Lemma 2.4.6, tα ∈ In.

As a byproduct we obtain a minimal generators test for the integral clo-

sure of the powers of a monomial ideal.

Proposition 3.2.2. Let I be a monomial ideal of S and let A be its incidence

matrix. A monomial tα ∈ S is a minimal generator of In if and only if the

following two conditions hold.

max{⟨y, 1⟩ | y ≥ 0; Ay ≤ α} = min{⟨α, x⟩ | x ≥ 0; xA ≥ 1} ≥ n. (3.2)

max{⟨y, 1⟩ | y ≥ 0; Ay ≤ α− ei} = min{⟨α− ei, x⟩ | x ≥ 0; xA ≥ 1} < n

(3.3)

for each ei for which α− ei ≥ 0.

Proof. ⇒) By Proposition 3.2.1, Eq. (3.2) holds. If Eq. (3.3) does not hold

for some i for which α− ei ≥ 0, then by Proposition 3.2.1 one has tα−ei ∈ In

and tα = tit
α−ei , a contradiction.

⇐) By Eq. (3.2) and Proposition 3.2.1, one has that tα ∈ In. We ar-

gue by contradiction assuming that tα /∈ G(In). Then, there is tβ ∈ G(In)
such that tα = tδtβ and ti divides tδ for some i. Hence tα−ei ∈ In and, by

Proposition 3.2.1, Eq. (3.3) does not hold, a contradiction.

The equality In = (tnv1 , . . . , tnvq) for n ≥ 1 comes from [7, Examples 1.4,

3.7]. We use the membership test to give a short proof of this equality.

Corollary 3.2.3. If I = (tv1 , . . . , tvq) is a monomial ideal, then

In = (tnv1 , . . . , tnvq)

for n ≥ 1.

Proof. Let A be the incidence matrix of I. We set J = (tnv1 , . . . , tnvq). The

inclusion In ⊃ J is clear because In ⊃ J . To show the reverse inclusion take
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tα ∈ In. Then, by Proposition 3.2.1, Aλ ≤ α for some λ ∈ Qq
+ with |λ| ≥ n.

Hence (nA)(λ/n) ≤ α and, by Proposition 3.2.1, we get that tα ∈ J because

nA is the incidence matrix of J and |λ/n| ≥ 1.

3.3 Integer rounding properties

The normality of I is also related to integer rounding properties [9, Corol-

lary 2.5].

Definition 3.3.1. We have the two next definitions

a) The linear system x ≥ 0;xA ≥ 1 has the integer rounding property if

max{⟨y, 1⟩ | y ∈ Nq; Ay ≤ α} = ⌊max{⟨y, 1⟩ | y ≥ 0; Ay ≤ α}⌋ (3.4)

for each integral vector α for which the right-hand side is finite.

b) The linear system x ≥ 0;xA ≤ 1 has the integer rounding property if

⌈min{⟨y, 1⟩ | y ≥ 0; Ay ≥ α}⌉ = min{⟨y, 1⟩ | y ∈ Nq; Ay ≥ α} (3.5)

for each integral vector α for which the left hand side is finite.

Systems with the integer rounding property are well studied; see [2, 3],

[26, Chapter 22], [27, Chapter 5], and references therein.

As an application we give a short proof of the fact that I is normal if

and only if the system x ≥ 0;xA ≥ 1 has the integer rounding property [9,

Corollary 2.5] (Corollary 3.3.2). This fact was shown in [9] using the theory

of blocking and antiblocking polyhedra [2], [27, p. 82].

Corollary 3.3.2. [9, Corollary 2.5] Let I = (xv1 , . . . , xvq) be a monomial

ideal and let A be the matrix with column vectors v1, . . . , vq. Then, I is a

normal ideal if and only if the system x ≥ 0;xA ≥ 1 has the integer rounding

property.
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Proof. ⇒) Assume that I is normal. Let α be an integral vector for which

the right-hand side of Eq. (3.4) is finite. Therefore

max{⟨y, 1⟩ | y ≥ 0;Ay ≤ α} = ⟨λ, 1⟩ = |λ|

for some λ ∈ Qq
+ with Aλ ≤ α. Note that α ∈ Ns. In general one has

max{⟨y, 1⟩ | y ∈ Nq; Ay ≤ α} ≤ ⌊max{⟨y, 1⟩ | y ≥ 0;Ay ≤ α}⌋ = ⌊|λ|⌋.
(3.6)

Then, by Proposition 3.1.3, there is m ∈ Nq satisfying Am ≤ α and

|λ| = |m|+ ϵ with 0 ≤ ϵ < 1. Thus, the left-hand side of Eq. (3.6) is at least

|m|, the right-hand side of Eq. (3.6) is |m|, and equality holds in Eq. (3.6).

⇐) Assume that the system x ≥ 0;xA ≥ 1 has the integer rounding

property. To prove that I is normal take tα ∈ In, n ≥ 1. Then, by Proposi-

tion 3.2.1, Aλ ≤ α for some λ ∈ Qq
+ with |λ| ≥ n. Therefore

max{⟨y, 1⟩ | y ∈ Nq; Ay ≤ α} = ⌊max{⟨y, 1⟩ | y ≥ 0;Ay ≤ α}⌋ ≥ ⌊|λ|⌋ ≥ n.

Hence, there is m ∈ Nq such that Am ≤ α, |m| ≥ n, and consequently

tα ∈ I |m| ⊂ In.

3.4 Blocking and antiblocking polyhedral

The following notions of contraction, deletion, and minor come from combi-

natorial optimization [27].

Definition 3.4.1. Given a clutter C and a vertex ti ∈ V (C), the contraction
C/ti and deletion C \ ti are the clutters constructed as follows:

Both have V (C)\{ti} as vertex set, E(C/ti) is the set of minimal elements of

{e\{ti}| e ∈ E(C}, minimal with respect to inclusion, and E(C \ ti) is the set
{e| ti /∈ e ∈ E(C)}. A minor of C is a clutter obtained from C by a sequence

of deletions and contractions in any order.
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Definition 3.4.2. The support of a monomial ta ∈ S, a = (a1, . . . , as),

denoted by supp(ta), is the set of all variables ti such that ai > 0.

If C is a clutter and I(C) is a normal ideal, then I(H) is a normal ideal

for any minor H of C [11, Proposition 4.3]. The following result complements

this fact.

Proposition 3.4.3. Let C be a clutter and let Ic(C) be its ideal of covers. If

Ic(C) is normal, then Ic(H) is normal for any minor H of C.

Proof. It suffices to show that Ic(C \ v) and Ic(C/v) are normal for any v ∈
V (C). We set V (C) = {t1, . . . , ts}, H = C \ v, D = C/v, and v = ts. We may

assume that ts is not an isolated vertex of C, i.e., there is at least one edge

of C that contains ts.

To prove that Ic(C \ ts) is normal, we show that Ic(H)n = Ic(H)n for all

n ≥ 1. The inclusion Ic(H)n ⊂ Ic(H)n holds in general. To show the reverse

inclusion take ta = ta11 · · · tas−1

s−1 ∈ Ic(H)n, a = (a1, . . . , as−1, 0). Then, there is

k ≥ 1 such that (ta)k ∈ Ic(H)kn and we can write

(ta)k = tb1 · · · tbnktδ,

with tbi ∈ G(Ic(H)) for i = 1, . . . , kn. We may assume that tb1 , . . . , tbr are in

G(Ic(C)) and tbr+1 , . . . , tbkn are not in G(Ic(C)). Note that tbr+1ts, . . . , t
bknts

are in G(Ic(C)). Therefore,

(tatns )
k = tb1 · · · tbrr (tbr+1ts) · · · (tbknts)trstδ,

and consequently (tatns )
k ∈ Ic(C)kn, that is, tatns ∈ Ic(C)n = Ic(C)n. Then,

tatns = tc1 · · · tcntγ with tci ∈ G(Ic(C)) for i = 1, . . . , n. Any minimal vertex

cover of C contains a minimal vertex cover of H. Hence, we can write each

tci as tci = tditϵi with tdi ∈ G(Ic(H)). From the equality

tatns = (td1 · · · tdn)(tϵ1 · · · tϵn)tγ,
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we obtain ta = td1 · · · tdntϵ because ts /∈ supp(tdi) for i = 1, . . . , n, and

ta ∈ Ic(H)n.

To prove that Ic(C/ts) is normal, we show that Ic(D)n = Ic(D)n for all

n ≥ 1. The inclusion Ic(D)n ⊂ Ic(D)n holds in general. To show the reverse

inclusion take ta = ta11 · · · tas−1

s−1 ∈ Ic(D)n, a = (a1, . . . , as−1, 0). Then, there is

k ≥ 1 such that (ta)k ∈ Ic(D)kn and we can write

(ta)k = tb1 · · · tbnktδ,

with tbi ∈ G(Ic(D)) for i = 1, . . . , kn. Let fi be the support of tbi . Then,

either fi ∈ E(C∨) or fi = e \ ts for some e ∈ E(C∨) for which ts ∈ e. Thus,

either tbi ∈ G(Ic(C)) or tst
bi ∈ G(Ic(C)). Hence, (tatns )

k ∈ Ic(C)kn, that is,

tatns ∈ Ic(C)n = Ic(C)n. Then, tatns = tc1 · · · tcntγ with tci ∈ G(Ic(C)) for

i = 1, . . . , n. Making ts = 1, it follows readily that ta ∈ Ic(D)n because each

tci is divisible by some monomial tui in G(Ic(D)).
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Chapter 4
Ideals Generated by Monomials

of Degree 2

In this section we use Hilbert basis, Ehrhart rings, and a duality for integer

rounding properties, to examine the normality of ideals generated by mono-

mials of degree 2, and generalize some results that were previously known to

be valid for edge ideals of graphs.

In what follows I = (tv1 , . . . , tvq) is an ideal generated by monomials of

degree 2 and A is the incidence matrix of I. We set

B := {es+1} ∪ {ei + es+1}si=1 ∪ {(vi, 1)}qi=1, (4.1)

Q := conv(0, e1, . . . , es, v1, . . . , vq), (4.2)

R := K[NB] = K[z, t1z, . . . , tsz, t
v1z, . . . , tvqz], the semigroup ring of NB,

(4.3)

Er(Q) := K[tαzb | α ∈ Zs ∩ bQ] ⊂ S[z], the Ehrhart ring of Q. (4.4)

4.1 Hilbert basis

The following is one of our main results.

42



Theorem 4.1.1. Let I = (tv1 , . . . , tvq) be an ideal of S generated by mono-

mials of degree 2. Then, I is a normal ideal if and only if B is a Hilbert

basis.

Proof. ⇒) Assume that I is normal. The inclusion R+B ∩ Zs+1 ⊃ NB holds

in general. To show the reverse inclusion take (α, b) ∈ R+B ∩ Zs+1, α ∈ Ns,

b ∈ N. By Farkas’s lemma (Theorem 2.2.2), we obtain that (α, b) is in Q+B,
that is, we can write

(α, b) = τ1es+1 +
s∑

i=1

µi(ei + es+1) +

q∑
i=1

λi(vi, 1), (4.5)

where τ1, µi, and λi are in Q+. Then, setting λ = (λ1, . . . , λq) and µ =

(µ1, . . . , µs), one has Aλ ≤ α and b ≥ |µ|+ |λ|. Hence, by Proposition 3.1.3,

there is m = (m1, . . . ,mq) ∈ Nq satisfying Am ≤ α and |λ| = |m| + ϵ with

0 ≤ ϵ < 1. Thus

α =
s∑

i=1

ciei +

q∑
i=1

mivi, (4.6)

where c1, . . . , cs are in N. Setting c = (c1, . . . , cs), from Eqs. (4.5) and (4.6),

we get

|µ|+ 2|λ| = |c|+ 2|m|. (4.7)

Therefore, using that |λ| = |m|+ ϵ, b ≥ |µ|+ |λ|, and Eq. (4.7), one has

b+ (|m|+ ϵ) = b+ |λ| ≥ (|µ|+ |λ|) + |λ| = |c|+ 2|m|,

and consequently b ≥ |c|+ |m|− ϵ. We claim that b ≥ |c|+ |m|. We argue by

contradiction assuming that b < |c|+|m|. Then, |c|+|m|−ϵ ≤ b ≤ |c|+|m|−1,

and we obtain that ϵ ≥ 1, a contradiction. Then, by Eq. (4.6), we can write

(α, b) = (b− |c| − |m|)es+1 +
s∑

i=1

ci(ei + es+1) +

q∑
i=1

mi(vi, 1),
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and (α, b) ∈ NB. This completes the proof that B is a Hilbert basis.

⇐) Assume that B is a Hilbert basis and set A′ = {ei}si=1 ∪ {(vi, 1)}qi=1.

To show the normality of I we need only show that R+A′ ∩Zs+1 = NA′ (see

Lemma 2.6.2). The inclusion R+A′ ∩ Zs+1 ⊃ NA′ holds in general. To show

the reverse inclusion take (α, b) ∈ R+A′∩Zs+1, α ∈ Ns, b ∈ N. Then, we can
write

(α, b) =
s∑

i=1

µiei +

q∑
i=1

λi(vi, 1), (4.8)

where µi and λi are in R+. Hence, setting µ = (µ1, . . . , µs) and λ =

(λ1, . . . , λq), one has |α| = |µ|+ 2|λ| = |µ|+ 2b. Noticing that |µ| = |α| − 2b

is in N, by Eq. (4.8), we obtain that (α, b) + |µ|es+1 is in R+B ∩ Zs+1 = NB.
Therefore, we can write

(α, b) + |µ|es+1 = nes+1 +
s∑

i=1

ci(ei + es+1) +

q∑
i=1

mi(vi, 1), (4.9)

where n, ci, and mi are in N. Setting c = (c1, . . . , cs) and m = (m1, . . . ,mq),

from Eqs. (4.8) and (4.9), we get the equalities

|α| = |µ|+ 2b = |c|+ 2|m|, (4.10)

b = |λ| = n+ |c|+ |m| − |µ|. (4.11)

Then, from Eq. (4.10) and (4.11), one has

|µ|+ 2b = |c|+ 2|m| = (b− n− |m|+ |µ|) + 2|m| = b− n+ |µ|+ |m|,

and consequently |µ|+2b = b− n+ |µ|+ |m|. Thus, b+ n = |m|. Therefore,
adding n to both sides of Eq. (4.11), we obtain

|m| = b+ n = 2n+ |c|+ |m| − |µ| ∴ 2n+ |c| − |µ| = 0. (4.12)
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Consider the multiset

F = {(v1, 1), . . . , (v1, 1)︸ ︷︷ ︸
m1 times

, . . . , (vq, 1), . . . , (vq, 1)︸ ︷︷ ︸
mq times

}.

This multiset has |m| = n+b elements. Pick a multiset F1 = {(vℓ1 , 1), . . . , (vℓb , 1)}
of b vectors in F and let F2 = F \ F1 = {(vj1 , 1), . . . , (vjn , 1)} be the com-

plement of F1. Then, by Eqs. (4.9) and (4.12), one has

(α, b) = (n− |µ|)es+1 +
s∑

i=1

ci(ei + es+1) +

q∑
i=1

mi(vi, 1)

= (n− |µ|+ |c|)es+1 +
s∑

i=1

ciei +
n∑

i=1

(vji , 1) +
b∑

i=1

(vℓi , 1)

= (2n− |µ|+ |c|)es+1 +
s∑

i=1

ciei +
n∑

i=1

vji +
b∑

i=1

(vℓi , 1)

=
s∑

i=1

ciei +
n∑

i=1

vji +
b∑

i=1

(vℓi , 1).

Thus, (α, b) is in NA′ and the proof is complete.

As an application we have the next corollary.

Corollary 4.1.2. [8, Theorem 3.3] If I = (tv1 , . . . , tvq) is the edge ideal

of a connected graph, then I is normal if and only if the subring R =

K[z, t1z, . . . , tsz, t
v1z, . . . , tvqz] is normal.

Proof. The subgroup ZB spanned by B is Zn+1. Then, by Theorem 2.6.1,

one has

R = K[{tazb| (a, b) ∈ NB}] ⊂ R = K[{tazb| (a, b) ∈ Zs+1 ∩ R+B}].

Hence, R is normal if and only if NB is equal to Zs+1 ∩ R+B. Thus,

the result follows from Theorem 4.1.1 because I is generated by squarefree
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monomials of degree 2.

Lemma 4.1.3. Let I = (tv1 , . . . , tvq) be an ideal of S generated by monomials

of degree 2 and let A be the set of vectors {ei}si=1 ∪ {vi}qi=1. The following

hold.

(a) If α is in Ns \ {0}, β1, . . . , βk are in A and
∑k

i=1 βi ≥ α, then there are

γ1, . . . , γℓ in A such that α =
∑ℓ

i=1 γi and k ≥ ℓ.

(b) If a ∈ Qs
+, b ∈ conv({0} ∪A)∩Qs and a ≤ b, then a ∈ conv({0} ∪A).

Proof. (a) Consider the following procedure. Assume that
∑k

i=1 βi ̸= α.

Then, the j-th entry of
∑k

i=1 βi is greater than the j-th entry of α for some

j, and consequently
∑k

i=1 βi ≥ α+ ej. Hence, βp ≥ ej for some p, and either

βp = ej or βp − ej = er for some 1 ≤ r ≤ s. Thus(
k∑

i=1

βi

)
− ej =

(∑
i ̸=p

βi

)
+ (βp − ej) ≥ α,

where βp − ej = 0 or βp − ej ∈ A. If
(∑

i ̸=p βi

)
+ (βp − ej) ̸= α, we repeat

the procedure. Since

∣∣∣∣(∑
i ̸=p

βi

)
+ (βp − ej)

∣∣∣∣ <
∣∣∣∣∣

k∑
i=1

βi

∣∣∣∣∣ ,
applying this procedure recursively, we get that α =

∑ℓ
i=1 γi for some γ1, . . . , γℓ

in A and k ≥ ℓ.

(b) One can write b =
∑s

i=1 µiei +
∑q

i=1 λivi,
∑s

i=1 µi +
∑q

i=1 λi ≤ 1, µi,

λj in Q+ for all i, j. If a = 0, there is nothing to prove. Assume that a ̸= 0.

Choose r ∈ N+ such that rµi, rλj are in N for all i, j and ra ∈ Ns \ {0}.
Then

ra ≤ rb =
s∑

i=1

(rµi)ei +

q∑
i=1

(rλi)vi,
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and k :=
∑s

i=1(rµi) +
∑q

i=1(rλi) ≤ r. Then, by part (a), there are γ1, . . . , γℓ

in A such that ra =
∑ℓ

i=1 γi, ℓ ≤ k ≤ r, and a =
∑ℓ

i=1(γi/r). Hence, as

ℓ/r ≤ 1, we get a ∈ conv({0} ∪ A).

We characterize when the Ehrhart ring of Q is the monomial subring

K[NB] using the integer rounding property.

4.2 Ehrhart ring

Theorem 4.2.1. Let I be an ideal of S generated by monomials of degree

2 and let A be the incidence matrix of I. Then, K[NB] = Er(Q), and the

equality

K[NB] = Er(Q)

holds if and only if the system x ≥ 0; xA ≤ 1 has the integer rounding

property.

Proof. We may assume that {t1, . . . , ts} =
⋃q

i=1 supp(t
vi), i.e., each variable

ti occurs in at least one minimal generator of I. The equalityK[NB] = Er(Q)

follows readily from [10, Theorem 3.9].

⇒) Assume that K[NB] = Er(Q). Let α be an integral vector for which

the left hand side of Eq. (3.5) is finite. By replacing α by its positive part

α+, we may assume that α ∈ Ns \ {0}. In general one has

⌈|λ|⌉ = ⌈min{⟨y, 1⟩| y ≥ 0; Ay ≥ α}⌉ ≤ min{⟨y, 1⟩ | y ∈ Nq; Ay ≥ α},
(4.13)

where λ = (λ1, . . . , λq) ∈ Qq
+ and Aλ ≥ α. Then

α

⌈|λ|⌉
≤ α

|λ|
≤

q∑
i=1

λi

|λ|
vi

and, by Lemma 4.1.3, we obtain that α/⌈|λ|⌉ ∈ Q, that is, tαz⌈|λ|⌉ ∈ Er(Q) =
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K[NB]. Therefore, there are nonnegative integers τ1, ni,mj ∈ N such that

tαz⌈|λ|⌉ = zτ1(t1z)
n1 · · · (tsz)ns(tv1z)m1 · · · (tvqz)mq , (4.14)

⌈|λ|⌉ = τ1 + n1 + · · ·+ ns +m1 + · · ·+mq, (4.15)

α = n1e1 + · · ·+ nses +m1v1 + · · ·+mqvq. (4.16)

For each ei there is vji ∈ {v1, . . . , vq} satisfying ei ≤ vji . Then, by

Eq. (4.16), α ≤ Aw for some w ∈ Nq with |w| =
∑s

i=1 ni +
∑q

i=1mi. From

Eqs. (4.13) and (4.15), we get

|w| ≤ ⌈|λ|⌉ = ⌈min{⟨y, 1⟩ | y ≥ 0; Ay ≥ α}⌉ ≤ min{⟨y, 1⟩ | y ∈ Nq; Ay ≥ α} ≤ |w|,

and we have equality everywhere. Thus, the system x ≥ 0; xA ≤ 1 has the

integer rounding property and the proof of this implication is complete.

⇐) Assume that the linear system x ≥ 0; xA ≤ 1 has the integer rounding

property. The inclusion K[NB] ⊂ Er(Q) is clear because K[NB] = Er(Q).

To show the reverse inclusion take tαzb ∈ Er(Q), that is, α ∈ bQ, α ∈ Ns,

b ∈ N+. Then,

α/b =
s∑

i=1

µiei +

q∑
i=1

λivi,

where µi, λj are in R+, and
∑s

i=1 µi +
∑q

i=1 λi ≤ 1. For any vector x that

satisfies x ≥ 0; xA ≤ 1, one has ⟨x, ei⟩ ≤ 1 for i = 1, . . . , s because any ti

occurs in at least one of the minimal generators of I. Hence, for any such x,

we obtain

⟨α/b, x⟩ =
s∑

i=1

µi⟨ei, x⟩+
q∑

i=1

λi⟨vi, x⟩ ≤
s∑

i=1

µi +

q∑
i=1

λi ≤ 1.

Thus, ⟨α, x⟩ ≤ b and, by linear programming duality [26, Corollary 7.1g],
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one has

b ≥ max{⟨α, x⟩ | x ≥ 0; xA ≤ 1} = min{⟨y, 1⟩ | y ≥ 0; Ay ≥ α}, (4.17)

and since system x ≥ 0; xA ≤ 1 has the integer rounding property, we get

b ≥ ⌈min{⟨y, 1⟩ | y ≥ 0; Ay ≥ α}⌉ = min{⟨y, 1⟩ | y ∈ Nq; Ay ≥ α}. (4.18)

Hence, we can choose m ∈ Nq such that b ≥ |m| and Am ≥ α. Setting

k = |m|, by Lemma 4.1.3, there are γ1, . . . , γℓ in {ei}si=1 ∪ {vi}qi=1, |m| ≥ ℓ,

such that α =
∑ℓ

i=1 γi. Thus,

tαzb = (tγ1z) · · · (tγℓz)zb−ℓ,

and consequently tαzb ∈ K[NB].

In particular, we recover the fact that if I is the edge ideal of a connected

graph, then the semigroup ring K[NB] is normal if and only if the system

x ≥ 0;xA ≤ 1 has the integer rounding property [8, Theorem 3.3].

Corollary 4.2.2. Let I be an ideal of S generated by monomials of degree

2. Then, the following conditions are equivalent.

(a) K[NB] = Er(Q); (b) K[NB] is normal ; (c) B is a Hilbert basis.

Proof. (a)⇒(b) This follows from the fact that the Ehrhart ring of a lattice

polytope is a normal domain [33, Theorem 9.3.6].

(b)⇒(c) Noticing that ZB is Zs+1, by the description of the integral

closure of K[NB] given in Theorem 2.6.1, one has

K[NB] = K[NB] = K[ZB ∩ R+B] = K[Zs+1 ∩ R+B].

Thus, NB = Zs+1 ∩ R+B and B is a Hilbert basis.
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(c)⇒(a) By Theorem 4.2.1, we get K[NB] = Er(Q). Hence, using that B
is a Hilbert basis and the description of the integral closure of K[NB] given
in Theorem 2.6.1, one has

K[NB] = K[ZB ∩ R+B] = K[Zs+1 ∩ R+B] = K[NB].

Thus, K[NB] = Er(Q) and the proof is complete.

4.3 Duality for integer rounding properties

Definition 4.3.1. The dual of the edge ideal I of a clutter C, denoted I∗, is

the ideal of S generated by all monomials t1 · · · ts/te such that e is an edge

of C.

If A and A∗ are the incidence matrices of I and I∗, respectively, then the

system x ≥ 0;xA ≥ 1 has the integer rounding property if and only if the

system x ≥ 0;xA∗ ≤ 1 has the integer rounding property (Theorem 2.4.7).

We will use this duality to characterize the normality of the dual of the edge

ideal of a graph using Hilbert bases.

Corollary 4.3.2. Let I be the edge ideal of a graph and let I∗ be the dual of

I. Then, I∗ is normal if and only if B is a Hilbert basis.

Proof. Let A be the incidence matrix of I. By Corollary 3.3.2, I∗ is normal

if and only if the system xA∗ ≥ 1;x ≥ 0 has the integer rounding property.

Then, by Theorem 2.4.7, I∗ is normal if and only if the system xA ≤ 1;x ≥ 0

has the integer rounding property. Hence, by Theorem 4.2.1, I∗ is normal if

and only if K[NB] = Er(Q). Thus, by Corollary 4.2.2, I∗ is normal if and

only if B is a Hilbert basis.

Proposition 4.3.3. Let I be the edge ideal of a graph and let I∗ be the dual

of I. Then, I∗ is normal if and only if I is normal.

Proof. This follows from Theorem 4.1.1 and Corollary 4.3.2.
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The last two, Corollary 4.3.2 and Proposition 4.3.3 follow from [3, The-

orem 2.12] and [8, Theorem 3.3] when I is the edge ideal of a connected

graph.
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Chapter 5
Normality of Ideals of Covers

of Graphs

In this section, we study the normality of the ideal of covers Ic(G) of a graph

G and give a combinatorial criterion in terms of Hochster configurations for

the normality of Ic(G) when the independence number of G is at most two.

Lemma 5.0.1. Let v be a non isolated vertex of a graph G. If the neighbor

set NG(v) of v is a minimal vertex cover of G, then a set C ⊂ V (G) is a

minimal vertex cover of G if and only if C = NG(v) or C = {v} ∪D with D

a minimal vertex cover of G \ v such that NG(v) ̸⊂ D.

Proof. ⇒) Assume that C is a minimal vertex cover of G. If v /∈ C, then

NG(v) ⊂ C and, by the minimality of C, one has the equality C = NG(v).

Now assume that v ∈ C and set D = C \ {v}. If NG(v) ⊂ D, we get that D

is a vertex cover of G with D ⊊ C, a contradiction. Thus, NG(v) ̸⊂ D and

the proof reduces to showing that D is a minimal vertex cover of H = G \ v.
Take f ∈ E(H), then v /∈ f and f ∩ C ̸= ∅. Thus, f ∩ D ̸= ∅, and D is a

vertex cover of H. To show that D is minimal take tk ∈ D. Then tk ̸= v

and, by the minimality of C, there is e ∈ E(G) such that e∩ (C \ {tk}) = ∅.
Then, v /∈ e, e ∈ E(H), and e ∩ (D \ {tk}) = ∅.
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⇐) Assume that C = {v}∪D with D a minimal vertex cover of H = G\v
such that NG(v) ̸⊂ D. Take e ∈ E(G). If v ∈ e, then, e ∩ C ̸= ∅ and if

v /∈ e, then e ∩ D ̸= ∅. Thus, C is a vertex cover of G. Next we show

that C is minimal. As NG(v) ̸⊂ D, it follows that D = C \ {v} is not a

vertex cover of G. Indeed, pick tk ∈ NG(v) \D, then e = {v, tk} ∈ E(G) and

e ∩ (C \ {v}) = ∅. Now take ti ∈ C, ti ̸= v. Then, there is f ∈ E(H) such

that f ∩ (D \ {ti}) = ∅ because D is a minimal vertex cover of H. Then,

f ∩ (C \ {ti}) = ∅.

5.1 Ideal of covers

Let v be a vertex of a graph G. Recall that if Ic(G) is normal, then Ic(G\v) is
normal. The following results shows that the converse holds under a certain

condition.

Theorem 5.1.1. Let v be a vertex of a graph G. If the neighbor set NG(v)

of v is a minimal vertex cover of G, then Ic(G \ v) is normal if and only if

Ic(G) is normal.

Proof. Setting V (G) = {t1, . . . , ts} and H = G \ v, we may assume that v is

not an isolated vertex, v = ts, and NG(ts) = {t1, . . . , tr}.
⇒) Assume that Ic(H) is a normal ideal. To prove that Ic(G) is normal,

we will show that Ic(G)n = Ic(G)n for all n ≥ 1. We argue by induction on

n. The case n = 1 is clear because Ic(G) is squarefree [33, p. 153]. Assume

that n > 1. The inclusion Ic(G)n ⊂ Ic(G)n holds in general. To show the

reverse inclusion take ta ∈ Ic(G)n. Then, by Lemma 2.4.6, there is k ∈ N+

such that (ta)k ∈ Ic(G)kn and we can write

(ta)k = tb1 · · · tbnktδ,

where tb1 , . . . , tbnk are minimal generators of Ic(G). Then, by Lemma 5.0.1,
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we get

(ta)k = (t1 · · · tr)m(tstdm+1) · · · (tstdnk)tδ, (5.1)

where tdm+1 , . . . , tdnk are minimal generators of Ic(H). As {t1, . . . , tr} contains
a minimal vertex cover of H, one has (ta)k ∈ Ic(H)nk, and consequently

ta ∈ Ic(H)n. By the normality of Ic(H), we obtain that ta ∈ Ic(H)n. Then

ta = tc1 · · · tcntγ, (5.2)

where tc1 , . . . , tcn are minimal generators of Ic(H) and tγ ∈ S = K[t1, . . . , ts].

Case (I) n ≤ as, a = (a1, . . . , as). By Eq. (5.2), tass divides tγ, and we get

ta = (tst
c1) · · · (tstcn)(tγ/tass )tas−n.

Then, ta ∈ Ic(G)n because tst
ci ∈ Ic(G) for i = 1, . . . , n.

Case (II) n > as. By Eq. (5.1), one has kas ≥ kn −m and kai ≥ m for

i = 1, . . . , r. Therefore, m ≥ k(n−as) and ai ≥ n−as for i = 1, . . . , r. Thus,

we can write

ta = (t1 · · · tr)n−astϵ. (5.3)

Using Eqs. (5.1) and (5.3), we obtain

(ta)k = (t1 · · · tr)m(tstdm+1) · · · (tstdnk)tδ = (t1 · · · tr)k(n−as)(tϵ)k,

and consequently

(t1 · · · tr)m−k(n−as)(tst
dm+1) · · · (tstdnk)tδ = (tϵ)k.

As m − k(n − as) + kn −m = kas, we obtain that (tϵ)k ∈ Ic(G)kas , that

is, tϵ ∈ Ic(G)as . By induction Ic(G)as is equal to Ic(G)as . Thus tϵ ∈ Ic(G)as

and, by Eq. (5.3), we get ta ∈ Ic(G)n. Hence, Ic(G)n is equal to Ic(G)n and

the proof is complete.

⇐) This implication follows at once from Proposition 3.4.3.
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Definition 5.1.2. Let G be a graph. The cone over G with apex v, denoted

C(G), is obtained by adding a new vertex v to G and joining every vertex of

G to v.

Corollary 5.1.3. [1, Theorem 1.6] Let G be a graph and let C(G) the cone

over G with apex v. Then, Ic(G) is normal if and only if Ic(C(G)) is normal.

Proof. This follows readily from Theorem 5.1.1, by noticing that V (G) is a

minimal vertex cover of C(G), NC(G)(v) = V (G), and C(G) \ v = G.

Let G be a graph and let G1, . . . , Gr be its connected components. If the

edge ideal I(G) is normal, then the edge ideal I(Gi) is normal for i = 1, . . . , r

[11, Proposition 4.3] but the converse is not true (Example 6.0.8).

Corollary 5.1.4. Let G be a graph and let G1, . . . , Gr be its connected com-

ponents. Then

(a) Ic(G) = Ic(G1) · · · Ic(Gr),

(b) Ic(G)n = Ic(G1)n · · · Ic(Gr)n for all n ≥ 1, and

(c) Ic(G) is normal if and only if Ic(Gi) is normal for i = 1, . . . , r.

Proof. To show part (a), let C be a set of vertices of G. Note that C is a

minimal vertex cover of G if and only if C = C1∪ · · · ∪Cr with Ci a minimal

vertex cover of Gi for i = 1, . . . , r. Hence, Ic(G) is equal to Ic(G1) · · · Ic(Gr).

Parts (b) and (c) follow from part (a) and Proposition 3.1.1.

Definition 5.1.5. A clique of a graph G is a set of vertices inducing a

complete subgraph.

Definition 5.1.6. The clique clutter of G, denoted by cl(G), is the clutter

on V (G) whose edges are the maximal cliques of G (maximal with respect

to inclusion).
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We also call a complete subgraph of G a clique and denote a complete

subgraph of G with r vertices by Kr. Then

I(cl(G))∗ = ({(t1 · · · ts)/te | e ∈ E(cl(G))}).

If G is a discrete graph, by convention

Ic(G) = S, I(G) = (0), and I(G)∗ = (0).

Definition 5.1.7. The complement of a graph G, denoted G, has the same

vertex set as G, and {ti, tj} is an edge of G if and only if {ti, tj} is not an

edge of G.

Lemma 5.1.8. Let G be the complement of a graph G, let cl(G) be the clique

clutter of G, and let Isol(G) be the set of isolated vertices of G. The following

hold.

(a) Ic(G) = I(cl(G))∗.

(b) If G has no triangles, then Ic(G) = ({(t1 · · · ts)/ti | ti ∈ Isol(G)}) +
I(G)∗.

(c) If G is a discrete graph, then Ic(G) = ({(t1 · · · ts)/ti | ti ∈ V (G)}).

(d) If G has no triangles and no isolated vertices, then Ic(G) = I(G)∗.

Proof. (a) To show the inclusion “⊂” take ta a minimal generator of Ic(G),

i.e., the support U of ta is a minimal vertex cover of G, and consequently

V (G)\U is a maximal clique of G. Thus, U is the complement of a maximal

clique of G, and consequently ta ∈ I(cl(G))∗. The inclusion “⊃” is also easy

to prove.

(b) As the graph G has no triangles, the edges of the clique clutter cl(G)

are either isolated vertices of G (i.e., maximal cliques that correspond to K1)
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or edges of G (i.e., maximal cliques that correspond to K2). Hence

I(cl(G)) = (Isol(G)) + I(G),

and using part (a) we obtain the equalities

Ic(G) = I(cl(G))∗ = (Isol(G))∗+(I(G))∗ = ({(t1 · · · ts)/ti | ti ∈ Isol(G)})+I(G)∗.

Parts (c) and (d) follow from part (b).

Lemma 5.1.9. If G is a graph and U ⊂ V (G), then

(a) G \ U = G \ U ; (b) G \ Isol(G) = G \ Isol(G).

Proof. (a) To show equality we need to show that the vertex set and edge

set of the two graphs G \ U and G \ U are equal. From the equalities

V (G \ U) = V (G) \ U = V (G) \ U,

V (G \ U) = V (G \ U) = V (G) \ U,

the vertex sets of the two graphs are equal. We set

H0 = G \ U and H = G \ U.

Note that V (H0) = V (H) = V (H). To show the inclusion E(H0) ⊂ E(H)

take e ∈ E(H0). Then, e ∈ E(G) and e∩U = ∅. If e ∈ E(H), then e ∈ E(G)

and e ∩ U = ∅, a contradiction. Thus, e ∈ E(H). To show the inclusion

E(H0) ⊃ E(H) take e ∈ E(H). Then, e /∈ E(H) and e ⊂ V (H). Hence,

e ∈ E(G) and e ∩ U = ∅. Thus, e ∈ E(H0).

(b) Setting U = Isol(G), this part follows from (a).
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5.2 Hochster configurations

Hochster gave an example of a connected graph whose edge ideal is not

normal [33, p. 457] (cf. [28, Example 4.9]). This example leads to the

following concept [28, Definition 6.7].

Definition 5.2.1. A Hochster configuration of a graph G consists of two odd

cycles C1, C2 of G satisfying the following two conditions:

(i) C1 ∩NG(C2) = ∅, where NG(C2) is the neighbor set of C2.

(ii) No chord of Ci, i = 1, 2, is an edge of G, i.e., Ci is an induced cycle of

G.

Lemma 5.2.2. Let I be the edge ideal of a graph G, let C1, C2 be two odd

cycles of G with at most one common vertex, and let

MC1,C2 := (
∏
ti∈C1

ti
∏
ti∈C2

ti)z
(|C1|+|C2|)/2.

The following hold

(a) If |C1 ∩ C2| = 1, then MC1,C2 ∈ S[Iz].

(b) If C1 ∩ C2 = ∅ and there is e ∈ E(G) intersecting C1 and C2, then

MC1,C2 ∈ S[Iz].

(c) If C1, C2 form a Hochster configuration, then MC1,C2 /∈ S[Iz].

Proof. We may assume that C1 = {t1, . . . , tℓ1} and C2 = {tℓ+1, . . . , tℓ1+ℓ2}
are odd cycles of lengths ℓ1 and ℓ2, respectively.

(a) Assume that C1 ∩ C2 = {tℓ1} and tℓ1 = tℓ1+1. Then

MC1,C2 = (t1 · · · tℓ1)(tℓ1+1 · · · tℓ1+ℓ2)z
(ℓ1+ℓ2)/2

= (t1 · · · tℓ1−1t
2
ℓ1
z(ℓ1+1)/2)(tℓ1+2 · · · tℓ1+ℓ2z

(ℓ2−1)/2).
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Thus, MC1,C2 ∈ I(ℓ1+1)/2z(ℓ1+1)/2I(ℓ2−1)/2z(ℓ2−1)/2 = I(ℓ1+ℓ2)/2z(ℓ1+ℓ2)/2 ⊂
S[Iz].

(b) Assume that C1 ∩ C2 = ∅ and {tℓ1 , tℓ1+1} is an edge of G. Then

MC1,C2 = (t1 · · · tℓ1)(tℓ1+1 · · · tℓ1+ℓ2)z
(ℓ1+ℓ2)/2

= (t1 · · · tℓ1tℓ1+1z
(ℓ1+1)/2)(tℓ1+2 · · · tℓ1+ℓ2z

(ℓ2−1)/2).

Thus, MC1,C2 ∈ I(ℓ1+1)/2z(ℓ1+1)/2I(ℓ2−1)/2z(ℓ2−1)/2 = I(ℓ1+ℓ2)/2z(ℓ1+ℓ2)/2 ⊂
S[Iz].

(c) We argue by contradiction assuming that MC1,C2 ∈ S[Iz]. Then,

MC1,C2 ∈ Imzm for some m ≥ 1, that is,
∏

ti∈C1∪C2
ti ∈ Im and m = (ℓ1 +

ℓ2)/2. Thus

(t1 · · · tℓ1)(tℓ1+1 · · · tℓ1+ℓ2) = te1 · · · temtδ

for some edges e1, . . . , em of G. Hence, for each 1 ≤ i ≤ m, either tei divides

t1 · · · tℓ1 or tei divides tℓ1+1 · · · tℓ1+ℓ2 . Thus, we may assume that te1 · · · ter
divides t1 · · · tℓ1 , r ≥ 1, and ter+1 · · · tem divides tℓ1+1 · · · tℓ1+ℓ2 . Therefore,

ℓ1 ≥ 2r and ℓ2 ≥ 2(m− r). As ℓ1 is odd, one has ℓ1 > 2r, and consequently

m = (ℓ1 + ℓ2)/2 > r + (m− r) = m, a contradiction.

It was conjectured in [28, Conjecture 6.9] that the edge ideal of a graph

G is normal if and only if the graph has no Hochster configurations. This

conjecture was proved in [16, Corollary 5.8.10], [33, Corollary 10.5.9]. We

give a direct proof of this conjecture using Vasconcelos’s description of the

integral closure of the Rees algebra of I(G) [16, p. 265].

Theorem 5.2.3. ([28, Conjecture 6.9], [16, Corollary 5.8.10]) The edge ideal

I(G) of a graph G is normal if and only if G admits no Hochster configura-

tions.

Proof. To show this result we use the following description of the integral clo-

59



sure of the Rees algebra S[Iz] of the ideal I = I(G) [16, Proposition 5.8.13]:

S[Iz] = S[Iz][B′],

where B′ is the set of all monomialsMC1,C2 := (
∏

ti∈C1
ti
∏

ti∈C2
ti)z

(|C1|+|C2|)/2

such that C1 and C2 are two induced odd cycles of G with at most one

common vertex. If C1 and C2 intersect at a point or C1 and C2 are joined by

at least one edge of G, then MC1,C2 is in S[It] by Lemma 5.2.2. Hence, if U is

the set of all monomials MC1,C2 such that C1, C2 is a Hochster configuration

of G, one has the equality

S[Iz] = S[Iz][U ].

Therefore, by Lemma 5.2.2(c), S[Iz] is normal if and only if G has no

Hochster configurations, and the result follows from the fact that I is normal

if and only if S[Iz] is normal.

Corollary 5.2.4. Let G be a graph. The following hold.

(a) If G is the disjoint union of two odd cycles of length at least 5, then

Ic(G) is not normal.

(b) If G is an odd cycle of length at least 5, then Ic(G) is normal.

Proof. (a) As G has no triangles and no isolated vertices, by Lemma 5.1.8,

one has Ic(G) = I(G)∗. Then, by Proposition 4.3.3, Ic(G) is not normal

if and only if I(G) is not normal. As G is a Hochster configuration, by

Theorem 5.2.3, I(G) is not normal. Thus, Ic(G) is not normal.

(b) As G has no triangles and no isolated vertices, by Lemma 5.1.8, one

has the equality Ic(G) = I(G)∗. Then, by Proposition 4.3.3, Ic(G) is normal

if and only if I(G) is normal. As G is an odd cycle, by Theorem 5.2.3, I(G)

is normal. Thus, Ic(G) is normal.
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Corollary 5.2.5. Let G be a graph. If Ic(G) is normal, then G has no

Hochster configuration with induced odd cycles C1, C2 of length at least 5.

Proof. We argue by contradiction assuming that G has a Hochster configu-

ration with induced odd cycles C1, C2 of length at least 5. Let U be the set

of vertices of G not in V (C1)∪V (C2). Then, by Proposition 3.4.3, Ic(G \U)

is normal. The subgraph G \ U is the union C1 ∪ C2 of the cycles C1 and

C2 because C1 ∪ C2 is an induced subgraph of G. Hence, by Lemma 5.1.9,

G \ U = C1 ∪ C2. Therefore, by Corollary 5.2.4, Ic(G \ U) is not normal, a

contradiction.

Definition 5.2.6. Let G be a graph with vertex set V (G) = {t1, . . . , ts}. A
subset B of V (G) is called independent or stable if e ̸⊂ B for any e ∈ E(G).

The independence number of G, denoted β0(G), is the number of vertices in

any largest stable set of vertices.

The following result gives a combinatorial description of the normality of

the ideal of covers of graphs with independence number at most two.

Theorem 5.2.7 (Duality criterion). Let G be a graph with β0(G) ≤ 2. The

following hold.

(a) Ic(G) is normal if and only if I(G) is normal.

(b) Ic(G) is normal if and only if G has no Hochster configurations.

Proof. (a) ⇒) Assume that Ic(G) is normal. We proceed by induction on

s = |V (G)|. If s = 1, then Ic(G) = S and I(G) = (0), and if s = 2, then

either G is a discrete graph with two vertices, Ic(G) = S and I(G) = (t1t2),

or G = K2, Ic(G) = (t1, t2) and I(G) = (0). Thus, I(G) is normal in these

cases. Assume that s ≥ 3.

Case (I) ti is an isolated vertex of G for some i. By Proposition 3.4.3,

Ic(G\ti) is normal. Then, by induction, I(G \ ti) is normal. As G \ ti = G\ti
and ti is isolated in G, one has I(G \ ti) = I(G). Thus, I(G) is normal.

61



Case (II) G has no isolated vertices. The graph G has no triangles because

β0(G) ≤ 2. Then, by Lemma 5.1.8, one has Ic(G) = I(G)∗. Hence, the ideal

I(G)∗ is normal and, by Proposition 4.3.3, the ideal I(G) is normal.

⇐) Assume that I(G) is normal. By Lemmas 5.1.8 and 5.1.9, one has

Ic(G \ Isol(G)) = I
(
G \ Isol(G)

)∗
= I

(
G \ Isol(G)

)∗
= I

(
G
)∗

.

Hence, the ideal Ic(G \ Isol(G)) is normal because I
(
G
)∗

is normal by

Proposition 4.3.3. We set H = G \ Isol(G). We may assume that t1, . . . , tr

are the isolated vertices of G, then

G = H ∪H1 ∪ · · · ∪Hr,

where Hi is the subgraph of G given by

V (H1) = V (H) ∪ {t1} and E(H1) = {{t1, tj} | tj ∈ V (H)} if i = 1,

V (Hi) = V (H) ∪ {t1, . . . , ti} and E(Hi) = {{ti, tj} | tj ∈ V (H) ∪ {t1, . . . , ti−1} if i ≥ 2.

Setting G0 = H and Gi = H∪H1∪· · ·∪Hi for i = 1, . . . , r, note that Gi is

the cone over Gi−1 with apex ti for i = 1, . . . , r, i.e., Gi is obtained from Gi−1

by joining every vertex of Gi−1 to ti. As Ic(H) is normal, by successively

applying Corollary 5.1.3, we obtain that Ic(G) is normal.

(b) This part follows from part (a) and Theorem 5.2.3.
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Chapter 6
Examples

In this section we give some examples to illustrate and complement our re-

sults. In particular, we show that Theorem 4.1.1 does not extend to ideals

generated by monomials of degree greater than 2 (Example 6.0.6). In Exam-

ples 6.0.9–6.0.11, we illustrate Lemma 5.1.8 and the duality criterion given

in Theorem 5.2.7. Then, we show that none of the implications of the duality

criterion hold for arbitrary graphs (Example 6.0.12).

t1

t2

t3

t4t1

t2

t3

t4

Figure 6.1: Clutter C (left) and clutter C∨ (right)

Example 6.0.1. Let C the clutter (see figure 6.1) given by

V (C) = {t1, t2, t3, t4} and E(C) = {{t1, t2, t3}, {t1, t4}}
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Then

V (C∨) = V (C) and E(C∨) = {{t1}, {t2, t4}, {t3, t4}}

We can observe that C and C∨ have different edges.

Example 6.0.2. Let C the clutter (see figure 6.2) given by

V (C) = {t1, t2, t3, t4, t5, t6}

E(C) = {{t1, t2, t5}, {t1, t3, t4}, {t2, t3, t6}, {t4, t5, t6}}

This clutter, usually is denoted byQ6 in the literature and plays an important

role in combinatorial optimization. In this case then

I(C) = ({t1t2t5, t1t3t4, t2t3t6, t4t5t6})

t1 t2

t3

t4
t5

t6

Figure 6.2: Clutter Q6.

Example 6.0.3. Let C the clutter (see figure 6.3) given by

V (C) = {t1, t2, t3}

E(C) = {{t1, t2}, {t2, t3}, {t3, t1}}

64



This clutter (graph), usually is denoted by C3 or K3 in the literature. In this

case then

I(C) = ({t1t2, t2t3, t3t1}) and A =

1 0 1

1 1 0

0 1 1


Moreover C has 3 minimal vertex covers {{t1, t2}, {t2, t3}, {t1, t3}}, by corol-

lary 1.5.3 the covering polyhedron Q(I) := {x | x ≥ 0; xA ≥ 1} has 3 integer

vertices {a = (1, 1, 0), b = (0, 1, 1), c = (1, 0, 1)} (see figure 6.4).

t1

t2

t3

Figure 6.3: Clutter K3.

Example 6.0.4. Consider the rational polyhedron Q which is the intersection

of the rational closed halfspaces H+((−2,−3),−1), H+((−1,−1),−1) and

H+((1, 0), 0), in this case Q = R+Γ + P where Γ = {(0,−1), (1,−1)} and P
is the convex hull of {(0, 1/3), (2,−1)} (see figure ??)

Example 6.0.5. Let C ⊂ R2 be a cone generated by A = {a1, a2} where

a1 = (1, 2) and a2 = (2, 1) and let γ = (−2, 1) ̸∈ C. Let A be the matrix

whose set of column vectors is A, by theorem ?? there exists µ ∈ R2 such

that µA ≥ 0 and ⟨γ, µ⟩ < 0. In this case we can take for example µ = (4,−1)

.Thus ⟨µ, ai⟩ ≥ 0 for i = 1, 2 then C ⊂ H+ = H+(µ, 0) and ⟨γ, µ⟩ < 0 then

µ ∈ H−⧹H whereH is the hyperplane through the origin with normal vector

µ (Line red).We can see that H separates γ from C (see figure 6.6).
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Figure 6.4: Covering polyhedron of example 6.0.3.

Figure 6.5: The rational polyhedron Q of example 6.0.4.

Figure 6.6: Ilustration of example 6.0.5.
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Example 6.0.6. Let S = Q[t1, . . . , t10] be a polynomial ring and let I =

(tv1 , . . . , tv10) be the monomial ideal of S generated by the set

G(I) ={t1t2t3t4t5t6t7, t1t2t3t4t5t7t8, t1t2t3t4t5t8t9, t1t2t3t4t5t8t10, t1t2t3t4t7t8t10,

t2t3t5t7t8t9t10, t1t2t6t7t8t9t10, t2t3t6t7t8t9t10, t3t4t6t7t8t9t10, t3t5t6t7t8t9t10}.

Then, using Procedures 6.0.14 and 6.0.15, we get that B = {e11} ∪ {ei +
e11}10i=1 ∪ {(vi, 1)}10i=1 is not a Hilbert basis and I is a normal ideal. Thus,

Theorem 4.1.1 does not extend to ideals generated by monomials of degree

greater than 2.

Example 6.0.7. Let S = Q[t1, . . . , t7] be a polynomial ring and let

I = I(G) = (t1t3, t1t4, t2t4, t1t5, t2t5, t3t5, t1t6, t2t6, t3t6, t4t6, t2t7, t3t7, t4t7, t5t7)

be the edge ideal of the graph G of Figure 6.7. The complement G of G is

a cycle of length 7. The graph G is called an odd antihole in the theory of

perfect graphs [17, p. 71].

t7

t1
t2

t3

t4

t5t6

Figure 6.7: Graph G is an odd antihole with 7 vertices.

Using Procedure 6.0.16 for Macaulay2 [18], we obtain the following

67



information. The incidence matrix B of Ic(G) is

B =



1 0 1 1 1 1 0

1 1 1 1 1 0 0

1 1 1 1 0 0 1

1 1 1 0 0 1 1

1 1 0 0 1 1 1

0 1 0 1 1 1 1

0 0 1 1 1 1 1


.

The ideals Ic(G) and I(G) are normal, and so are the ideals Ic(G) and

I(G). The normality of I(G), I(G), and Ic(G) also follow from Theorem 5.2.3

and Corollary 5.2.4, and the normality of Ic(G) also follows from [1, Theo-

rem 1.10].

Example 6.0.8. Let G be a graph whose connected components are two

triangles G1 and G2. Then, by Theorem 5.2.3, I(Gi) is normal for i = 1, 2

but I(G) is not normal by the same theorem.

Example 6.0.9. If G is the bipartite graph K1,2 with edges {t1, t2} and

{t1, t3}. Then, t1 is an isolated vertex of G, E(G) = {{t2, t3}} and, by

Lemma 5.1.8, one has

Ic(G) = (t2t3) + I(G)∗ = (t2t3) + (t2t3)
∗ = (t2t3, t1).

Example 6.0.10. If G is a graph whose independence number β0(G) is

1, then G = Ks is a complete graph, I(G) = (0), Ic(G) is normal (Theo-

rem 5.2.7) and, by Lemma 5.1.8, one has

Ic(G) = ({(t1 · · · ts)/ti | 1 ≤ i ≤ s}).

The normality of Ic(G) also follows from the fact that the ideal gener-

ated by all squarefree monomials of S of fixed degree k ≥ 1 is normal [31,
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Proposition 2.9].

Example 6.0.11. Let G be the cone with apex t6 over the cycle C5 =

{t1, . . . , t5}. Then, β0(G) = 2, Ic(G) is normal (Theorem 5.2.7) and, by

Lemma 5.1.8, one has

Ic(G) = (t1t2t3t4t5, t2t4t5t6, t1t2t4t6, t1t3t4t6, t1t3t5t6, t2t3t5t6).

Example 6.0.12. [23, Fig. 1, p. 241] Let Ic(G) be the ideal of covers of the

graph G defined by the generators of the following ideal

I = (t1t2, t2t3, t3t4, t4t5, t5t6, t6t7, t7t8, t8t9, t9t10, t1t10, (6.1)

t2t11, t8t11, t3t12, t7t12, t1t9, t2t8, t3t7, t4t6, t1t6, t4t9, (6.2)

t5t10, t10t11, t11t12, t5t12).

The graph G is denoted by H4 in [23]. Using the normality test of Proce-

dure 6.0.16 and Macaulay2 [18], we get that I(G) and Ic(G) are not normal

whereas I(G) and Ic(G) are normal. This example shows that none of the

implications of the duality criterion of Theorem 5.2.7(a) hold for graphs

with independence number β0(G) greater than 2 because β0(G) = 4 and

β0(G) = 3.

Example 6.0.13. Let G be the graph whose complement G is the graph

depicted in Figure 6.8. The graph G has 50 edges and β0(G) = 3. Using the

normality test of Procedure 6.0.16 for Macaulay2 [18], we obtain that I(G) is

normal, Ic(G) is not normal, and furthermore Ic(G)5 is not integrally closed

because one has

f = t41 t
4
2 t

4
3 t

4
4 t

4
5 t

4
6 t

2
7 t

4
8 t

4
9 t

4
10 t

4
11 t

4
12 t

4
13 ∈ Ic(G)5 \ Ic(G)5.

This example shows that the Hochster configurations of G, with C1, C2

cycles of length at least five, are not the only obstructions for the normality

of Ic(G) (see Corollary 5.2.5).
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Figure 6.8: Graph G consists of two antiholes joined by a vertex.
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Appendix A: Procedures

In this appendix we give procedures for Normaliz [4] and Macaulay2 [18] to

determine the normality of a monomial ideal, the minimal generators of the

ideal of covers of a clutter, the Hilbert basis of the Rees cone R+A′ defined

in Eq. (1.1), and the Hilbert basis of the cone R+B generated by the set B
defined in Eq. (4.1). The sets A′ and B are used to characterize the normality

of a monomial ideal (Lemma 2.6.2) and the normality of an ideal generated

by monomials of degree two (Theorem 4.1.1).

Procedure 6.0.14. Let I = (tv1 , . . . , tvq) be a monomial ideal of S. The

following procedure for Normaliz [4] computes the Hilbert basis of the cone

generated by

B = {es+1} ∪ {ei + es+1}si=1 ∪ {(vi, 1)}qi=1,

and determines whether or not B is a Hilbert basis. The input is the matrix

whose rows are the vectors in the set B. This procedure corresponds to

Example 6.0.6.

amb_space 11

normalization 21

0 0 0 0 0 0 0 0 0 0 1

1 0 0 0 0 0 0 0 0 0 1
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0 1 0 0 0 0 0 0 0 0 1

0 0 1 0 0 0 0 0 0 0 1

0 0 0 1 0 0 0 0 0 0 1

0 0 0 0 1 0 0 0 0 0 1

0 0 0 0 0 1 0 0 0 0 1

0 0 0 0 0 0 1 0 0 0 1

0 0 0 0 0 0 0 1 0 0 1

0 0 0 0 0 0 0 0 1 0 1

0 0 0 0 0 0 0 0 0 1 1

0 0 1 1 0 1 1 1 1 1 1

0 0 1 0 1 1 1 1 1 1 1

0 1 1 0 0 1 1 1 1 1 1

1 1 0 0 0 1 1 1 1 1 1

0 1 1 0 1 0 1 1 1 1 1

1 1 1 1 1 0 0 1 1 0 1

1 1 1 1 1 0 0 1 0 1 1

1 1 1 1 1 0 1 1 0 0 1

1 1 1 1 1 1 1 0 0 0 1

1 1 1 1 0 0 1 1 0 1 1

Procedure 6.0.15. Let I = (tv1 , . . . , tvq) be a monomial ideal of S. The

following procedure for Normaliz [4] computes the Hilbert basis of the Rees

cone of I defined in Eq. (1.1) and determines whether or not the set A′ =

{ei}si=1 ∪ {(vi, 1)}qi=1 is a Hilbert basis. In particular, by Lemma 2.6.2, we

can determine whether or not I is a normal ideal. The input is the matrix

with rows v1, . . . , vq. This procedure corresponds to Example 6.0.6.

amb_space 11

rees_algebra 10

0 0 1 1 0 1 1 1 1 1

0 0 1 0 1 1 1 1 1 1

0 1 1 0 0 1 1 1 1 1
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1 1 0 0 0 1 1 1 1 1

0 1 1 0 1 0 1 1 1 1

1 1 1 1 1 0 0 1 1 0

1 1 1 1 1 0 0 1 0 1

1 1 1 1 1 0 1 1 0 0

1 1 1 1 1 1 1 0 0 0

1 1 1 1 0 0 1 1 0 1

Procedure 6.0.16 (Normality test). Let I be a monomial ideal. We im-

plement a procedure—that uses the interface of Macaulay2 [18] to Normaliz

[4]—to determine the normality of I, and the normality and minimal gen-

erators of the ideal of covers of a clutter. This procedure corresponds to

Example 6.0.7. To compute other examples, in the next procedure simply

change the polynomial rings R and S, and the generators of I.

restart

loadPackage("Normaliz",Reload=>true)

loadPackage("Polyhedra", Reload => true)

R=QQ[t1,t2,t3,t4,t5,t6,t7];

--antihole, complement of C7

I=monomialIdeal(t1*t3,t1*t4,t1*t5,t1*t6,t2*t4,t2*t5,t2*t6,t2*t7,

t3*t5,t3*t6,t3*t7,t4*t6,t4*t7,t5*t7)

dim I

--Ideal of covers of clutter associated to I

J=dual(I)

--transpose incidence matrix of I

A = matrix flatten apply(flatten entries gens I , exponents)

--transpose incidence matrix of J

AJ=matrix flatten apply(flatten entries gens J , exponents)

--generators of Rees cone of I

M = id_(ZZ^(numcols(A)+1))^{0..numcols(A)-1}||

(A|transpose matrix {for i to numrows A-1 list 1})
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--generators of Rees cone of J

MJ = id_(ZZ^(numcols(AJ)+1))^{0..numcols(AJ)-1}||

(AJ|transpose matrix {for i to numrows AJ-1 list 1})

--rows of M

l= entries M

--rows of MJ

lJ= entries MJ

--Next we compute the normalization of Rees algebras

S=QQ[t1,t2,t3,t4,t5,t6,t7,t8];

L=for i in l list S_i

LJ=for i in lJ list S_i

--Normalization of the Rees algebra of I

ICL=intclToricRing L

gens ICL

#gens ICL

flatten \ exponents \ gens ICL

--Normalization of the Rees algebra of J

ICLJ=intclToricRing LJ

gens ICLJ

flatten \ exponents \ gens ICLJ

--Normality test for ideal I

sort L==sort gens ICL

--Normality test for ideal J

sort LJ==sort gens ICLJ
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[23] T. Kaiser, M. Stehĺık and R. Škrekovski, Replication in critical graphs

and the persistence of monomial ideals, J. Combin. Theory Ser. A 123

(2014), no. 1, 239–251.

[24] J. Mart́ınez-Bernal, S. Morey and R. H. Villarreal, Associated primes

of powers of edge ideals, Collect. Math. 63 (2012), no. 3, 361–374.

77

http://www.math.uiuc.edu/Macaulay2/
http://www.math.uiuc.edu/Macaulay2/


[25] A. Schrijver, On total dual integrality, Linear Algebra Appl. 38 (1981),

27–32.

[26] A. Schrijver, Theory of Linear and Integer Programming , John Wiley

& Sons, New York, 1986.

[27] A. Schrijver, Combinatorial Optimization, Algorithms and Combina-

torics 24, Springer-Verlag, Berlin, 2003.

[28] A. Simis, W. V. Vasconcelos and R. H. Villarreal, On the ideal theory

of graphs, J. Algebra 167 (1994), 389–416.

[29] W. V. Vasconcelos, Computational Methods in Commutative Algebra

and Algebraic Geometry , Springer-Verlag, 1998.

[30] W. V. Vasconcelos, Integral Closure, Springer Monographs in Mathe-

matics, Springer-Verlag, New York, 2005.

[31] R. H. Villarreal, Normality of subrings generated by square free mono-

mials, J. Pure Appl. Algebra 113 (1996), 91–106.

[32] R. H. Villarreal, Rees algebras and polyhedral cones of ideals of vertex

covers of perfect graphs, J. Algebraic Combin. 27 (2008), 293–305.

[33] R. H. Villarreal, Monomial Algebras , Second edition, Monographs and

Research Notes in Mathematics, Chapman and Hall/CRC, Boca Raton,

FL, 2015.

[34] L. A. Dupont and R. H. Villarreal, Algebraic and combinatorial proper-

ties of ideals and algebras of uniform clutters of TDI systems, J. Comb.

Optim. 21 (2011), no. 3, 269–292
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edge ideal, 14
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Gordan, version 1, 25

Gordan, version 2, 26

graph, 8
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Hilbert basis of a cone, 24

Hochster configuration, 58

hyperplane, 12

ideal of covers, 14

improper faces, 13

incidence matrix, 10, 14

independence number, 61

independent, 61

inner product, 11

integer rounding property, 38

integral closure, 28

integral part, 34

integrally closed, 28

line, 13

minimal vertex cover, 9

Minkowski sum, 15

minor, 39

monomial, 9

monomial ideal, 9

monomial subring generated, 30

Newton polyhedron, 15

normal, 28

normalization, 30

polyhedral cone, 13

polyhedral set, 12

polyhedron pointed, 13

proper face, 13

rational affine hyperplane, 11

rational closed halfspace, 11

Rees algebra, 16

Rees cone, 16

semigroup finitely generated, 25

semigroup ring, 30

squarefree, 10

stable, 61

support, 40

supporting hyperplane, 12

value, 25

vertex, 13

vertex cover, 8

vertices, 8
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