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Dr. Yenny Lucero Casallas Moreno

Mexico City November, 2023





A mi querida madre, por su amor y apoyo incondicional durante todos estos

años, por creer siempre en mı́ y por darme la fuerza para seguir adelante.

A la memoria de mi padre, quien me inspiró con su sabiduŕıa y me enseñó el
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Resumen

A través de un estudio detallado de figuras de polos obtenidas mediante difracción de

rayos X y de electrones, este trabajo describe la pureza de fase y la calidad cristalina de epicapas

de GaN en fase zincblenda (zb) crecidas por epitaxia de haces moleculares asistida por plasma

usando diferentes condiciones. Se estudiaron los efectos de las primeras etapas del proceso

epitaxial variando la temperatura de crecimiento de capas de nucleación de GaN-zb de 5 nm

de espesor. El análisis aqúı presentado reveló que una temperatura de nucleación de 665 ◦C

resultó en crecimiento homoepitaxial posterior con hasta un 99.6 % de contenido de zincblenda—

de lo cual un 99.7 % fue material sin maclar—, aśı como una excelente calidad cristalina y

superficial. Adicionalmente a estas propiedades buscadas, también se logró un alto grado de

orientación siguiendo la de los sustratos de GaAs. Temperaturas mayores causaron cantidades

de defectos más altas, probablemente debido a la movilidad aumentada de los adátomos durante

la nucleación, llevando a la formación de islas más grandes con densidad menor donde los defectos

no alcanzaron las orillas para ser aniquilados.

Además, se estudiaron epicapas de GaN-zb dopadas con Mg crecidas bajo condiciones ricas

en Ga y en N. El crecimiento rico en Ga permitió hasta un 99.9 % de zincblenda—con un 99.1

% sin maclar—, una calidad cristalina excelente y superficies lisas. En contraste, las peĺıculas

ricas en N sufrieron un maclado severo e inclusiones de wurtzita, con solo un 27 % de zincblenda.

Esto debido posiblemente a la una capa de mojado debido al exceso de metal en condiciones

ricas en Ga, aumentando la movilidad atómica y reduciendo la cantidad de defectos. Mediante

espectrometŕıa de masas de iones secundarios y mediciones de efecto Hall, se encontraron entre

2 y 3 órdenes de magnitud más aceptores de Mg eléctricamente activos con condiciones ricas en

Ga, resaltando el papel surfactante del exceso de Ga. Especialmente en las muestras ricas en N,

el aumento de la temperatura de la celda de Mg resultó en una calidad general degradada de las

peĺıculas, sugiriendo que los átomos de Mg actúan como centros de defectos.

Finalmente, el desarrollo de un script en Python para la simulación de figuras de polos

ayudó en gran medida a llevar a cabo una descripción exhaustiva de la orientación cristalina de

las epicapas de GaN zincblenda con respecto a los sustratos, ayudando a identificar señales prove-

nientes de maclas, inclusiones de wurtzita, aśı como wurtzita crecida sobre maclas. Este trabajo

determinó con éxito las condiciones óptimas para crecimiento de epicapas de GaN dopadas y no

dopadas de alta calidad en fase zincblenda, allanando el camino para optoelectrónica monoĺıtica

de GaN-zb aprovechando la madurez de la tecnoloǵıa actual de GaAs.

iii



iv



Abstract

Through detailed analyses of pole figures from x-ray and electron diffraction, this work

describes the phase purity and crystalline quality of zincblende (zb) GaN epilayers grown by

plasma-assisted molecular beam epitaxy using various conditions. The effects of the very first

stages of the epitaxial process were studied through varying the growth temperature of 5 nm

thick zincblende GaN nucleation layers. The analysis of this work revealed that a nucleation tem-

perature of 665°C resulted in subsequent homoepitaxial growth with up to 99.6 % of zincblende

content, from which 99.7 % was untwinned material, as well as excellent crystalline and surface

quality. Additionally to these sought-for properties, a high degree of orientation following that

of the GaAs substrates was also achieved. Higher temperatures caused more defects likely due

to enhanced adatom mobility during nucleation leading to bigger, lower density islands where

defects could not glide out to the edges and annihilate.

Moreover, Mg-doped zb-GaN epilayers grown under Ga-rich and N-rich conditions were

also studied. Ga-rich growth enabled up to 99.9 % zb purity with 99.1 % untwinning, superb

crystalline quality, and smooth surfaces. In contrast, N-rich films suffered severe twinning and

wurtzite inclusions, with as low as 27 % zincblende content. This was likely due to the Ga

wetting layer formed by the excess metal under Ga-rich conditions, improving adatom mobility

and reducing defects. Secondary ion mass spectrometry and Hall effect measurements revealed

between 2 to 3 orders of magnitude more electrically active Mg acceptors for Ga-rich films,

highlighting the surfactant role of excess Ga. Especially in N-rich samples, upping the Mg cell

temperature resulted in degraded overall quality of the films, suggesting that Mg atoms act as

defect-generation centers.

Finally, developing a Python script for pole figure simulation greatly aided carrying out

a thorough description of crystalline orientation of the zincblende GaN epilayers with respect

to the substrates, helping the identification of signals coming from twins, wurtzite inclusions,

and the latter growing on the former. This work successfully determined the optimal conditions

for high quality doped and undoped GaN epilayers in the zincblende phase, paving the way for

monolithic zb-GaN optoelectronics leveraging the maturity of current GaAs technology.
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Chapter 1: Introduction

1.1 Motivation

Being at the heart of many optoelectronic devices, semiconductors are one of the most

important kind of materials as of today. Among them, an important group of semiconductors

that has gained traction the last decades is the III-nitride (also III-N) group of semiconductors.

More specifically, this group is comprised by one or more atoms of the group IIIA, or group 13

according to the International Union of Pure and Applied Chemistry [1], as cations and a N atom

(group VA or 15) as anion. Gallium nitride (GaN), as a representative of the binaries (with AlN

and InN), the ternaries (AlGaN, GaInN, and AlInN), along with the quaternary (AlGaInN) of

the III-N group, has found its way into applications such as high-power amplifier [2], detectors [3],

and illumination [4, 5], which ultimately led Isamu Akasaki, Hiroshi Amano, and Shuji Nakamura

to win the Nobel Prize in Physics in 2014 [6].

GaN is most commonly grown and used along the c direction of the hexagonal wurtzite

phase. Along c, however, this phase tends to produce strong polarization fields across heterostruc-

tures which are the active core of many optoelectronic devices. Hence, radiative recombination

rates are reduced and current-density dependent wavelength emission are produced [7, 8]. More-

over, polarization in hexagonal nitrides produce normally-on transistors [9]. In order to avoid

polarization, such as to attain higher efficiency emission or normally-off transistors, complicated

structures or growing on semipolar/non-polar directions are some of the means currently used

[10–14].

A promising approach to solve these problems altogether is using the cubic zincblende phase

of GaN, which, thanks to its symmetry, does not have a meaningful polarization field along the

common cubic growth direction [15]. Moreover, the zincblende phase has smaller bandgap [16],

thus facilitating shorter wavelength emission with low In contents in InxGa(1−x)N alloys. Finally,

zincblende GaN has a higher optical gain [17] and is easier to cleave.

Unfortunately, zincblende nitrides are metastable outside a narrow range of growth condi-

tions and tend to suffer from phase transitions toward the more-stable wurtzite phase [18–22].

This results in poor-quality GaN rich in wurtzite inclusions, thereby degrading device perfor-

mance; hence, it is of extreme importance to understand and prevent this process as much as

possible.
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1.2. Objectives of the work

This problematic is exacerbated by the fact that there are not native substrates for zincblende

nitrides. Therefore, foreign substrate such as MgO [23–25], 3C-SiC [26–28], and GaAs [19, 29–31]

are commonly employed in their growth via molecular beam epitaxy (MBE), with their associ-

ated problems due to lattice mismatch. From these, 3C SiC has shown the best results due to

the negligible lattice mismatch to GaN. However, GaAs may enjoy other advantages, such as

lower price and already widespread utilization. Alas, the huge lattice mismatch between GaN

and GaAs poses challenges for defect reduction; therefore, it needs more attention in research,

which currently focuses mainly on 3C SiC.

Yet another challenge hindering zincblende utilization, and nitrides in general, is p-type

doping. For many years, achieving p-type doping in nitrides was a significant challenge. Managing

to do it was actually the reason as to why the Nobel prize mentioned at the beginning of this text

was awarded. With that, Mg is currently the quintessential dopant for achieving p-type nitrides

for wurtzite [32–34]; nevertheless, although there is somewhat extensive research of p-type doping

with Mg in zincblende [35–38], there has not been a clear description of its effects on crystalline

purity and quality of the obtained material.

1.2 Objectives of the work

With all that in mind, the main objective of this work was:

� To find the optimal conditions to obtain high crystalline purity and quality of undoped and

p-type, Mg doped zincblende GaN epilayers grown on GaAs (001) substrates by MBE.

Among the parameters that may be studied to better understand and help solve the afore-

mentioned problematics, for both doped and undoped GaN, growth temperature and the Ga/N

stoichiometric ratio, closely related, are two of the most influential on the material properties.

For that reason, the present work’s particular objectives were:

� To study the effects of growth temperature during the first stages, e.g., < 5 nm, of the

growth on the phase purity and crystalline quality of epitaxially grown zincblende GaN on

GaAs (001) substrates.

� To study the effect of Ga/N ratio and Mg cell temperature on phase purity and crystalline

quality of the p-type doped zincblende GaN epilayers.
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1.3 Summary

The work carried out to those ends is hereby reported. For convenient navigation, the

report is structured into 4 parts. Part I comprises the currentChapter 1, presenting motivation,

objectives, and a summary.

Part II reviews relevant background theory. Chapter 2 describes properties of nitride

semiconductors, including crystalline structure, bandgaps, and polarization. Applications in

electronics and optics comparing wurtzite and zincblende phases are also discussed. Chapter 3

details MBE conditions for wurtzite and zincblende GaN. Chapter 4 explains x-ray diffraction

geometry, types of measurements, giving pole figure analysis—the primary technique used here—

for orientation and phase content calculation.

Then, Part III describes pole figure simulation methodology in Chapter 5, covering key

geometric considerations and calculations, such as orthogonalization and rotations. For clarity,

two examples are given for wurtzite and one of its twins.

Finally, Part IV presents experimental results. Chapter 6 investigates the effects of

initial growth stages on crystal purity and quality of epitaxial zincblende GaN grown on GaAs

(001) by MBE. On the other hand, Chapter 7 examines purity and quality of Mg-doped samples

with different Ga/N ratios and various Mg cell temperatures used during the MBE growth. To

close, Chapter 8 summarizes key findings and conclusions for both experimental chapters.
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Chapter 2: Nitride Semiconductors:

Properties and Applications

2.1 General properties

Gallium nitride (GaN), as well as the other nitrides, can be found in three different crys-

talline structures, namely wurtzite (space group P63mc), zincblende (space group F4̄3m), and

rocksalt (space group Fm3̄m) [39]. First, the wurtzite structure has a hexagonal unit cell con-

sisting of two group-III metals and two nitrogen atoms. Each kind of atom form a hexagonal

close-packed sub-lattice (one for the group-III metal and one for N atoms) separated along the

c axis by 5/8 of the cell height from each other.

On the other hand, the zincblende structure has a cubic unit cell, consisting of four metallic

and four N atoms arranged in two cubic close-packed, or face-centered cubic (FCC), sub-lattices

(one for the anions and one for the cations) displaced 1/4 of the body diagonal from one another.

Finally, the rocksalt consists of, yet again, one FCC sub-lattice for each kind of atom;

however, in this case, the separation between the two is 1/2 along the sides of the unit cell.

Fig. 2.1 shows the unit cells of wurtzite, zincblende, and rocksalt nitrides and Table 2.1 shows

their lattice parameters.

Table 2.1. Lattice parameters of wurtzite and zincblende nitrides. Note that for the former,
a = b and α = β, while, for the latter, a = b = c and α = β = γ.

Wurtzite [40] Zincblende [41–43] Rocksalt [43, 44]

GaN AlN InN GaN AlN InN GaN AlN InN

Space group P63mc F4̄3m Fm3̄m
a/Å 3.190 3.110 3.533

4.503 4.372 4.960 4.230 4.070 4.630
c/Å 5.189 4.980 5.692
α/deg 90

90 90
γ/deg 120
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2.1. General properties

(a) (b) (c)

Ga, In, Al

N

Fig. 2.1. Unit cells of (a) wurtzite, (b) zincblende, and (c) rocksalt GaN. Drawn using VESTA3
[45] with data from [40] for wurtzite and [43] for zincblende and rocksalt. The crystal basis
vectors are shown for each structure.
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c
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a
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(a) (b)

(d)(c)

Fig. 2.2. Stacking sequence of (a) wurtzite and (b) zincblende in views along [101̄0]wz and
[112̄]zb so that the close packed directions lie vertically along the [0001]wz and [111]zb directions,
respectively. Views from below show (c) the aBbA stacking for wurtzite and (d) the aBbC for
zincblende.

Due to the high pressures required for producing the rocksalt phase [43], nitrides in the said

phase cannot be grown by molecular beam epitaxy; therefore, from this point on, the discussion is

centered around the other two phases. The crystal structures of wurtzite and zincblende nitrides

are remarkably alike. Both structures consist of close packed lattices, in which the group-III
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Chapter 2. Nitride Semiconductors: Properties and Applications

cations are tetrahedrally coordinated by four N anions and vice versa. The main difference

between the two polytypes is the stacking sequence of the close-packed planes.

Whereas, in wurtzite nitrides, the (0002)wz planes have an ...AaBbAaBbAaBb... stacking,

zincblende (111)wz planes exhibit an ...AaBbCcAaBbCc... stacking sequence. Aa, Bb, and Cc

denote metal-N bilayers, as schematically shown in Fig. 2.2, where the close-packed planes are

perpendicular to the vertical direction in both cases for an easier comparison.

Even in the schematic representation, the space between the close-packed planes seems

very similar for both structures. For more precision, however, the interplanar distances can be

calculated via Eq. (4.11), for the wurtzite polytype, and Eq. (4.12) for zincblende nitrides.

Using the lattice parameters given in Table 2.1 results in a dwz
0002 of 2.594 Å and a dzb111 of 2.599

Å, which are nearly identical. Moreover, the views from below in Fig. 2.2 show that the two

stacking sequences differ only by a rotating through 60◦ around the [0001]wz/[111]zb, making the

two structures remarkably similar to one another.

Table 2.2. Bandgap, lattice parameters, and bowing factors for some semiconductor alloys.

Material Eg/eV a/Å Alloy bEg ba

Wz nitrides [46]
GaN 3.470 3.190 AlGaN 1.775 0.006
AlN 6.300 3.110 InGaN 1.775 0.140
InN 0.770 3.533 AlInN 3.678 0.040

Zb nitrides [46]
GaN 3.270 4.503 AlGaN 0.391 -0.007
AlN 6.250 4.372 InGaN 1.164 -0.011
InN 0.620 4.960 AlInN 1.464 -0.015

Arsenides [47]
GaAs 1.519 5.653 AlGaAs 0.055 0
AlAs 3.099 5.665 InGaAs 0.477 0
InAs 0.417 6.058 AlInAs 0.700 0

Phosphides [47]
GaP 2.886 5.450 AlGaP 0 0
AlP 3.630 5.467 InGaP 0.650 0
InP 1.423 5.869 AlInP -0.480 0

Antimonides [47]
GaSb 0.812 6.095 AlGaSb -0.044 0
AlSb 2.386 6.135 InGaSb 0.415 0
InSb 0.235 6.479 AlInSb 0.430 0

Tellurides [48]
CdTe 1.560 6.480 - - -
ZnTe 2.310 6.103 - - -

Selenides [48]
CdSe 1.910 6.220 - - -
ZnSe 5.740 2.830 - - -

Si [49] 1.560 5.431 - - -

Ge [49] 0.665 5.655 - - -
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2.1. General properties

This results in very similar optoelectronic properties. More specifically, the bandgaps of

both polymorphs exhibit a wide coverage of the spectrum, ranging from 0.77 eV for InN up to

6.3 eV for AlN, passing through 3.47 eV for GaN (Table 2.2), all in wurtzite phase. Similarly,

the range in the zincblende phase goes from 0.62 eV for InN, to 3.27 eV for GaN, and up to 6.25

eV for AlN (Table 2.2).

A complete description of the bandgaps, and the lattice parameters, for the three AxB(1−x)N

ternaries can be carried out with Vegard’s law

PAxB(1−x)N = xPAN + (1− x)PBN − x(1− x)bAxB(1−x)N, (2.1)

where PAxB(1−x)N is the bandgap, or lattice parameter, of the alloy, PAN and PBN the same for

the AN and BN binaries entailing the AxB(1−x)N alloy, with bowing parameter bAxB(1−x)N and a

composition of A and B can be Ga, Al, or In.

Fig. 2.3 shows a plot of the bandgaps of these three materials for both polytypes, along

with the ternaries in between them as a function of composition and lattice parameter a calculated

using Eq. (2.1) with data from Table 2.2. Arsenides, phoshides, antimonides, tellurides, Si

and Ge are added for comparison.
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Fig. 2.3. (a) bandgaps of GaN, AlN, InN and their ternaries for wurtzite and zincblende and a
comparison (b) with different materials. Calculated with Eq. (2.1).

Fig. 2.3 illustrates one of the greatest advantages of nitrides over other semiconductors.

The wide range of bandgaps they cover, from infrared through the whole visible spectrum and up

to the ultraviolet, is partly what translates into the wide range of applications in which they are

used. Moreover, the bandgaps of nitrides are direct for most of that outstandingly wide range.
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Chapter 2. Nitride Semiconductors: Properties and Applications

For wurtzite nitrides, the whole system exhibits direct bandgaps, contrary to arsenides,

phosphides, and antimonides, where the Al binaries, and ternaries containing certain amounts

of it, display indirect bandgaps. Unfortunately, nitrides in the zincblende phase also suffer from

this problem, having AlN and ternaries with high contents of Al with indirect bandgaps.

Additionally, the figure also points out one of the main disadvantages of nitrides. While

the rest of the material systems exhibit lattice constants that area close to each other, nitrides

are farther away towards smaller lattice parameters. This makes it more difficult to integrate

them with existing technologies based on the other semiconductor groups due to the large lattice

mismatch. Finally, other general properties of nitrides are shown in Table 2.3.

Table 2.3. General properties of nitride semiconductors. Data taken from [39] unless stated
otherwise.

Properties
Wurtzite

GaN AlN InN

Breakdown field in MV/cm
3.5 [50] 4[51] -
5 [52] 5.84 [53] -

Electron affinity in eV 3.9 [54] 1.44 [54] 5.5 [54]

Dielectric constants
∥c 10.4 ∥c 9.32 ∥c 13.1
⊥c 9.5 ⊥c 7.76 ⊥c 14.4

Effective electron mass
m

∥
e = 0.2m0 m

∥
e = 0.35m0 [55] m

∥
e = 0.138m0 [55]

m⊥
e = 0.2m0 m⊥

e = 0.25m0 m⊥
e = 0.141m0 [55]

Effective hole mass

m
∥
hh = 1.1m0 m

∥
hh = 3.13m0 [56] m

∥
hh = 2.493m0 [55]

m⊥
hh = 1.6m0 m⊥

hh = 10.42m0 [57] m⊥
hh = 2.661m0 [55]

m
∥
lh = 1.1m0 m

∥
lh = 4.41m0 [55] m

∥
lh = 2.493m0 [55]

m⊥
lh = 0.15m0 m⊥

lh = 0.35m0 [55] m
∥
lh = 0.196m0 [55]

Zincblende

GaN AlN InN

Breakdown field in MV/cm ∼5 [58] -
Electron affinity in eV 3.4 [54] 2.08 [54] 5.2 [54]
Dielectric constants 9.7 [58] 9.56 8.4

Effective electron mass m
∥
e = 0.13m0[55] m

∥
e = 0.23m0 m

∥
e = 0.13m0 [55]

Effective hole mass
m

[001]
hh = 0.8m0 [59] m

[001]
hh = 1.02m0 [55] m

[001]
hh = 1.18m0 [55]

m
[001]
lh = 0.21m0 m

[001]
lh = 0.37m0 [55] m

[001]
lh = 0.21m0 [55]
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2.2. Polarization properties

2.2 Polarization properties

Spontaneous and piezoelectric polarization are two properties that the nitride semicon-

ductors exhibit due to the symmetry of their unit cells. These two kinds of polarization are

strong enough that can significantly affect device performance in both negative and positive

ways. Therefore, it is of significant importance to understand such effects.

Consider the ball and stick representation of the nitrides’ tetrahedra with the staking planes

displayed horizontally, i.e., wurtzite’s [0001] or zincblende’s [111] directions pointing upwards, in

Fig. 2.4.

Fig. 2.4. Nitride tetrahedra showing compressive strain, no strain, and tensile strain along the
[0001]wz||[111]zb axes. Adapted from [60].

The differences in electronegativity between the centered metallic cation and the N atoms

at the corners causes electrons to be close to the corners of the tetrahedrons. This brings about

a polarization P0 towards the metallic atoms in the center, where the vertical components of

the triple bounds on the bottom cancel out the polarization due to the vertical bond when the

tetrahedron is ideal.

However, this does not hold when, for example, there is tensile or compressive strain along

the plane formed by the three N atoms below in the figure. In such a case, there is a net

polarization resulting from the vertical Ga-N bond and the vertical components of the other

three bonds. With tensile strain, there is a resulting polarization pointing upwards, whereas

compressive strain causes a polarization pointing downwards.

This causes is the so called piezoelectric effect and generates a polarization P pz in the bulk

material whose components are defined by [60]

P pz
i =

∑
j,k

eijkεjk, (2.2)
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where eijk are the piezoelectric coefficients, components of the third-rank piezoelectric tensor e

and εjk the components of the second-rank strain tensor ε. Eq. (2.2) stands for 3 equations,

each with 9 terms on the right-hand side for a total of 27 piezoelectric coefficients.

Using Voigt notation, however, eijk can be reduced to eij and εjk to εj [61], so that Eq. (2.2)

can be rewritten as

P pz
i = eijεj, (2.3)

which in matrix form is

Px

Py

Pz


pz

wz

=

 0 0 0 0 e15 0

0 0 0 e15 0 0

e31 e31 e33 0 0 0





εxx

εyy

εzz

εyz

εxz

εxy


, (2.4a)

Px

Py

Pz


pz

zb

=

0 0 0 e14 0 0

0 0 0 0 e14 0

0 0 0 0 0 e14





εxx

εyy

εzz

εyz

εxz

εxy


, (2.4b)

for wurtzite and zincblende, using their respective point group symmetry to simplify the reduced

piezoelectric tensor [61], leaving three distinct coefficients for the former and one for the later.

Moreover, εxx, εyy, εzz are tensile or compressive strain components along the x, y, and z axes,

respectively, and εyz, εxz, and εxy are the shear strain components.

It is important to notice that, in wurtzite geometry, the x axis points to the normal to the

so-called m-plane (11̄00), the y axis to the normal to the a-plane (112̄0), and the z axis to the

c-plane (0001) [39]. As for zincblende, x||[100], y||[010] and z||[001].

By solving the matrix multiplication in Eq. (2.4), one getsPx

Py

Pz


pz

wz

=

 e15εxz

e15εyz

e31(εxx + εyy) + e33εzz

 , (2.5a)
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Px

Py

Pz


pz

zb

=

e14εyze14εxz

e14εxy

 . (2.5b)

In epitaxially grown nitrides, such as the subject of this work, shear strain can be considered

non existent. Thus, in zincblende, due to Eq. (2.5b), polarization along all directions is 0. The

same goes for wurtzite along the [11̄00]m and [112̄0]a directions according to Eq. (2.5a). The

only term left is then polarization along the z axis in wurtzite

P pz
z = e31(εxx + εyy) + e33εzz. (2.6)

With the help of the generalized form of Hooke’s law [62]

σij =
∑
kl

Cijklεkl, (2.7)

where σij are the components of the second-rank stress tensor σ and Cijkl the components of the

fourth-rank elastic tensor C and represents the elastic stiffness constants of the crystal.

Although there are a total of 81 stiffness coefficients, they can be reduced due to symmetry

of the crystal class to 36 so that, with Voigt notation, Hooke’s law can be rewritten in a simplified

form as follows

σi =
∑
j

Cijεj, (2.8)

where σij was reduced to σi in the same manner. In matrix notation, for wurtzite, Eq. (2.8)

can be rewritten as [15]



σxx

σyy

σzz

σyz

σxz

σxy


=



C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C11−C12

2





εxx

εyy

εzz

εyz

εxz

εxy


. (2.9)

If the crystal is stressed in the (0001) plane, and allowed to expand or compress in the

[0001] direction, i.e., if the growth direction is along the c axis, then σxx and σyy are the only

non-zero components of σ and Eq. (2.9) has only three nonvanishing terms
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σxxσyy

0

 =

C11 C12 C13

C12 C11 C13

C13 C13 C33


εxxεyy
εzz

 . (2.10)

With biaxial strain, which is the case for epitaxial films [60], εxx = εyy leads to

σxxσyy

0

 =

(C11 + C12)εxx + C13εzz

(C11 + C12)εxx + C13εzz

2C13εxx + C33εzz

 , (2.11)

whose third equation describes the Poisson effect

εzz = −2C13

C33

εxx. (2.12)

Combining Eq. (2.12) and Eq. (2.6) yields

P pz
z = 2εxx

(
e31 − e33

C13

C33

)
, (2.13)

which describes the piezoelectric polarization in terms of four material constants and εxx, which,

in turn, represents the ratio of change of the in-plane lattice constant.

For pseudomorphic epitaxial films, that can be described by

εxx =
as − ar
ar

, (2.14)

where as and ar are the strained lattice constant of the epitaxial film and its relaxed value.

Piezoelectric polarization is sometimes also treated in terms of the piezoelectric moduli

dijk, whose reduced form with Voigt notation is dij, as follows [62]

P pz
i =

∑
j

dijσj. (2.15)

Due to crystal class symmetry, dij has the exact same shape as eij, and, with the help of

Eq. (2.8), they can be related as [60]

eij =
∑
k

dikCkj. (2.16)
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Writing Eq. (2.15) in matrix form

Px

Py

Pz


pz

=

 0 0 0 0 d15 0

0 0 0 d15 0 0

d31 d31 d33 0 0 0





σxx

σyy

σzz

σyz

σxz

σxy


(2.17)

and using the same considerations as before for epitaxially growth on the wurtzite c-plane (σzz =

σyz = σxz = σxy = 0), it is clear that only one component of P pz is left

P pz
z = 2d31σxx. (2.18)

Then, from Eq. (2.8)

σxx = (C11 + C12)εxx + C13εzz. (2.19)

Finally, with the aid of Eq. (2.12), Eq. (2.19) can be rewritten as

σxx = εxx

(
C11 + C12 − 2

C2
13

C33

)
, (2.20)

to, similarly to Eq. (2.13), finally obtain the polarization component left in terms of five material

constants and εxx

P pz
z = 2d31εxx

(
C11 + C12 − 2

C2
13

C33

)
. (2.21)

Ga

GaN GaNAlN

N

N

Ga

Al

N

N

Al

Al

N

N

Al

Ga

N

N

Ga

Fig. 2.5. GaN/AlN/GaN interfaces showing the directions of the spontaneous polarization and
the difference formed at the interfaces. Adapted from [60].
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As for spontaneous polarization, consider the schematic representation of the GaN/AlN/-

GaN double interface along the c axis of wurtzite in Fig. 2.5. Due to the greater electronegativity

difference of AlN compared to that of GaN’s, the polarization in AlN is consequently greater. In

the bulk of either material there is not any net polarization; however, at the interface between

two nitrides, there is a net difference between the two values of polarization, and therefore, this

results in accumulation of charges across the interface.

The total polarization is then

PT = P pz
z + P sp

0 , (2.22)

where P pz
z is the piezoelectric polarization described by Eq. (2.13) or Eq. (2.21) and P sp

0 is the

difference of spontaneous polarization across a junction. Values of P sp
0 , eij, and Cij are shown in

Table 2.4.

Table 2.4. Spontaneous polarization P sp
0 (C/m2), piezoelectric eij (C/m

2), and elastic Cij (GPa)
coefficients for wurtzite nitrides.

P sp
0 e31 e33 e15 C11 C12 C13 C33 C44 Reference

GaN -0.034a
0.17 0.29 0.10 359.4 129.2 92.0 389.9 98.0 [63]
-0.14 1.15 -0.22 359.7 129.9b 104.6 391.8 99.6 [64]

AlN -0.090a
-0.58 1.55 -0.48 345.0 125.0 120.0 395.0 118.0 [65]
-0.58 1.39 -0.29 410.0 140.0 100.0 390.0 120.0 [66]
-0.60 1.34 -0.32 402.5 135.6 101.0 387.6 122.9 [67]

InN -0.042a -0.41a 0.81a
227.0 114.0 94.0 242.0 48.0 [68]

70.0a 205.0a

aReference [69]
bValue not given in reference. Calculated trough the relationship C66 =

C11−C12

2

2.3 Applications of nitride semiconductors

There are two important areas in which nitride-based optoelectronic devices are used. Both

of those are heavily affected by the so called built-in electric fields due to the polarization effects

across junctions discussed in the previous section.

2.3.1 Power electronics applications

Due to the high breakdown voltage of nitrides (Table 2.3), compared to the typically used

Si (0.3 MV/cm [49]) or GaAs (0.4 MV/cm [70]), they are used as a base for the high-electron-
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mobility transistor (HEMT), often sought for high-power electronics. For this kind of application,

research is mainly focused on enhancing the piezoelectric response so that the amount of electrons

in the channel increases [71–73].

A HEMT is a field-effect transistor that works using a heterojunction between two materials

with different bandgaps [74]. Due to band bending at the junction, a quantum well (QW) is

created, where electrons are confined vertically but free to move horizontally. This is known

as a two-dimensional electron gas (2DEG) and serves as the transistor’s channel in a HEMT

(Fig. 2.6).

+
+

-

--

+

AlGaN GaN
Gate
contact

Fig. 2.6. Band structure at an AlGaN/GaN junction. Adapted from [75].

In a nitride-based HEMT, typically a pseudomorphic AlGaN barrier layer is used on top of

a fully relaxed GaN buffer layer, as shown in Fig. 2.7 along with polarization, both spontaneous

and piezoelectric. The positive charges +σ = ∆P at the interface from the AlGaN side attract

electrons on the GaN side, and confine them in the 2DEG.

AlGaN barrier

GaN buf fer

2DEG attracted
by the positive 

charges
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polar charges

Negative net
polar charges

+
-
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Fig. 2.7. Strained AlGaN on a relaxed GaN buffer showing the directions of polarization.
Adapted from [75].

The amount of electrons in the 2DEG is approximately the same as the positive charge
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carriers at the interface [75], which can be estimated by

∆P = P pz,AlGaN
z + P sp,AlGaN

0 − P sp,GaN
0 . (2.23)

Using Vegard’s law to estimate the spontaneous polarization as follows

∆P (x) = −0.090x− 0.034(1− x)− 0.019x(1− x). (2.24)

where x is the molar fraction of Al in AlxGa(1−x)N and 0.019 is its bowing parameter for sponta-

neous polarization [60]. Using, for instance, an Al content of 30 %, results in PAlGaN
0 = −0.05479.

With the help of Eq. (2.1) to calculate a (and thus εxx with Eq. (2.14)), e31, e33, C13, and C33

yields Pz = −0.00948 C/m2 (Eq. (2.13)) for the AlGaN alloy. With that value combined with

spontaneous polarization, the total polarization across the junction is ∆P = −0.02229 C/m2,

which, in turn, yields an electron concentration of about 1.39×1013cm−2 (dividing ∆P by the

elementary charge q). Experimental values in that range have already been reported in the lit-

erature [76–78], along with a more precise estimation of the carrier density ns at the 2DEG by

Ambacher et al. [76]

ns =
∆P

q
−
(
ϵ0ϵ

tq2

)
(qϕB + EF −∆Ec), (2.25)

ϵ0 is the vacuum permittivity, ϵ and t the dielectric constant and thickness, respectively, of

AlGaN, ϕB the height barrier of the gate contact, Ef the Fermi level, and ∆Ec the offset of

conduction band at the junction. A plot of Eq. (2.25) as function of Al content in AlGaN is

shown in Fig. 2.8 for three different AlGaN values of thickness.

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 01 0 1 2

1 0 1 3

1 0 1 4

n s/
cm

-2

A l  c o n t e n t

 3 0  n m
 2 0  n m
 1 0  n m

Fig. 2.8. Sheet carrier density at the 2DEG formed at an AlGaN/GaN junction with different
Al contents. Plotted with data from [76].

As seen from Eq. (2.25), there are different means to increase ns other than increasing
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the polarization difference across the junction. For instance, the thickness of the barrier can be

increased. Yet, care must be taken because, if t reaches and crosses the critical thickness, the

ternary layer may relax, causing crystallographic defects and reducing P pz
z . Additionally, ∆Ec

can be increased by using higher Al contents.

Since the electrons at the channel are induced by polarization, there is no need for doping

at the GaN layer. Therefore, the lack of positively charged donors reduces electron scattering,

with which mobilities up to 2000 cm2/Vs are achieved at room temperature [79].

A finalized representation of a HEMT is shown in Fig. 2.9, showing the all its main

components. First, a substrate, typically sapphire, SiC or Si, on top of which a thin nucleation

layer is grown to improve quality. Then, a GaN buffer layer, where the channel is located below

the junction with the AlGaN barrier. Finally, gate, drain, and source to connect the device and

a pasivation layer to protect it are deposited.

Substrate

GaN or AlN nucleation

GaN buffer 2DEG

AlGaN barrier

Source DrainGate
SiN pasivation

Fig. 2.9. HEMT structure showing the basic components. Adapted from [80].

2.3.2 Zincblende nitrides in power electronics

It has been discussed that the 2DEG forms naturally at the AlGaN/GaN junction without

the need of an applied bias [9]. This behavior describes a normally-on HEMT, which work

nicely in low-voltage applications. Nevertheless, when higher voltages are required for power

switching, normally-off (no conduction at 0 bias) devices are preferred due to higher safety [13].

A normally-off HEMT is also referred to as enhancement mode HEMT (E-HEMT) [10].

Different approaches have been made in order to produce nitride E-HEMT: using a recessed-

Gate [10], F-ion implantation [12], and inserting a p-type GaN layer above the barrier [13]. All

three approaches seek to deplete the 2DEG so that there is no current flowing between drain and

source unless a positive gate bias is applied. In the first approach, the thin AlGaN resulting from

recessing the gate do not provide enough carriers to the buffer and the 2DEG is not even formed.
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Fig. 2.10. p-n junction before and after metallurgical contact. Adapted from [81].

Furthermore, in the ion implantation approach, the potential created by the negatively charged

F ions implanted below the gate leads the electronic bands (see Fig. 2.6) to move upward,

preventing also the formation of the 2DEG. Finall, much like in the band diagram shown in

Fig. 2.10, the p-GaN insertion approach causes a lift the energy bands, yielding the same result

as F ion implantation.

These methods for preventing the formation of a 2DEG at 0 gate bias, nonetheless, require

a fine control of etching, implantation, doping, and growth. Recalling that Eq. (2.5)b indicates

that zincblende nitrides are naturally polarization-free, using this phase instead of wurtzite is a

sound proposition to produce reliable E-HEMT [9]. In this case, there is no need for complicated

procedures such as etching or ion implantation, since the absence of built-in electric fields avoids

the formation of a 2DEG.

2.3.3 Light emitters

As mentioned before, the bandgaps of the nitride semiconductor system span a wide range

from approximately 0.7 to 6.2 eV, covering the infrared region, the entire visible, and part of

the ultraviolet spectrum (see Fig. 2.3). Therefore, they offer a great option as light emitters for

various applications. While the active region of modern light emitters is a quantum well, their

working principle is similar to that of traditional semiconductor devices.

Traditional semiconductor light emitters operate based on a light-emitting diode formed by

a p-n junction, which is achieved when a p- and an n-type materials are brought into metallurgical

contact. At the junction, electrons from the n-type side and holes from the p-type side diffuse

23



2.3. Applications of nitride semiconductors

towards the junction, where they recombine. This ongoing process leads to the accumulation

of positive charge due to uncompensated, immobile donors in the n-type region. Conversely,

negatively charged acceptors are left in the p-type side with no holes to neutralize their charge

[81].

This creates a so-called depletion region devoid of free carriers and a built-in electric field

Ebi (with corresponding potential difference Vbi) across the junction, inducing a drift current that

opposes diffusion until there is no net current. The band diagrams of this region is shown before

contact in Fig. 2.10(a) and after contact Fig. 2.10(b), where a qVbi barrier at the junction is

established at the junction, with q the elementary charge.

Under equilibrium, i.e., no injected carriers, the Fermi EF level across the junction remains

constant, and the electron n and hole p concentrations at a temperature T are given by [81]

n = ni exp(
EF − Ei

kT
) (2.26a)

p = ni exp(
Ei − EF

kT
), (2.26b)

where ni is the intrinsic carrier concentration, Ei is the intrinsic Fermi level, and k is the Boltz-

mann constant. Moreover, the product

pn = n2
i (2.27)

holds.

Fig. 2.11. Biased p-n-junction. Adapted from [81].

When, an external forward bias Va is applied, the equilibrium breaks due to the injected

charge carriers, leading to the band diagram in Fig. 2.11. In such a case, the external electric

field decreases the barrier height by qVa and splits the Fermi level to account for the excess charge

carriers on both sides of the junction, leaving a quasi-Fermi level EFn for electrons on the n-type

side and a quasi-Fermi level EFp for holes on the p-type side, where

EFn − EFp = qVa (2.28)
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Chapter 2. Nitride Semiconductors: Properties and Applications

Taking these two new quasi-Fermi levels into account, the new charge carrier concentration is

n = ni exp(
EFn − Ei

kT
) (2.29a)

p = ni exp(
Ei − EFn

kT
), (2.29b)

with their product

pn = n2
i exp(

EFn − EFp

kT
). (2.30)

With Va > 0, it follows from Eq. (2.28) and Eq. (2.30) that the product pn > n2
i

increases exponentially with applied bias. Thus, the depletion region, devoid of charge carriers

under equilibrium, now finds itself flooded with excess electrons and holes that can recombine

radiatively, generating a photon with energy hν = Eg + kT , where h is Plank’s constant. For

practical reasons, kT is usually ignored so that

hν = Eg. (2.31)

Although radiative recombination recombination may occur inside the p- or n-type materi-

als alone, the amount of holes in the n-type, or free electrons on the p-type, material is extremely

low that the amount of times recombination happens is not enough for it to make a properly

functional device. At the junction, however, both charge carriers are found in enough quantities,

as depicted in Fig. 2.12(a).
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Fig. 2.12. Profile of a p-n-junction. Adapted from [82].

Since the amount of light being emitted by a solid-state device depends on the amount

of times radiative recombination takes place, and this, in turn, depends on the amount of car-

riers at the active region of the device, it is imperative to increase carrier concentration to

increase efficiency [82]. In the first place, a double heterostructure can be used, in which an

undoped material, e.g., GaN (InN), is sandwiched in between an n-type and a p-type layer of

a larger-bandgap material, e.g., AlN (GaN). This creates an electronic band structure as shown

in Fig. 2.12(b) that traps electrons and holes inside the samller-bandgap material, increasing
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2.3. Applications of nitride semiconductors

considerably radiative efficiency.

Moreover, if the thickness of the central layer, LW is reduced to the order of the de Broglie

wavelength, a quantum well as depicted in Fig. 2.12(c) is formed. The potential barriers con-

fine carriers to two-dimensional movement, producing sharper carrier densities and increasing

even more the efficiency of the device. Using a thin layer, additionally, allows for the use of

higher bandgap differences (through the use of different compositions) since reaching the critical

thickness is avoided. Fig. 2.13 show the representation of GaN/InGaN/GaN and AlGaN/-

GaN/AlGaN QW structures. Finally, due to the confinement, the allowed states within the well

are pushed to higher energies above (below) the edge of the conduction (valence) band, so that

higher-energy emission can be attained. Eq. (2.31) then becomes [83]

hν = Eg + e−1 + h+1 , (2.32)

where e−1 and h+1 are the first allowed energy states for electrons and holes in the conduction and

valence bands, respectively.

SubstrateSubstrate

GaN or AlN nucleation

AlN buffer 

p-type AlGaN barrier

n-type GaN barrier

GaN or AlN nucleation

GaN buffer 

p-type GaN barrier

GaN well

n-type AlGaN barrier

InGaN well

(a) (b)

Fig. 2.13. Quantum well structure used for light emitters using the (a) GaN/InGaN and (b)
AlGaN/GaN systems. Adapted from [84, 85].

2.3.4 Zincblende nitrides in light emitters

The results of polarization effects are more notorious in light emitters than they are in power

electronics. The strong electric fields generated at AlGaN/GaN and GaN/InGaN junctions bend

the electronic bands even before applying a bias. For example, these electric fields can have

magnitudes of a few MV/cm for a QW with well width of 10 nm and composition up to 30 % In

in a GaN/InGaN/GaN structure.

There are two main consequences of band bending due to electric fields. First, the emission
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Chapter 2. Nitride Semiconductors: Properties and Applications

(a) (b)

Fig. 2.14. Band structure of a QW (a) with and (b) without polarization. Adapted from [86].

undergoes a red shift due to the reduction of the transition energy between the first electron and

the first hole levels. This phenomenon is referred to as quantum confined Stark effect (QCSE)

and is somewhat screened when forward bias is applied, leading to a blue shift [82]. Fig. 2.14

shows a schematic representation of the band bending due to the built-in electric field Ebi and
the caused red shift (hν2 > hν1) of the emission due to the transition between the first allowed

states in the conduction e−1 and valence h+1 bands QW.

The emission energy considering the QCSE writes [87]

hν = Eg,well + e−1 + h+1 − qEbiLW , (2.33)

where the term qEbiLW accounts for the red shift. For a thin well (LW < 2 nm) the effect is

relatively weak; however, for thicker wells, the emission energy hν is potentially smaller than the

bandgap of the bulk material that constitutes the well [82].
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Fig. 2.15. Evolution of the squared modulus of the overlap integral with well thickness with and
without built-in electric field for an InGaN/GaN QW with 17 % In content. Data from [87].
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2.3. Applications of nitride semiconductors

Furthermore, because the radiative recombination rate Rr depends on the overlap of the

envelopes of the electron and hole wavefunctions fe and fh [87]

Rr ∝
∣∣∣∣∫ fe(z)fh(z)dz

∣∣∣∣2 , (2.34)

when electrons and holes are pushed onto opposite sides of the well by the band structure

bending, non-radiative recombination processes gain the upper-hand and light emission efficiency

drastically decreases.

Although the effects of polarization can mitigated to a certain degree, complicated so-

lutions such as limiting well thickness (Fig. 2.15), growing on semipolar (112̄2) or nonpolar

(112̄0)/(101̄0) planes [14], or producing polarization-matched AlInGaN/GaN structures [11].

Once again, the zincblende phase offers a naturally polarization-free—seeEq. (2.5b)—alternative,

where common (001) growth directions can be utilized for simple heterojunction device fabrica-

tion, as the shown in previous sections.
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Chapter 3: State-of-the-Art Epitaxy of

Nitride Semiconductors

The growth of nitrides for their use in optoelectronic devices is commonly carried out by

epitaxial (from the Greek επι: epi, upon, attached to; and ταξισ: taxis, arrangement, order

[88]) techniques such molecular beam epitaxy (MBE) or metalorganic vapour phase epitaxy. In

that sense, epitaxial growth denotes the crystallization of atoms, or molecules, resulting in a new

phase (epilayer) whose orientation and crystalline structure is reliant on the substrate on which

it is being grown.

The epitaxial growth process is influenced by numerous factors, including the substrate

type, temperature, adhesion energy, and flux rates of the nitrogen and metal sources. Depending

on these factors, four main growth modes have been identified in epitaxial growth, namely Frank-

van der Merwe (FM), step flow, Stranski-Krastanov (SK), and Volmer-Weber (VW).

Frank-van der Merwe
(layer by layer)

Volmer-Weber
(Island growth)

Step flow growth

Stransky-Kranstanov

Fig. 3.1. Growth modes in epitaxy. Adapted from [89].

First, in the FM mode, the adatoms (atoms of the growing crystal) start nucleating at

various points over the substrate surface forming monolayer-thick islands. If adatom mobility

is sufficiently large, they are allowed to reach the edges of such nucleation points, making these

islands grow until they meet each other and coalesce. This results continuous layer-by-layer

growth. On a surface that is not a perfect facet, a related growth mode can be described. Due to

the misorientation from perfect atomic planes, ledges, or steps, naturally occur. In the so-called
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3.1. Molecular beam epitaxy generalities

step-flow mode, atoms arriving at the growth front diffuse to the energetically-favored steps,

producing a very smooth surface. In both cases, the interactions adatom-substrate is stronger

than those of adatom-adatom [89].

Conversely, the VW mode takes place when the atoms of the growing film are strongly

bound to each other, therefore not completely wetting the substrate’s surface, leading to the

formation of 3D islands [90]. These islands can coalesce to form a continuous layer, but their 3D

nature can result in strain and defects within the film. Finally, the SK mode can be considered

as a combination of the FM and VW growth modes. During the first stages, the incoming atoms

distribute uniformly on the surface, generating a layer-by-layer growth. If the lattice mismatch

between epilayer and substrate is large enough, stress accumulates as the film grows, until a

critical point is reached and lattice relaxation occurs. At this point, there is a transition to

island growth [91]. A schematic representation of the three modes during different stages of the

growth is shown in Fig. 3.1.

Using any of the three modes can have significant implications for the properties and

applications of the resulting epitaxial crystals. For instance, the SK mode can be used to produce

quantum dots [92, 93], whereas, the FM mode is preferred for high-quality thin films that are

suitable for the fabrication of quantum wells [94]. The VW mode, on the other hand, may be

desired to produce nanowires [95].

3.1 Molecular beam epitaxy generalities

As mentioned above, one of the two main techniques to achieve epitaxial growth of nitride

semiconductors is MBE, a versatile growth technique used to produce a variety of materials

entailing semiconductors, metals, and insulators [96]. There are a few reasons as to why MBE

stands out as a method for growing advanced epitaxial structures. To illustrate, MBE provides

a fine control over thickness, composition, and doping, allowing for high-quality, ultra-sharp

interfaces needed for low-dimensional structures [97].

There are a few fundamental factors allow MBE to produce such high quality materi-

als, namely the ultra-high vacuum (UHV) chambers, high-quality effusion cells, precise shutter

control it uses. Moreover, characterization techniques such as reflection high-energy electron

diffraction (RHEED) can be easily integrated to control the growth process in-situ.

First, the UHV conditions are required to prevent the contamination of the produced

semiconductor films. Theoretical estimations indicate that a typical background pressure of 10−10

Torr within an MBE system yields an incorporation of about 5×1017 cm−3 foreign atoms. Yet, the

30



Chapter 3. State-of-the-Art Epitaxy of Nitride Semiconductors

impurity levels observed in epitaxial layers grown under these conditions are significantly lower

than these predictions [98]. Moreover, the UHV environment ensures that the mass transport

from the sources maintains its beam nature, meaning there is no scattering between the source

species with residual gas molecules [99].

3.1.1 Growth setup

In order to accomplish such conditions, a standard MBE setup comprises three stainless

steel chambers employing various combinations of turbomolecular, diffusion, cryogenic, and ion

pumps. The incorporation of Ti sublimation pumps is also often utilized. All that pumping

is supplemented with an efficient baking out system [100] as well as a cryo-shroud cooled with

liquid nitrogen in the main chamber [99], resulting in the UHV environment needed.

The first chamber, referred to as load lock, acts as an interface between the UHV conditions

within the MBE setup and the ambient conditions outside. Through it, fresh substrates are

introduced and grown structures extracted. Usually, the primary degassing of the substrates is

also carried out there. Right after the load lock, a buffer chamber is used before the main chamber

in order to keep the latter as clean as possible. This second chamber is sometimes called analysis

chamber as it can accommodate surface characterization techniques, such as x-ray photoelectron

spectroscopy or Auger electron spectroscopy.

PumpingTo 
load-lock

RHEED 
gun

RHEED 
screen

Material sources
Ga, Al, In, As

Dopant sources
Mg, Si

Active N
source

Fig. 3.2. MBE schematic representation. Adapted from [101].

The main chamber, also growth chamber, contains all the material sources, along with

their shutters, observation ports, in-situ characterization techniques, and the substrate holder

with a heater. Here, the sources are heated to produce atomic, or molecular, beams that are
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3.1. Molecular beam epitaxy generalities

directed towards the substrate. The beams then condense on the substrate to form crystalline

layers, resulting in the growth of a new material or structure.

Impinging atoms

Nucleation
Desorption

Decomposition

Incorporation
to lattice

Diffusion

Fig. 3.3. Surfaces mechanisms happening in MBE. Adapted from [102].

Effusion cells are the responsible for providing the atomic/molecular beams. For condensed

sources, e.g., Ga, Al, In, and As, a modified Knudsen cell (larger openings than the ideal),

consisting of a crucible surrounded by an electrical oven, is used to heat up the source material

and vaporize it in order to produce the beam. Depending on the specifics of other needed

materials, different types of cells may be used. For example, the evaporation of refractory

materials or metal oxides require unconventionally high temperatures. In such cases, an electron

beam focused on the material surface is often used for the production of the beam [100].

Upon impinging on the heated substrate surface, materials from the sources can undergo

different processes. Most importantly, they can chemically react to incorporate into the growing

crystal, adsorb back to the growth chamber, or segregate before reacting or desorbing [103].

Moreover, if temperature is sufficiently high, bonds may break crystal and atoms can leave the

crystal lattice. Such mechanisms are depicted schematically in Fig. 3.3.

3.1.2 In-situ characterization by RHEED

As mentioned earlier, one of the advantages of growing films under UHV conditions in

MBE is its compatibility with various characterization techniques, including RHEED, enabling a

certain level of real-time control over film growth. In a RHEED setup, electrons from an electron-

gun diffract from the sample surface at grazing angles (1 to 3◦ [103]), producing a diffraction
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pattern on a phosphor screen in front. For a more detailed description on diffraction geometry,

the reader is referred to Section 4.1.

(a) (b) (c)

(d) (e)

Electron
beam

Electron
beam

Electron
beam

Diffracted
beams

Scattering
vectors

Scattering
vectorsRheed

streak

Rheed
spots

Rheed
streaks/spotsPhosphor

screen
Reciprocal lattice

rods

Reciprocal lattice
points

Diffracted
beams

Diffracted
beams

Phosphor
screen Scattering

vectors

Fig. 3.4. RHEED geometry (a) for a flat surface with reciprocal rods [103] and (b) a rough
surface with reciprocal points [104]. A top view is shown in (c) [103]. Experimental patterns
from (d) a flat [103] and (e) rough [105] surfaces reprinted with permission of Elsevier.

Because of the grazing angle, RHEED is a highly surface-sensitive technique, allowing

for the direct observation of the growth mode as the process takes place. For example, in the

case of layer-by-layer growth, the resulting flat surface gives rise to rods perpendicular to the

surface in reciprocal space, as only a few atomic layers participate in diffraction. However,

due to the spread in electron energy, atomic vibrations, and the relatively large size of the

scattering vector compared to the interplanar distance, the resulting diffraction pattern manifests

as a collection of vertically elongated streaks. Conversely, during island growth mode, RHEED

electrons undergo transmission, resulting in a distinctive spotty pattern that is characteristic

of atomic-scale roughening [104]. Fig. 3.4 illustrates the RHEED geometry from side and top

views, showcasing a measured streaky and spotty pattern.

Moreover, the presence of dangling bonds on the surface of a material leads atoms to

rearrange, or reconstruct, in order to reduce the surface energy [106]. This process generates a

new mesh different from the bulk that depends on various factors such as crystalline orientation,

temperature and flux of incoming atoms to the surface [103]. The new mesh, in turn, generates its

own reciprocal space and is, consequently, observed in a RHEED pattern. Identifying a specific

reconstruction (e.g. GaAs (hkl) (nR ×mR) where hkl indicates the surface orientation with a

reconstructed primitive cell nR and mR times larger than the bulk along x and y, respectively

[106]), allows for the description of certain properties of the growing film. For instance, the
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3.2. Growth of nitrides by MBE

(2×4) reconstruction in GaAs suggests high-quality, layer-by-layer growth [107], whereas the

(3×3) reconstruction in AlN indicates N-polarity [108].

Finally, the evolution of the electron beam intensity as a function of time from various

diffraction features is routinely used to measure growth rate, alloy composition, migration rates,

and growth kinetics [103]. This is mainly because RHEED intensity is heavily dependent on the

growth stage. Illustratively, a few steps can be observed during the growth of each monolayer.

Initially, as the new film begins to crystallize, multiple nucleation centers appear, which act

as scattering points. Thus, RHEED intensity decreases during the first half of the monolayer,

which corresponds to the point of maximum disorder and, therefore, minimum intensity. As

the islands coalesce, scattering gradually decreases and the long-range order rises. As a result,

RHEED intensity progressively surges until it reaches its initial value, completing one cycle of 1

monolayer equivalent to one RHEED oscillation.

3.2 Growth of nitrides by MBE

3.2.1 Plasma-assisted MBE

For the growth of nitride semiconductors, the supply of N is rather complex because of

the chemical stability of N2 molecules derived from the highly-energetic triple bond between

the N atoms. This renders the use of N2 as a gas source unfeasible; instead, nitrogen can be

supplied in the form of NH3 (ammonia) or N plasma. In the case of the former, the usually-

high temperatures used to growth AlGaN (∼750–800 ◦C) provides sufficient energy to break the

NH3 molecule, releasing H and allowing the N atoms to react with the adsorbed metals on the

substrate surface. For lower the lower temperatures (∼600 ◦C) required for InGaN, however,

it is sometimes not enough to do this process efficiently, so that increasing NH3 flow becomes

imperative [99].

Alternatively, a radio-frequency (RF) plasma source can used to crack the inactive N2 into

active species, entailing atomic and molecular ground and excited states (N, N*, and N2*) as

well as ionic (N+ and N2
+) and other short-lived species [102, 109]. Because of their high energy,

ions and electrons generated in the plasma are prone to damaging the growing films; therefore,

current RF sources include ion deflectors to deflect these charged species away from the substrate

[99]. When a RF plasma source is employed, the technique is referred to as plasma-assisted MBE

(PAMBE).
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3.2.2 PAMBE growth of nitrides

The growth of nitride semiconductors is influenced by two crucial parameters: stoichiome-

try, which refers to the metal/N ratio, and substrate temperature. These parameters determine

the growth regime, which can be categorized into three main regimes: N-rich, Ga-rich, and Ga-

droplets. The structural, morphological, and optoelectronic properties of the resulting crystals

are highly sensitive to the specific growth regime, and extensive discussions have taken place

regarding this relationship for both wurtzite and zincblende nitrides.

Although the growth kinetics of these relations are not completely understood, there is a

general consensus that reason for the profound effects of these two growth parameters on film

properties are due to the changes in Ga adatom mobility, since mobility of active N species

is already hindered by its high activation energy (four times that of Ga) [102]. Consider the

changing growth conditions described by the vertical arrow in Fig. 3.5(a), where the three

growth regimes are depicted as function of substrate temperature and Ga flux for wurtzite GaN.

On the lower end, the small Ga flux leads to N-rich conditions (Ga/N < 1). In this environment,

the large amount of highly reactive N species on the growth front causes incoming Ga atoms to

react before having time to reach an energetically favorable position, favoring the nucleation of

stacking faults and islands [102]. Consequently, 3D growth takes place, producing crystals with

a surface characterized by a high density of pits, as shown in Fig. 3.5(b).

As Ga flux increases and the conditions are changed to only slight N-rich conditions (depen-

dent on temperature), this effect diminishes. Moreover, further up into the intermediate regime,

the reduction of readily available N active species allows Ga adatoms to be highly mobile and

diffuse to more energetically favored positions. This results in 2D growth taking place with the

subsequent planarization of the surface (Fig. 3.5(c)) and reduction of stacking faults and point

defects [102]. Nevertheless, if Ga flux is still not sufficiently high, there is still the appearance of

pits, albeit with lower density than under N-rich conditions.

Additionally, the formation of a Ga wetting layer has been widely described [110–112].

Generally, the highest crystalline qualities and flatters surfaces have been obtained with Ga

coverage up to 2.5 monolayers. However, if the excess Ga is not thermally desorbed back from

the surface, e.g. when the Ga flux is too high, Ga accumulates to produce metallic droplets on

the surface, which is detrimental to the film quality [112–114]. Fig. 3.5(d) and Fig. 3.5(f) show

a side and top view of a surface obtained from a GaN film grown by PAMBE under Ga-droplet

regime, where a surface with Ga droplets and no pits is observed.
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Fig. 3.5. (a) stoichiometric regimes for the growth of wurtzite GaN by PAMBE [110]. Colors
indicate different growth modes found in the three regimes, which are separated by blue curves.
Cross section SEMmicrographs of GaN grown in (b) N-rich, (c) intermediate, and (d) Ga-droplets
regimes. SEM from the surface of a GaN film grown in the Ga-droplets regime. (b)-(d) reprinted
from [111] with permission from AIP Publishing. (f) reprinted from [102] with permission from
John Wiley and Sons.

3.2.3 PAMBE growth of zincblende nitrides

It can then be argued that the best wurtizte thin films, in terms of crystalline structure and

morphology, are grown under metal-rich regime near the onset of droplet formation. Although

a detailed diagram such as the shown in Fig. 3.5(a) has not been reported for the zincblende

polytypes, it is a widespread agreement that the metal-rich conditions yield the best results for

this phase as well [26, 28, 115–117].

At and below standard pressure conditions, the zincblende polymorph is a metastable phase

due to its slightly higher internal energy compared to the wurtzite structure [18, 22]. Hence,

one of the main problems hindering the development of zincblende devices is the high amounts

of wurtzite inclusions and derived lower crystalline quality due to phase transitions toward the

more stable phase.

As discussed in the previous section, N-rich condition heavily limit Ga mobility, leading to

nucleation centers in energetically unfavorable positions, causing, among other defects, stacking

faults. Recalling from Fig. 2.2 that the main difference between the two structures is their

stacking sequence, it is clear that the stoichiometry during growth plays a very important role. In
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that sense, N-rich conditions generally induce the normal zincblende ABCABCABCABC stacking

sequence to change to wurtzite’s ABCABABABA or twined zincblende’s ABCABACBACB,

where the stacking faults are indicated in italicized, bold letters.

Moreover, this problem is exacerbated by the lack of native substrates available for the

zincblende phase. A wide range of results have been reported for the growth of zincblende

nitrides mainly on GaAs [29–31], 3C-SiC [26–28, 115], MgO [24, 25, 116]. Because of the lattice

mismatch (Table 3.1), the nitride epilayer strains and takes the parameters of these substrates

[118]. When a critical thickness is reached, the accumulated stress is enough so that the strained

atoms start relaxing to their natural lattice parameters (as schematically shown in Fig. 3.6),

leading to the so called misfit dislocations.

Table 3.1. Lattice parameters of common substrates used for the growth of zinclbende nitrides
and their mismatch calculated with Eq. (2.14) with as and ar the lattice parameters of the
substrate and relaxed epilayer, respectively. Lattice parameters for nitrides are taken from
Table 2.1.

Substrate Space group a/Å
Lattice mismatch/%
GaN AlN InN

GaAs [47] F4̄3m 5.653 25.54 29.30 13.97
3C-SiC [119] F4̄3m 4.350 -3.40 -0.50 -12.30
MgO [23] Fm3̄m 4.251 -5.60 -2.77 -14.29

Substrate

Epilayer

No interaction Strained Relaxed

Fig. 3.6. Dislocations generated due to relaxation of strained films. Adapted from [118].

In order to alleviate this problem, it is a common practice to first prepare a nucleation

layer with different parameters than the main growth. Aimed to mitigate relaxation effects, a

nucleation layer can have a significant influence on the subsequent growth. For instance, Yang

et al. [19] showed that, during the first stages of GaN growth on GaAs (001), it is preferable to

have several small nucleation centers instead of a few big ones achieved by a small Ga/N ratio.

According to them, the dislocations from one nucleation center annihilate with the dislocations

from another. Once few monolayers have been established, the growth takes place with the

usual parameters. In addition to that, Casallas-Moreno et al. [31] argued that maintaining an
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As4 overpressure during the first few monolayers aids in the control of relaxation, preventing

wurtzite inclusions that would otherwise propagate. They also showed that different polarities

yield different amounts of defects, with the Ga-polar directions [111] and [1̄1̄1] being more prone

to defects than their N-polar [1̄11] and [11̄1] counterparts.

Moreover, similar results have been demonstrated for MgO and 3C-SiC. For example,

Kakuda et al. [24] reported an increased phase purity of zincblende AlN on MgO (001) by using

a low-temperature GaN nucleation layer. Conversely, Zscherp et al. [28] demonstrated improved

roughness of zincblende GaN films on 3C-SiC (001) with the addition of a thin AlN nucleation

layer to gradually reduce lattice mismatch.
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Chapter 4: Diffraction from Nitride

Semiconductors

4.1 X-ray diffraction

4.1.1 General description

Ever since their discovery by Wilhelm Conrad Röntgen in 1895 [120], which awarded him

the very first Nobel prize in physics in 1901 [121], x-rays have been widely used in different

areas of science. In materials sciences, x-ray diffraction (XRD) is a common technique to assess

the crystalline structure of materials [122]. It involves probing the crystal with light whose

wavelength is close to the crystal’s lattice spacing [123], i.e., by x-ray generated by bombarding

a metal with electrons in an evacuated tube. In a simplified way, the electric field of the x-ray

primary beam impinging on the crystal exerts forces in the electrons of the crystal. Such forces

accelerate the affected electrons and, following classical electromagnetic theory, they act as new

radial sources of light whose wavelength is the same as the primary beam and is called scattered

radiation. Although experimental results demonstrate that some of the scattered radiation has

larger wavelength, this approach is sufficient to explain the most XRD techniques [124].

Fig. 4.1. Diffraction pattern found by W. Friedrich, P. Knipping, and M. Laue [125] from cubic
ZnS. Reprinted with permission from John Wiley and Sons.

39



4.1. X-ray diffraction

Since electrons from multiple atoms in the irradiated crystal are acting as sources of scat-

tered radiation, a diffraction pattern is produced due to the interference between the the different

sources. Such effect was first observed by Walter Friedrich, Paul Knipping, and Max von Laue

in 1912; Fig. 4.1 shows one of the first XRD patterns ever recorded from a face-centered cubic

ZnS crystal [125]. This observation, and subsequent description by Laue [126], rendered him the

Nobel prize in physics in 1914 [127].

4.1.2 Bragg’s law

A year later, in 1915, William Lawrence Bragg, proposed the, nowadays famous, math-

ematical model describing the geometry of diffraction by crystals [128], which ultimately led

him to win the physics Nobel prize that year along with his father, William Henry Bragg [129].

Consider the model in Fig. 4.2, representing three sets of planes with interplanar distance dhkl.

Four incoming x-ray beams are also represented impinging on two atoms in the first plane and an

atom on each of the two remaining planes. Additionally, the first two planes form a rectangular

grid, while atoms on the third plane are offset in the horizontal direction, to represent the most

simple case and a general one.

B
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P
R

LK
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1B

2

3

C

D

Q

Fig. 4.2. Geometry of Bragg’s law. Adapted from [130, 131].

Beams 1A and 1B, striking with angle θ0 on lattice points A and B and scattered in every

direction, produce constructive interference only at angles θ where the path difference AK−BL

is an integer multiple of incident beam’s wavelength A′. In Bragg’s description, the 0th-order

diffraction is considered, for which the incoming and diffracted beams’ paths are equal. This
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leaves [130]

AK− BL = ABcos θ0 − ABcos θ = 0, (4.1)

from which it follows that

θ0 = θ. (4.2)

In other words, constructive interference occurs at specular angles, with incidence angle

equalling diffracted angle. For this reason, in crystallographic jargon, XRD signals area usually

called reflections. Note that care must be taken, for the effect taking place is diffraction instead

of reflection.

Now consider the path difference between incoming beams 1A and 2, inciding on lattice

positions A and C. Once more, in order for constructive interference to occur, the path difference

CM+ CO must equals an integer multiple of the beam’s wavelength.

CM+ CO = nλ. (4.3)

Considering specular diffraction, from Eq. (4.2), CM=CO= dhkl sin θ, were dhkl is the

interplanar distance for planes with Miller indices hkl, the following equation, known as Bragg’s

law, is finally derived

2dhkl sin θ = nλ. (4.4)

Finally, consider the last case, where atoms do not form a rectangular grid. The path

differences between incident beams 2 and 3 on lattice points C and D is DP + DQ so that

constructive interference occurs when [131]

DP + DQ = CD(sin θ1 + sin θ2) = nλ. (4.5)

With θ1 = θ+ ϕ the angle between CP and CD, θ2 = θ− ϕ the angle between CD and CQ

(considering again Eq. (4.2)), ϕ the angle between CR and CD, all three as shown in Fig. 4.2.

Using the identity sin (A+B) = sinA cosB + cosA sinB

DP +DQ = CD(sin θ cosϕ+ cos θ sinϕ+ sin θ cosϕ− cos θ sinϕ) = 2CD(sin θ cosϕ). (4.6)

With CD cosϕ = dhkl, this once more yields

DP + DQ = 2dhkl sin θ = nλ (4.7)
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4.1. X-ray diffraction

for constructive interference. This means that Bragg’s law fulfills irrespective of the atomic

positions within a plane as long as the interplanar distance and diffraction angle are appropriate.

In some cases, it is convenient to incorporate the order of diffraction n into the interplanar

distance such that dhkl/n = dnh,nk,nl, where nh, nk, and nl are the so-called Laue indices (or

reflection indices) and often written just hkl without the factor n [132]. With that, the final

form of Bragg’s law is then

2dhkl sin θ = λ. (4.8)

Although deceptively simple, Bragg’s law is one of the most important equations in crystal-

lography. It allows for the interpretation of most x-ray diffractograms, especially when in vector

form.

Vector form of Bragg’s law

Bragg’s law in Eq. (4.8) describes the geometric condition for constructive interference

to occur in terms of the interplanar distance and the diffraction angle. It can also be expressed

using vector notation. Let s0 and s be unit vectors along the directions of the incident and

diffracted beams, as depicted in Fig. 4.3. Due to the incident and diffracted angles being the

same, the vector (s− s0) is normal to the diffracting planes, and therefore, parallel to Hhkl (see

Eq. (A.2) in Appendix A).

Fig. 4.3. Geometry of diffraction in vector notation. Adapted from [128].

With the moduli of both vectors (|s − s0| = 2 sin θ and |Hhkl| = 1/dhkl) and Eq. (4.8),

the ratio between the two vectors is

|s− s0|
|Hhkl|

= 2dhkl sin θ = λ. (4.9)
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Defining k = s/λ and k0 = s0/λ while rearranging yields

Q = k − k0 = Hhkl, (4.10)

which is Bragg’s law written in vector notation, where Q is the so-called scattering vector.

Eq. (4.10) illustrates diffraction in the context of the reciprocal lattice. It conveys that con-

structive interference, and therefore an XRD signal, occurs if Q coincides with a reciprocal space

point, which is defined by Hhkl.

4.1.3 X-ray diffraction geometry

In order to probe the reciprocal space, an x-ray source, detector, and sample are rotated

about different angles. A typical diffractometer is shown schematically in Fig. 4.4. The sample is

placed so that its surface coincides with the center of the so-called diffractometer circle. Typical

x-ray sources employed in XRD are Cr, Fe, Co, Cu, and Mo with wavelengths as shown in

Table 4.1. As for beam conditioning, different optics can be used. On the incident side, for

high-resolution XRD used in epitaxial films, a parabolic bent multilayer mirror is first used to

produce a nearly parallel beam (divergence of about 0.003◦ [123]). Then, a monochromator is

used to eliminate Kβ and Kα2. Typically 2- or 4-bounce Si or Ge crystals are employed for this

purpose. With an open detector, this is called a double-axis diffractometer. If a crystal analyser

is further added on the receiving side, the system is called a triple-axis diffractometer.

Sample

X-ray source Detector
Incident
optics

Receiving
optics

Fig. 4.4. X-ray diffractometer axes.
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Table 4.1. Commonly employed X-ray sources and their emission in nm. Data from [133].

Kα1 Kα2 Kβ

Cr 2.289700 2.293606 2.084870
Fe 1.936042 1.939980 1.756610
Co 1.788965 1.792850 1 .620790
Cu 1.540562 1.544390 1.392218
Mo 0.709300 0.713590 0.632288

4.2 Scan types

In the most general case, the variable controlling the length of Q is the angle between the

diffracted beam and the projection of the incident beam 2θ, while its direction is given by the

angle between the incident beam and the sample’s surface ω.

Fig. 4.5. Zincblende-GaN reciprocal space map available in XRD using Cu as an X-ray source.
The shaded areas shows the part of space that is inaccessible in reflection mode. Red dots
indicate forbidden reflections due to the structure factor of GaN—Eq. (4.15).

The most common measurements used for the III-N epitaxial films are based on probing

the reciprocal space by scanning either ω and 2θ in a coupled manner (ω-2θ scan), only ω (ω

scan), and combination of both (reciprocal space maps). Fig. 4.5 shows how the two types of

scan (as well as the so called 2θ scan, not common for epitaxial thin films) affect the length and

direction of the scattering vector Q.

Moreover, χ sets the inclination of the sample with respect to the direction normal to the

page, and ϕ the rotation around the vertical direction. By fixing ω and 2θ and couple scanning

χ and ϕ, a pole figure is produced.
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4.2.1 Coupled ω-2θ scan

Also known as radial scan, an ω-2θ entails rotating the incident beam and detector simul-

taneously at the same speed, effectively changing one ω step for every two steps in 2θ. With this,

the changing length of Q scans radially the reciprocal space as shown in Fig. 4.6. A coupled

scan reveals the presence of grains of a given phase, their orientation and lattice spacing [134].

More specifically, with the help of Eq. (4.8), the interplanar distance can be calculated from

any reciprocal-lattice point measured with an X-ray diffractometer if a signal appears at a given

θ.

Symmetrical

Assymetrical

Fig. 4.6. ω-2θ scan geometry showing symmetrical and asymmetrical scans before and after an
ω step.

Furthermore, the lattice parameters can be calculated from the interplanar distance, pro-

vided that the indices of the measured reflection are known. For example, for wurtzite (α =

β = 90, γ = 120, and a = b from Table 2.1), it follows from Eq. (A.15) that a∗ = 2/(
√
3a)

and c∗ = 1/c. Similarly, from Eq. (A.16), α∗ = β∗ = 90 and γ∗ = 60. Then, with Eq. (A.4),

the relation between lattice parameters and the interplanar distance measured by XRD is finally
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derived as

1

dwz
hkl

=

√
4

3

(
h2 + k2 + hk

a2

)
+
l2

c2
. (4.11)

Similarly, for zincblende (α = β = γ = 90, and a = b = c), the reciprocal lattice vectors’

magnitudes a∗ = b∗ = c∗ and angles α∗ = β∗ = γ = 90 can be obtained, so that

1

dzbhkl
=

√
h2 + k2 + l2

a2
. (4.12)

Moreover, changes in lattice spacings can be identified by θ shifts and be associated with

composition gradients or strain [134]. If the film quality is sufficiently high, the so-called thickness

fringes allow for the quantification of the epilayer’s thickness.
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(a) (b) (c)

(d) (e)

Fig. 4.7. (a)-(c) ω scan at three different positions in reciprocal space, generating a (d) rocking
curve. Missing planes and dislocations causing broadening, due to tilting the crystal, of reciprocal
points are also shown in (e).
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4.2.2 Rocking curve (ω scan)

In an ω scan, 2θ is fixed at a given value for a specific hkl reflection. Then, ω is rocked

about the corresponding reciprocal point, as shown in Fig. 4.7(a)-(c), producing the peak in

Fig. 4.7(d). A rocking curve is used as a measurement of crystalline quality of a material. Be-

cause of defects, such as dislocations, planes are distorted or missing (see Fig. 4.7(e)); therefore,

intensity is reduced and reciprocal points broaden. A typically reported value is the full-width at

half-maximum (FWHM)) as a figure-of-merit of crystalline quality, with smaller FWHM values

meaning higher crystalline quality [134], i.e., lower amount of dislocations. Since the FWHM also

depends on film thickness t, a direct comparison is not possible between two films with different

thicknesses. To account for that, it can be considered that [135]

FWHM ∝ t1/3. (4.13)

4.2.3 Pole figures

As mentioned earlier, a pole figure (PF) is a χ-ϕ coupled scan. More specifically, in an

XRD PF measurement, 2θ is fixed for a specific hkl reflection of interest as in an ω scan. Then, χ

is increased in a stepwise fashion from 0 up to 90◦, carrying out a ϕ scan from 0 to 360◦ at every

χ step [136]. Fig. 4.8(a) shows the geometry of a PF measurement, displaying the movement of

both χ and ϕ. Note that these angles are sometimes referred to as α = 90−χ and β, respectively.

In other words, the scattering vector’s direction and magnitude is fixed with respect to the sample

while it is being tilted and rotated. Effectively, this maps the top semi-spherical shell in reciprocal

space. The angles χ and ϕ can also be thought of as the tilt and rotation needed for a certain

plain to be brought into diffraction conditions, i.e., parallel to the surface with respect to the

diffractometer. The results of a PF are usually displayed in stereographic or polar projections

and entail information on the texture of regions of a macroscopic sample.

Orientation of a sample is given by the so-called ideal orientation in Miller indices (hkl)[uvw],

with respect to an external Cartesian coordinate system (also known as specimen axes), where

(hkl) describes the plane parallel to the surface, i.e., normal to the z axis, and [uvw] the direction

pointing to the x axis. For example, the ideal orientation of the crystal shown Fig. 4.8(b) is

(011)[100]. A resulting PF measurement of the 111 reflections of Nb (011) is shown in Fig. 4.8(c).

The signals in the PF indicate to which directions the 111 planes are aligned.

Moreover, instead of tilting and rotating the sample, the X-ray source and detector con be

rotated by scanning ω, 2θ, ϕ, and 2θχ in a diffractometer with the in-plane 2θχ axis. This allows

for the sample to stay horizontal during the whole measurement, preventing risks of it falling
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(a) (b) (c)

Fig. 4.8. (a) diagram of the geometry used in XRD PF measurements showing the incident k0

and diffracted k vectors. Adapted from [135]. (b) orientation of a crystal within a macroscopic
sample. Adapted from [137]. (c) PF measurement of the 111 reflections of Nb (011). Reprinted
from [138] with permission of Taylor & Francis.

down from the sample plate [139]. A schematic representation of the in-plane geometry is shown

in Fig. 4.9.

Fig. 4.9. Rigaku’s in-plane geometry for the measurement of XRD PF. Reprinted from [139]
with permission.

4.3 Phase quantification by XRD

Not only does XRD allow for phase identification, but it also offers the possibility of

quantification. For a reflection (hkl), the intensity of a phase i is described by [140]

I ihkl = KD|Fhkl|2LPpe−2M V i

vi
1

2µ
, (4.14)
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where KD is constant that includes all factors that are independent on the analyzed phase and

reflection (i.e. the intensity of the incident X-ray beam and its wavelength, the diffractometer

circle’s radius, the illuminated area, and the charge and mass of the electron), p the multiplicity

factor, e2M the Debye-Weller temperature factor, µ the absorption coefficient, V i and vi the

volume fraction and unit cell volume of the phase i. Moreover, the structure factor [131]

Fhkl =
n=N∑
n=1

fne
2πj(hxn+kyn+lzn) (4.15)

describes the ratio between the amplitude scattered by the atoms in the unit cell and the am-

plitude scattered by a single electron, where fn is the atomic form factor of the n-th atom in

the unit cell with coordinates (xn, yn, zn) and j is the imaginary unit (j2 = −1). Finally, the

Lorentz-polarization factor is given by

LP =
1 + cos2 2θ

sin 2θ
ψ, (4.16)

where 2θ is the diffraction angle; ψ = sin−1 θ for powders and constant for single crystals [141].

Now, letting

Ri
hkl =

|Fhkl|2LPp
vi

(4.17)

and

T i =
e2M

2µ
, (4.18)

the intensity ratio between a reflection from wurtzite and one from zincblende is

Izbhkl
Iwz
hkl

=
Rzb

hklT
zb

Rwz
hklT

wz

V zb

V wz
, (4.19)

where the ratio Rzb
hkl/R

wz
hkl eliminates ψ from Eq. (4.16).

Furthermore, by assuming that the temperature and absorption coefficients are equal in

both phases [135, 142] and solving for the volume ratio, Eq. (4.19) can be simplified to

V zb

V wz
=
IzbhklR

wz
hkl

Iwz
hklR

zb
hkl

. (4.20)

Since Ri
hkl can be calculated by means of Eq. (4.17), it is only necessary to measure the

intensity of different reflections from both phases in order to calculate the volume ratio. This is,

however, normally used for randomly oriented samples; due to its nature, epitaxial GaN does not
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belong to this kind of materials. Additionally, the wurtzite/zincblende GaN system exhibits yet

another difficulty. As mentioned in Section 2.1, the crystalline structure of these two materials

is outstandingly similar; hence, some of their XRD reflections are indistinguishable from one

another in a common ω-2θ scan. This is greatly illustrated in Fig. 4.10, where most of the

zincblende reflections overlap with some of wurtzite’s. For example, the 0002wz and 111zb or

111̄0wz and 220zb pairs of reflections.
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Fig. 4.10. VESTA3 [45] XRD simulation from wurtzite and zincblende GaN simulated using
the structural data from [40] and [43], respectively, using Kα1 from Table 4.1.

4.3.1 Pole figure in phase quantification

In a highly-textured, epitaxial film, a possible solution is to obtain the intensity through

a PF experiment. First, the orientation problem is circumvented since not only the out-of-

plane direction is measured, as in an ω-2θ scan, but rather the whole space above the sample is

mapped. Moreover, if the symmetry of two overlapping reflections is different, a PF measurement

can distinguish between the two. Various combinations have been reported for measuring the

phase ratio. For example, for predominantly (111)zb and (0001)wz oriented films, the 002zb and

101̄2wz reflections have been proposed [143]. For (001)zb GaN, however, some of the 002zb poles

come from the in-plane oriented 001zb facets, causing weak intensities with superimposed surface

scattering effects [135]. For these orientations, the 113zb and 101̄3wz reflections have been widely

reported [135, 144–146] due to their wide separation in reciprocal space and different symmetry.

With that, the intensity corrected for orientation is just [147]
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I ihkl =

∫ π

χ=0

∫ 2π

ϕ=0

I(χ, ϕ)dχdϕ, (4.21)

where I(χ, ϕ) is the intensity measured in a PF at different (χ, ϕ) points.

To obtain the volumetric percentage of, for instance, zincblende, one can simply calculate

Czb =
V zb

V wz + V zb
=

V zb/V wz

1 + V zb/V wz
. (4.22)

where the volume ratio can be calculated with the help of Eq. (4.20).
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Chapter 5: Pole Figure Simulation

5.1 Geometrical considerations

5.1.1 Pole figure angles

Recall from Section 4.2 that a pole figure (PF) maps a semi-spherical shell in reciprocal

space, where the radius is defined by the length of the scattering vector (proportional to 1/dhkl).

Considering that the reciprocal space maps the orientation of the different crystalline families

of planes (see Appendix A), it is possible to calculate the χ and ϕ angles at which certain

reflections appear in a PF if the orientation of a crystal is known.

Let Z be the vector normal to the sample representing the plane (hzkzlz) and X a vector

lying on the plane defined by Z whose direction is normal to (hxkxlx) plane. WithH representing

a plane of interest with indices (hkl), the angle between Z and H directly gives the polar angle

χ (see Fig. 4.8(a) in Chapter 4) and is obtained through

cosχ =
H ·Z
HZ

. (5.1)

Fig. 5.1. Geometry for calculating ϕ.

To obtain ϕ, however, the geometry in Fig. 5.1 needs to be discussed first. Let PH be the

projection of H onto the plane defined by Z, then ϕ is the angle between PH and X. From the

figure, it is clear that PH can be obtained by subtracting the projection of H onto Z from H

so that

PH = H − projZH , (5.2)

which can be expanded to
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PH = H − (H · Ẑ)Ẑ, (5.3)

with Ẑ = Z/Z. Having calculated PH , ϕ can be finally computed with

cosϕ =
PH ·X
PHX

. (5.4)

5.1.2 Rotation with quaternions

Before computing χ and ϕ with the help of Eq. (5.1) and Eq. (5.4), it may be desired

to apply a rotation about certain axes, for example, if the PF of a twin is to be simulated. To

that end, quaternions are a great tool that simplifies the process. A quaternion may be defined

as 4-tuple of real numbers so that [148]

u = (u0, u1, u2, u3), (5.5)

where u0, u1, u2, and u3, are real, scalar numbers. Take into account the notation utilized in this

context to differentiate between a vector u (written in bold italics), its norm |u| = u (written in

italics), and a quaternion u (written in roman). Quaternions can, too, be regarded as the sum

of scalar u0 and a 3-dimensional vector u = u1x̂+ u2ŷ + u3ẑ such that

u = u0 + u. (5.6)

Of special interest in quaternion algebra is the rotation operator Lu(v). Let u be a unit

quaternion (i.e., |u| = 1), then

u20 + |u|2 = 1, (5.7)

which, using the identity cos2Ω + sin2Ω = 1, must fulfill

u0 = cosΩ,

|u| = sinΩ,
(5.8)

for some angle Ω. Then, taking

û =
u

|u|
=

u

sinΩ
, (5.9)

the unit quaternion u can be rewritten in terms of Ω and û

u = cosΩ + û sinΩ. (5.10)
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The rotation operator Lu(v) then acts on a vector v as follows

Lu(v) = uvu∗ = vr, (5.11)

where the quaternion v = 0 + v and the conjugate of u

u∗ = cosΩ− û sinΩ (5.12)

are being used. Applying Lu(v) returns a quaternion vr whose component vr is a vector rotated

about û through 2Ω, fulfilling |vr| = |v| [148], as shown in Fig. 5.2

Fig. 5.2. Trimetric and top views from vector rotation geometry using quaternions. Adapted
from [148].

Lastly, the last step necessary is to define the quaternion multiplication used in Eq. (5.11).

Let u and v be arbitrary quaternions, the product uv is

w = uv = u0v0 − u · v + u0v + v0u+ u× v, (5.13)

which can be separated into its scalar and vector components

w0 = u0v0 − u · v,

w = u0v + v0u+ u× v.
(5.14)

Finally, from vr = wu∗, calculated in the same manner, the vector component can be extracted

vr = w0u
∗ + u∗0w +w × u∗. (5.15)
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For a detailed derivation of Eq. (5.13), the reader is referred to Kuipers [148].

(a) (b) (c)

Fig. 5.3. Relationship between the orthonormal system and the real and reciprocal axes.

5.1.3 Orthogonalization

Recalling Eq. (A.2), it is necessary to compute the reciprocal vectors a∗, b∗, and c∗ in

order to calculate H . For these, in turn, Eq. (A.14) needs the lattice vectors a, b, and c.

Since the real-lattice vectors are not generally orthogonal, the first step to start the calculations

consists of rewriting a, b, and c in terms of an orthonormal basis, i.e., x̂, ŷ, and ẑ in a Cartesian

coordinate system. Consider the diagram in Fig. 5.3(a), where a has been aligned with the

Cartesian x axis and c∗ with the z axis [149]. With such alignment, it is trivial to define the

first lattice vector

a = ax̂. (5.16)

From Eq. (A.11), it follows that c∗||z and b are orthogonal; therefore, b lies within the

xy plane, with an angle γ to the x axis. With that, b is can be expanded as

b = b cos γx̂+ b sin γŷ. (5.17)

As for c, it is somewhat more problematic to write in Cartesian coordinates. With β the

angle between c and the x axis, the x coordinate is just cx = c cos βx̂. Once more, Eq. (A.11)

dictates that b∗ is perpendicular to both a and c so a view along b∗, such as in Fig. 5.3(b),

shows the ac plane. Subtracting the x coordinate cx from c results in a vector cy,z on the ac

plane, being therefore normal to b. Furthermore, because the x coordinate was subtracted, cy,z

also lies on the yz plane. Similarly, due to the aforementioned condition that (a||x̂) ⊥ b∗, it

follows that b∗ lies within the yz plane as well. With all the previous information, the diagram

in Fig. 5.3(c) can be finally drawn, where a view along a shows the yz plane. From there, it
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follows that cy = −c sin β sin (90◦ − α∗)ŷ and cz = c sin β cos (90◦ − α∗)ẑ, where the magnitude

|cy,z| = c sin β from Fig. 5.3(b) was used. Having already obtained cx, c is finally written as

c = c cos βx̂− c sin β cosα∗ŷ + c sin β sinα∗ẑ, (5.18)

where the identities sin (90◦ − α∗) = cosα∗ and cos (90◦ − α∗) = sin (α∗) were used. As a sum-

mary, the three real-lattice vectors can be writtenab
c

 =

 a 0 0

b cos γ b sin γ 0

c cos β −c sin β cosα∗ c sin β sinα∗


x̂ŷ
ẑ

 . (5.19)

5.2 Simulation with Python

5.2.1 Defining crystal orientation

Armed with the real-lattice vectors of an arbitrary crystal system written in terms of an

orthonormal basis and the rotation operator, it is now possible to perform PF calculations of

differently oriented crystals. In the following, the core parts of a Python script powering the

PF simulations are detailed and related to the fundamentals treated in this work. The code has

been uploaded and made publicly available in a Github repository [150].

The process starts with the definition of the Crystal Python class (blueprint in object-

oriented programming, not to be confused with crystal class related to crystal symmetry), as

shown in code lines 10 through 14. Crystal takes as argument the material in the parameter mat

(a string, e.g., ’GaN’), the crystal system in system (a string with the first three letters of the

system, e.g. ’cub’ for cubic), the indices of the out-of-plane Z and in-plane X orientations (see

Fig. 5.1) in z and x (Python lists, e.g., [1,-1,2]). If the orientations from the indices passed

to z and x are not mutually orthogonal, the script calculates the correct value of either Z or X

depending on the argument passed to the approximation parameter.

10 class Crystal:

11 def __init__(self , mat=’GaN’, system=’cub’, z=[0,0,1], x = [1,0,0],

12 approximation=’x’):

13 self.mat = mat

14 self.system = system

When instantiated (discussed in the following section), the program first takes the inputs

and stores it in variables belonging to the Crystal Python class (denoted as self in the definition).
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If no values are entered, the script takes the default values after the = sign.

After some formatting (not discussed), from lines 40 through 42, a database is first loaded

by the function get_database(). This database contains the six lattice parameters of the material

and crystalline system entered as Crystal is instantiated (or default arguments if they are not

given). Then, the functions lattice_parameters() and orient() are sequentially called, the latter

with the arguments z, x, and approximation being passed from the instantiation of Crystal.

40 self.get_database ()

41 self.lattice_parameters ()

42 self.orient(z,x, approximation)

Real- and reciprocal-lattice vectors

The first function initially calls the values of a, b, c, cosα, cos β, cos γ, sinα, sin β, and

sin γ, loaded from the database, and store them in the variables a, b, c, cosal, cosbe, cosga, sinal,

sinbe, and singa, respectively.

60 def lattice_parameters(self):

61 a, b, c = self.real_spacing

62 cosal , cosbe , cosga = np.cos(self.real_ang_rad)

63 sinal , sinbe , singa = np.sin(self.real_ang_rad)

Then, the program uses Eq. (A.16) to calculate the reciprocal angles and stores the cosα∗

and sinα∗ in variables cosal_r and sinal_r.

65 try:

66 recip_ang_rad = np.arccos ([

67 (cosbe*cosga -cosal)/(sinbe*singa),

68 (cosga*cosal -cosbe)/(singa*sinal),

69 (cosal*cosbe -cosga)/(sinal*sinbe)])

70

71 cosal_r = np.cos(recip_ang_rad [0])

72 sinal_r = np.sin(recip_ang_rad [0])

That makes everything needed to calculate the real-lattice vectors in terms of an orthonor-

mal basis. The matrix on the right side of Eq. (5.19) is then calculated and stored in real_v.

Each row in real_v contains the three components of the real-lattice vectors a, b, and c in terms

of x̂, ŷ, and ẑ. Note that each vector can be accessed individually by subsetting the real_v array.

79 self.real_v = np.array([

80 [a, 0, 0],

81 [b*cosga , b*singa , 0],

82 [c*cosbe , -c*sinbe*cosal_r , c*sinbe*sinal_r ]])
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Right after, the volume is calculated, with the numpy function linalg.det() computing the

determinant of the real-lattice vectors in real_v (Eq. (A.13)). The reciprocal-lattice vectors can

now be calculated with the three cross products in Eq. (A.14). In the code, the numpy function

cross() serves that purpose, yielding the recip_v matrix, containing the three components of the

three vectors. Note that Python uses 0-based indexing, meaning that the first element of an

array is obtained by subsetting the 0-th element of such array.

84 Volume = np.linalg.det(self.real_v)

85

86 self.recip_v = np.array([

87 np.cross(self.real_v [1], self.real_v [2]),

88 np.cross(self.real_v [2], self.real_v [0]),

89 np.cross(self.real_v [0], self.real_v [1])])/Volume

Orientation vectors from Miller indices

Once the reciprocal vectors have been calculated and the lattice_parameters() function

finishes executing (see code lines 40 through 42), the function orient() is called with the ar-

guments z, x, and approximation (as mentioned previously). This function uses the reciprocal

vectors and the Miller indices of Z and X (specimen axes, see Section 4.2). Within orient(),

the function indices_to_vectors() is called twice, once to convert indices (hkl) to a vector with

an orthonormal basis and once more for [uvw]. With Z and X stored in z_vector and x_vector,

the program is able to calculate Y through the cross product.

91 def orient(self , z, x, approximation):

92 self.z_vector = self.indices_to_vectors(z)

93 self.x_vector = self.indices_to_vectors(x)

94 self.y_vector = np.cross(self.z_vector , self.x_vector)

To convert indices to vectors, the function indices_to_vectors() takes in a Python list,

containing the three indices, and stores them in a 2D numpy array. It then calculates the value of

the matrix multiplication of Eq. (A.6) between the 3×1 indices and the 3×3 recip_v (obtained

previously) arrays. This results in a 2D array whose first element (0 index in Python language) is

an 3×1 array containing the components in an orthonormal basis representing the Miller indices

passed in to the function.

111 def indices_to_vectors(self , indices):

112 indices = np.array([ indices ])

113 return np.matmul(indices , self.recip_v)[0]
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5.2.2 PF angles of a family of planes

The previous section covered everything that happens when the Crystal Python class is

instantiated. Instantiation of the Python class can be carried out by firstly importing Crystal

from cristal, where the latter (lower case) is the name of the file (”crystal.py”) in which the

Crystal Python class is defined. Then, it is enough to run, for example,

c1 = Crystal(mat=’GaN’, system = ’hex’, z=[0,0,1], x = [1,0,0])

which calculates the vectors a, b, c, a∗, b∗, c∗, Z, Y , and X in terms of an orthonormal basis of

wurtzite GaN (0001)[101̄0], i.e., Z = H0001 and X = H101̄0. Note that the parameters of z and

x are passed as a list of only three indices regardless of the crystalline system, while the notation

in this work uses four indices for hexagonal crystals. Calling now the method add_pole() on c1

suffices to calculate a PF of a certain family of planes, say for example the {101̄0}.

c1.add_pole(ref =[1 ,0,0])

The add_pole() method is defined in the Crystal Python class as follows

302 def add_pole(self , ref , twin_axis=None , twin_angle=None):

315 self.planes_in_family(ref , twin=twin ,

316 twin_axis=twin_axis ,

317 twin_angle=twin_angle ,

318 axis=axis)

319 self.PF_plot ()

After defining some functionality for rotations (not discussed), planes_in_family() performs

the heavy lifting by using combinations and permutations to determine all the members of

a certain family. Inside the planes_in_family(), the function indices_to_vectors() is called to

obtain a vector Hhkl for each plane in the family (as described at the end of Section 5.2.1).

Finally, the function calc_chi_phi() is also called, where the following lines of the Crystal

Python class definition

270 chi = self.angle_between_vectors(self.z_vector , plane_vector)

271 P_H = self.proj(plane_vector , self.z_vector)

272 phi = self.angle_between_vectors(P_H , self.x_vector)

determine the angles χ and ϕ using Eq. (5.1) and Eq. (5.4).

Once planes_in_family() finishes executing, the function PF_plot() produces a polar projec-

tion plot of the calculated angles, which can be saved to a file ’test.png’ by calling the method

save_fig() on c1

62



Chapter 5. Pole Figure Simulation

c1.save_fig(’test.png’)

Fig. 5.4 shows the unit cell of wurtzite GaN with the {101̄0} planes besides the simulated

PF by the code described so far. All these planes are parallel to Z, and therefore a tilted 90◦.

Moreover, since these planes represent the faces of a hexagon, the angles between them are 60◦.

Both of these features are clearly reproduced by the simulated PF.
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Fig. 5.4. Wurtzite unit cell showing the 6 {101̄0} planes with the resulting simulation. Some of
the planes, drawn using VESTA3 [45] with data from Table 2.1, are shifted from their original
place and colors of the PF were changed for a better view.

Furthermore, Fig. 5.5(a) shows the same unit cell with the {101̄3} planes. In this case,

it is not a trivial task to identify the angles at a first glance. A deeper analysis, however, brings

clarity to the problem at hand. First, ϕ can be found with the projections onto the plane defined

by Y = H0001, which can be simply obtained by subtracting the projection of H101̄3 onto H0001,

which is just H0003, from H101̄3—see Eq. (5.2)—resulting in H101̄0, that is, the same as for

the {101̄0} planes in the previous example. This means that the azimuthal angle ϕ between the

{101̄3} planes is 60◦.

To determine χ, two views along a and [110] are represented in Fig. 5.5(c) and Fig. 5.5(d).

The first view displays the planes (011̄3) and (01̄13) extending into and out from the page. Mea-

suring the angle between Z and the vectors representing these two planes yields χ ≈ 32 in both

cases. The same values can be obtained for the (11̄03) and (1̄103) in the view along [110].

Looking at the simulated PF in Fig. 5.5(b), the 6 signals appear to have a separation of 60◦

between one another. Furthermore, the χ ≈ 32 can also be extracted from the PF. Exact values

from the simulation can be obtained by inspecting the dfs attribute of c1, a Python dictionary
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that stores pandas data frames containing the information of each plane and its respective ϕ and

χ angles.
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Fig. 5.5. (a) wurtzite unit cell showing 6 of the 12 {101̄3} planes compared to the (b) simulation.
Views along (c) a and (d) [110] so that polar angles are clearer to identify. Some planes are shifted
from their original positions.

Subsetting the Python dictionary for the first family and the data frame

c1.dfs[’1’][’df’]

yields the following information shown in Table 5.1, from which a few key points can be dis-

cussed. First, although there are 12 {101̄3} planes, the angles at which a certain (hkl) plane

appears are exactly the same for (h̄k̄l̄). Therefore, they appear in pairs and only 6 signals are

observed. Furthermore, the planes appear at a polar angle χ of 32.09◦ and at every 60◦ in

the azimuthal angle ϕ, that is, exactly as discussed in previous paragraphs, thus validating the

calculations.
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Table 5.1. Polar χ and azimuthal ϕ angles for the different planes in the {101̄3} family as
calculated by the simulations.

Plane χ/deg ϕ/deg Plane χ/deg ϕ/deg

(101̄3) 32.09 0 (1̄013̄) 32.09 0
(011̄3) 32.09 60 (01̄13̄) 32.09 60
(1̄103) 32.09 120 (11̄03̄) 32.09 120
(1̄013) 32.09 180 (101̄3̄) 32.09 180
(01̄13) 32.09 240 (011̄3̄) 32.09 240
(11̄03) 32.09 300 (1̄103̄) 32.09 300

5.2.3 Rotation and twins

As stated before, it could be of use to predict the PF of a twinned crystal, such as in this

work. For that end, it could be only necessary to perform the simulation as in the previous section

provided that the orientation vectors Z and X of the twin are known beforehand. However, this

is not always the case and frequently only the twin axis and/or angle are known. For such cases,

rotations about specific axes defined by their (hkl) indices can be performed.

Consider the unit cell in Fig. 5.6(a) schematizing a GaN (0001)[101̄0] wurtzite unit cell

with 6 {101̄3} planes rotated by 54.7◦ about b (such rotation relates wurtzite to zincblende and

will be discussed in more detail throughout Section 5.2.3). In this case, again, it is not a trivial

task to visually identify the tilt and azimuthal angles .

To start the analysis, nevertheless, a view along b is shown in Fig. 5.6(c), parallel to the

planes (101̄3) and (1̄013), with c inclined 54.7◦ about b. From the drawing, measuring the angle

between H101̄3 and ZT (Z after applying the rotation), for example, yields χ101̄3 ≈ 22◦. On the

other hand, the angle between H 1̄013 and ZT is χ1̄013 ≈ 87◦. Furthermore, because the planes

are perpendicular to the page, their respective vectors lie within it, resulting in χ = 0 for both

planes. According to the previous analysis, a GaN sample with this orientation would need top

be tilted ≈ 22◦ counterclockwise about b to bring the (101̄3) plane into diffraction condition,

i.e., parallel to the surface, with no rotation needed, should an x-ray diffraction PF measurement

experiment be carried out.

As for the (011̄3) plane, a rotation about ZT of ≈ 28.5◦ is necessary for the alignment, as

shown in the view of Fig. 5.6(d), generated by rotation about ZT clockwise as viewed from the

top through 28.5◦ using VESTA3 [45]. After rotating, it is easier to see that the required polar

angle is χ ≈ 75◦, and, since a clockwise rotation was needed to bring the plane perpendicular to

the page, it follows that the it is located at ϕ ≈ 28.5◦ in the counter-clockwise direction.
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Fig. 5.6. (a) wurtzite unit cell rotated 54.5◦ about b showing 6 {101̄3} planes compared to the
(b) simulation. Views along (c) b with further rotations by (d) 28.5◦ and (e) 319.3◦ about ZT .

Similarly, Fig. 5.6(e) shows the view obtained after rotating the unit cell about ZT

through 319.5◦ clockwise from the top. Measuring the angle in this case results in χ ≈ 45◦, that,

combined with ϕ ≈ 319.5◦ counter-clockwise, makes the complete description of the orientation

of the (01̄13) plane.

The simulated PF in Fig. 5.6(b) is then simply produced by first instantiating the Crystal

Python class, naming it c2 for example, just as in the previous example

c2 = Crystal(mat=’GaN’, system = ’hex’, z=[0,0,1], x = [1,0,0])

Then, when adding the poles by calling the method add_pole() on c2, the twin axis and

angle can be passed as additional parameters such as

c2.add_pole(ref=[1,0,3], twin_axis=’b’, twin_angle =54.7)

where the argument 54.7 indicates a rotation by 54.7◦, whereas the ’b’ argument passed to
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the twin_axis parameter indicates that the rotation is to be carried out around b, calculated at

instantiation as previously mentioned.

The rotation is carried out by the function calc_chi_phi() (see Section 5.2.2) calling the

function rotate_vector() onto each Hhkl vector before calculating χ and ϕ. Note that indices can

also be used as arguments for the twin_axis parameter instead of ’b’. The function rotate_vector

(), defined within the Crystal Python class, calculates the rotation of v (the vector defining each

plane), about u (b in this example) trough ang (54.7◦) as follows

133 def rotate_vector(self , v, v2 , ang):

134 if ang == 0:

135 return v

136

137 angle = np.deg2rad(ang)

138 u = np.sin(angle /2)*v2/np.linalg.norm(v2)

139 u0 = np.cos(angle /2)

140 u_conj = -u

141 w = u0*v+np.cross(u,v)

142 w0 = -np.dot(u,v)

143 vr = w0*u_conj + u0*w + np.cross(w, u_conj)

144 return vr

where u and u0 correspond to u and u0 components of u in Eq. (5.10), w and w0 to w and w0 in

Eq. (5.14), and vr to vr in Eq. (5.15), which is the vector sought after.

With all that, the final results from this simulation are shown in Table 5.2. Comparing to

the angles obtained from Fig. 5.6 and VESTA3 [45], a very good agreement is found. Consider-

ing that the angles in the figure were measured visually with the help of a protractor, the error

between the two data sets can be considered negligible, validating the simulations once more.

Table 5.2. Tilt χ and rotation ϕ angles for the different planes in the {101̄3} family.

Plane χ/deg ϕ/deg Plane χ/deg ϕ/deg

(101̄3) 86.79 0 (1̄013̄) 86.79 0
(011̄3) 74.17 28.57 (01̄13̄) 74.17 28.57
(1̄103) 45.06 40.53 (11̄03̄) 45.06 40.53
(1̄013) 22.61 0 (101̄3̄) 22.61 0
(01̄13) 45.06 319.47 (011̄3̄) 45.06 319.47
(11̄03) 74.17 331.43 (1̄103̄) 74.17 331.43

67



5.2. Simulation with Python

68



Part IV: Experimental Section

69





Chapter 6: Nucleation Temperature of

undoped zb-GaN epilayers

6.1 Growth

6.1.1 PAMBE setup

A group of 4 samples (series S) was prepared in Riber C21 molecular beam epitaxy (MBE)

system in order to investigate the effect of nucleation temperature on the crystalline properties

of zb-GaN epilayers. The MBE system used, shown in Fig. 6.1, is equipped with ionic pumps

that produce a background pressure of ∼ 5× 10−10 Torr. During growth of nitrides, a cryogenic

pump can also be used which, in combination with flowing liquid N2, brings the pressure down

to ∼ 3× 10−10 Torr.

Load-lock Growth
chamber

Analysis
chamber

Effusion
cells

Pumping
system

RF plasma
source

Fig. 6.1. Riber C21 MBE system used for the growth of the samples.

Furthermore, the growth chamber utilizes an RF plasma source in order to provide reactive

N species. On the other hand, conventional effusion cells are used to provide Ga and As (as well
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as Mg, used for the series N and G discussed in Chapter 7) species. To maintain the pressure

in the main chamber, there is an analysis chamber that acts as a buffer right after the load-lock.

6.1.2 Growth conditions

The growth process of the samples with structure as in Fig. 6.2 started by introducing the

GaAs (001) substrates to the MBE through the load-lock. After being transferred to the growth

chamber, they were heated up to 580 ◦C for 20 minutes in order to clean the surface. To prevent

GaAs decomposition due to As desorption, the As shutter was opened when the substrate reached

380 ◦C to supply an As overpressure using a beam equivalent pressure (BEP) of 7.59×10−6 Torr,

obtained by heating the As cell to 137 ◦C. The process was monitored by reflection high-energy

electron diffraction, revealing a clean surface once the GaAs (2× 4) reconstruction appeared.

200 nm

5 nm

GaAs (001) substrate

GaN film 166 nm

GaAs buffer

GaN nucleation 

Fig. 6.2. Structure of the samples grown for series S.

Table 6.1. Substrate temperature for the nucleation layer growth of samples within series S.

Sample Tn/
◦C

S1 655
S2 665
S3 675
S4 685

On top of the reconstructed surface, the growth of a 200 nm thick GaAs buffer layer was

carried out after the substrate temperature was raised to 590 ◦C. This was achieved by simply

opening the Ga shutter at a BEPGa of 2.58 × 10−7 Torr, with a Ga cell temperature of 941
◦C, while keeping As flux for 15 minutes. Subsequently, the Ga shutter was closed and its

temperature decreased to 929 ◦ C, for a BEPGa of 2.06× 10−7, while the substrate temperature

was raised once more to the nucleation temperature as shown in Table 6.1 in 3 minutes.
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Meanwhile, the N plasma source was initiated and stabilized at 150 W and 0.4 sccm of N2

flux. At that point, the growth of a 5 nm thick GaN nucleation layer started by opening the N

and, 3 seconds later, Ga shutters. After the first 30 seconds of the GaN nucleation layer growth,

As flux toward the substrate was stopped and only the Ga and N shutters remained open (see

Section 3.2.3). After 90 seconds of starting the nucleation layer, the substrate temperature was

raised one last time in 72 seconds to 700 ◦C for the last layer. For that, the Ga and N shutters

were left open for 40 minutes more for a total of 166 nm in nominal thickness. Fig. 6.3 shows

a schematic of the growth temperature and cells used.
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Fig. 6.3. Temperature during growth. Green (red) remarks with upward (downward) arrows
indicate when a cell was opened (closed).

6.2 Characterization

6.2.1 Morphology

In order to characterize the surface of the samples, Nomarski micrographs were taken

with a magnification of x50. Moreover, scanning electron microscopy (SEM) measurements

were carried out in a JEOL 7401F, using an acceleration voltage of 2 kV with a lower secondary

electron detector. Additionally, atomic force microscopy (AFM) was carried out in an AutoProbe

CR-C Instrument from Veeco to study the roughness variations as function of the nucleation

temperature. To that end, root mean square (RMS)-roughness measurements were taken from

10×10 µm2 AFM scans using the free, open-source software Gwyddion [151]. To gain an insight

on inhomogeneity, 5 measurements across different areas of the sample were taken.
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6.2.2 Crystallinity

To study the out-of-plane orientation, symmetric x-ray diffraction (XRD) ω-2θ scans were

conducted between 30◦ and 90◦ in a Rigaku SmartLab system, equipped with a rotatory Cu

anode working as a Kα light source conditioned in parallel beam, first treated with a two-bounce

Ge (220) monochromator before hitting the sample. After diffraction, the beam was received by

a 5◦ collimator before being collected by a point detector. To compare the crystalline quality, by

means of the full-width at half-maximum (FWHM), ω scans were carried out on 5 areas about

the 002zb reflection using an additional two-bounce Ge (220) analyzer on the receiving end.

To measure crystalline phase purity, complete pole figure (PF) measurements (ϕ = 0 to

90◦, χ = 0 to 360◦) were also taken from the samples in an in-plane configuration (Fig. 4.9),

using two 0.5◦ collimators with no monochromator or analyzer. The samples were placed in the

holder such that the ⟨110⟩GaAs directions (identified by the cleavage planes) pointed to ϕ = 0 (X).

For zincblende, the 2θ angle was fixed for the 113 reflection, while the 101̄3 was measured for

wurtzite (see Section 4.3.1). Then, the PF underwent absorption and background corrections

using the 3D Explore software from Rigaku. Since randomly oriented GaN samples were not

available, a Si powder reference provided by Rigaku was utilized for defocus corrections following

the method described by Saleh et al. [152].

Subsequently, the integrated intensity of both reflections was calculated using Eq. (4.21),

enabling the determination of the volumetric phase ratio between wurtzite and zincblende using

Eq. (4.22). For the zincblende reflections, a multiplicity (number of visible planes) of 12 was

considered, whereas a multiplicity of 6 was used for the wurtzite reflections. The XRD PF

measurements were taken over 3 different areas of the sample to obtain statistical information

on sample uniformity. From the zincblende PF, additionally, the twin content was calculated

by measuring using the same process taking into account the intensity coming from twinned

reflections with a multiplicity of 6, as discussed in Section 6.3. The obtained PF were compared

to simulations carried out as described in Chapter 5. All orientation relationships between

zincblende, zincblende twins, and wurtzite were calculated using the same script.

Finally, the samples were characterized via electron backscatter diffraction (EBSD) in a

JEOL 7610F SEM, equipped with an Oxford EBSD detector, using an acceleration voltage of 15

kV, yielding an information depth of a few tenths of nm [153, 154], and sample tilt of 70◦ from

the horizontal. The EBSD data was processed using the free, open-source library MTEX [155]

for MATLAB® to plot phase and orientation maps. The orientation density function (ODF) was

also calculated, from which the EBSD PF and inverse PF (IPF) were obtained.
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Fig. 6.4. (a)-(d) Nomarski, (e)-(h) SEM, and (i)-(l) AFM micrographs from the surface of
samples S1 through S4.

6.3 Results and discussion

6.3.1 Morphology

Fig. 6.4 shows Nomarski, SEM, and AFM micrographs from samples S1 through S4.

The Nomarski images show sign of some metal droplets on the surface of the samples. They

are, however, in much a lesser amount than in series G, which will be discussed in Chapter 7.

Conversely, SEM and AFM reveal rough surfaces with pits for the complete set and no droplets
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were identified in these micrographs. Although SEM and AFM suggest that the growth took

place under N-rich conditions, Nomarski microscopy indicates that the growth was rather Ga-

stabilized. It is likely that, because of heating transport inhomogeneity, different temperatures

resulted in various growth regimes across a single sample. RMS-roughness values are presented

and discussed in Section 6.3.9.

6.3.2 Out-of-plane orientation

The resulting ω-2θ scans from the four samples of series S are show in Fig. 6.5. The two

reflections from the GaAs (001) substrate are clearly visible dominating the x-ray diffractograms.

Moreover, the presence of the 002zb and 004zb GaN reflections confirm that the dominant out-

of-plane orientation of the grown zb-GaN was the (001), much like the substrate. Furthermore,

the peak at about 34.5◦ suggest either zb-GaN misorientation toward the [111] direction or the

formation of wz-GaN inclusions. The latter assumption is supported by the appearance of the

0004wz GaN reflection. Note, however, that the intensity of this reflection is barely above the noise

level of the machine used for the measurement and is therefore not a categorical confirmation.
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Fig. 6.5. XRD ω-2θ scans from series S. Reflections belong to zincblende and wurtzite GaN,
unless otherwise stated.

Comparing the different nucleation temperatures, a few points can be discussed. In the first

place, the two higher temperatures entail more pronounced 0002wz/111zb and 0004wz reflections,

indicating a greater amount of inclusions and misorientation. The two lowest temperatures, on
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the other hand, seemed to have caused a noticeable lesser amount of these two types of defects,

since the 0002wz/111zb peak is completely absent. From these latter two samples, the one with

Tn = 655 ◦C, sample S1, presented a less intense 002zb and an almost absent 004zb reflection.

Sample S2, conversely, presents the remarkably more intense 002zb and 004zb GaN signals. It

is important to note that wz-GaN inclusions should not be discarded due to the appearance of

the weak 0004wz peak. Therefore, further analysis is required to make a precise assessment of

crystalline quality.

6.3.3 Simulated zincblende pole figures

To better understand the experimental XRD PF results, Fig. 6.6(a) shows the simulated

PF of the {113}zb planes of GaN with Miller indices (001)[110]. Only 12 poles can be observed

from the 24 members of the {113}zb family due to XRD not being able to distinguish a plane

(hkl) from its inverse (h̄k̄l̄). Furthermore, Fig. 6.6(b) shows the simulation of the same family

of planes obtained from the same crystal after adding rotations through 60◦ about the ⟨111⟩ twin
axes.

The values for the angles and axes were chosen to fit the experimental results shown in

Section 6.3.4. Note that 6 out of the 12 visible poles overlap with the poles from the untwinned

simulation. In the calculations for twin content, only the 6 non-overlapping poles are considered

and, therefore, the considered multiplicity factor is 6. The reader is referred to Chapter 5 for

a detailed description on how the simulations are performed.
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Fig. 6.6. Simulation of the 113zb (a) without and (b) with rotations through 60◦ about the:
[111] (red circles); [1̄1̄1] (blue squares); [1̄11] (magenta triangles); and [11̄1] (green diamonds)
directions. The axes in (c) indicate the orientation considered before rotation. Parts of this
figure are published in [156].
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6.3.4 Experimental zincblende pole figures

Using the results from the simulated 113zb PF, Fig. 6.7 shows a comparison between the

experimental results and the predictions. For sample S1 in Fig. 6.7(a), the poles coming from

the GaN (001)[110] 113zb reflection are indicated with red circles, just as in the simulated PF in

Section 6.3.3. The 12 visible poles from the {113}zb family are identified in the PF from all

samples nearby the χ and ϕ angles where they are predicted showing their characteristic 4-fold

symmetry. Together with the ω-2θ scans in Fig. 6.5, the PF categorically confirm the successful

epitaxial growth of zb-GaN on GaAs with the same ideal orientation (001)[110] as the substrate.
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Fig. 6.7. Experimental PF from samples (a) S1, (b) S2, (c) S3, and (d) S4. In (a), the signals
from the untwinned 113zb GaN (001)[110] reflections are indicated with data from the simulation.
In (b), the same is indicated for twinned 113zb GaN (001)[110] reflections. Note that the the
specimen axis X points toward 0° while the Z points out from the page as in the simulated PF
in Fig. 6.6. The nucleation temperatures are indicated.

The other poles appearing in the experimental 113zb PF are attributed to twins formed

during growth by rotations through 60◦ about the ⟨111⟩zb twin axes, generated by rotation

of the triple bond—see Fig. 2.2(d)—by 60◦ changing the correct zincblende stacking from
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ABCABCABC to ABCABACBA, where stacking is still that of zincblende’s but mirrored, in

this example, with respect to layer B. In Fig. 6.7(b), 6 of the 12 visible 113zb reflections are

indicated using the same symbols and colors as in the simulation shown in Fig. 6.6(b). The

remaining 6 poles overlap with those from untwinned crystal and are therefore not marked.

Just as in the simulation, red circles indicate the reflections generated by the twin formed

by rotation through 60◦ about the [111] axis. Similarly, the blue squares, magenta triangles, and

green diamonds indicate the reflections from the twins obtained by rotation through the same

angle about the [1̄1̄0], [1̄11], and [11̄1] axes. A complete description of orientation, i.e., with

Miller indices in (hkl)[uvw] format, can be made from the 4 twins by analyzing carefully the

rotations made.

For instance, to calculate the Hhkl||Z for the twin indicated by red circles in Fig. 6.6(b),

a rotation through -60◦ about the [111] axis can be applied to H001 (which is parallel to Z before

the rotation). This would result in an Hhkl vector that will lie perpendicular to the surface once

the original rotation (through 60◦) is applied. Using the software described throughout Chap-

ter 5, this can be simply done by using the method rotate_vector() as shown in Section 5.2.3

yielding the vectorHhkl||Z, which can be transformed back to Miller indices by using the method

vector_to_indices(). With this, the Miller indices of twins generated by rotation about [111] and

[1̄1̄1] are (1̄22)[411] and (12̄2)[411̄], respectively. On the other hand, the ideal orientation of

the twins by rotation about the [1̄11] and [11̄1] are (2̄1̄2)[101] and (212)[101̄]. Notice that the

rotations through 60◦ are equivalent to those through -60◦ (just as the two rotation directions

yield the same result along the stacking direction in Fig. 2.2). For clarity, a schematic represen-

tation of the unit cells of the (12̄2)[411̄] and (212)[101̄] twins is shown in Fig. 6.8, where some

crystallographic relations to the zb-GaN matrix with (001)[110] orientation are indicated.

(a) (b)

Fig. 6.8. Relations between the (a) (12̄2)[411̄] and (b) (212)[101̄] twins to the zb-GaN matrix.
Parts of this figure are published in [156].
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Once identified the origin of each reflection, the PF in Fig. 6.7 show that sample S2

produced the least amount of twins, denoted by the low-intensity reflections coming from them.

In turn, samples S3 and S4 exhibited the highest amounts of twins. This suggests that a lower

temperature during nucleation produces higher-quality, purer samples. Numerical results and a

more detailed comparison is given in Section 6.3.9.

6.3.5 Simulated wurtzite pole figures

Similar to the 113zb simulations, Fig. 6.9 shows the predicted 101̄3wz angles in a PF. To

adjust to the experimental results discussed in Section 6.3.6, however, initial rotations through

54.7◦ (angle between [001]zb and [111]zb) were needed about ±b of wurtzite GaN (0001)[101̄0]

and (0001̄)[0100] crystals (note that [0100] = b). The resulting PF with this rotations is shown

in Fig. 6.9(a). Furthermore, Fig. 6.9(b) shows the simulation where rotations through 15.8◦

(angle between [001]zb and [115]zb) were employed.
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Fig. 6.9. Simulation of the 101̄3wz PF from wz-GaN with rotation (a) through 54.7◦ and:
Miller indices (0001)[101̄0] about b (red circles) and −b (blue squares); indices (0001̄)[0100]
about b (magenta triangles) and −b (green diamonds). Simulation with rotations (b) through
15.8◦ and: indices (0001̄)[0100] about b (red circles) and −b (blue squares); indices (0001)[101̄0]
about b (magenta triangles) and −b (green diamonds). A vector representation is given for both
orientations used for the simulations for (c) (0001)[101̄0] and (d) (0001̄)[0100]. Parts of this
figure are published in [156].

6.3.6 Experimental wurtzite pole figures

Looking at the experimental PF from the {101̄3}wz family, various wurtzite inclusions

may be identified in Fig. 6.10. The inclusions grown on well-oriented zb-GaN are shown in

Fig. 6.10(a), while Fig. 6.10(b) shows the same grown on twinned GaN for sample S2. Each

of them show their characteristic 6-fold symmetry of the {101̄3} family about the [0001] direction.
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Since only inclusions along X are observed, it is likely that either Ga- or N-polar directions favor

the formation of this kind of defects. As mentioned in Section 3.2.3, Ga-polar directions are a

tad bit more prone to defects than the N-face, which would explain why this behavior is observed.
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Fig. 6.10. Experimental PF from samples (a) S1, (b) S2, (c) S3, and (d) S4. In (a) and (b), the
101̄3wz reflections are indicated with the same colors and shapes to match the rotations (through
54.7◦ and 15.8◦) described for the calculation of the PF in Fig. 6.9. The nucleation temperatures
are indicated.

The centers of these groups of reflections, i.e., the ⟨0001⟩wz directions, lying 54.7
◦ away from

the surface normal indicate that the c-plane of wurtzite aligns with the {111} zincblende faces.

It is important to note that polarity plays a major role if a correct crystallographic relationship

is to be established. Looking at Fig. 2.1, and more enlightening, Fig. 2.2, it becomes clear

that the polarities of [0001]wz and [111]zb are the same, with bonds going from Ga to N in the

stacking direction. However, this is not the case when comparing [0001]wz and [1̄11]zb.

While in the former the bonds go from Ga to N atoms, they go from N to Ga in the

latter. Considering that the polarity of [1̄11]zb goes from N to Ga (Fig. 2.1), it follows that

[0001]wz||[111]zb and [0001̄]wz||[1̄11]zb (as well as [0001]wz||[1̄1̄1]zb and [0001̄]wz||[11̄1]zb with similar
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reasoning). Because of this, it was necessary to use two different orientations in the simulation

so that the correct ⟨0001⟩ could be aligned to the 4 corners of the zincblende unit cell, indicated

in Fig. 6.10(a) with red arrows.

In turn, the m-planes, or {101̄0}, align with the {112}zb faces. As an example, for the wz-

GaN growing along [1̄1̄1]zb—red circles in Fig. 6.10(a)—, the relation [1̄010]wz||[1̄1̄2̄]zb is found.

Additionally, the inclusion growing in the [111]zb direction have the relation [101̄0]wz||[112̄]zb, as
seen as well in Fig. 2.2.

Recalling that some twinned {111}t faces are parallel to the well-oriented {115}zb planes,

and that the latter are 15.8◦ tilted from the [001]zbsurface, it follows that the reflections indicated

in Fig. 6.10(b) (where rotations through 15.8◦ were added) come from wurtzite inclusions

growing on twinned zb-GaN. These inclusions inherit the relation [0001]wz||[115]zb. This means

that, just like the twinned 111zb planes, misoriented [0001̄]wz grown on twins could also be

contributing to the reflection at 34.5◦ in Fig. 6.5.

Regarding the amount of wurtzite inclusions, it is noteworthy that sample S2 presented

the lowest amount of wurtzite inclusions. Conversely, samples S3 and S4 presented the highest

amounts of inclusions. Moreover, the inclusions in these two samples seem to have been grown

preferably on the twinned zb-GaN, since the reflections coming from them are more intense.

6.3.7 Crystallographic relations

Throughout Section 6.3.4 and Section 6.3.6, some crystallographic relations between

zincblende and wurtzite GaN as well as their twins have been given. Graphical representations

of their unit cells are shown in Fig. 6.11(a), where some of these relations are also indicated. In

this diagram, these crystallographic relations are much clearer. For example, the angle between

[111]zb and [0001]wz of ∼ 54.7◦ is somewhat more appreciable there. Furthermore, the twinned

zb-GaN and the wz-GaN growing on top also show how their {111}t and {0001}t planes are

aligned close to the surface. The Z and X directions are given for all the unit cells shown.

The atomistic view along [1̄10]zb in Fig. 6.11(b) shows these relations from a different

perspective. In there, the (0001)wz||(111)zb interface between the matrix zb-GaN and wz-GaN,

with indices (3̄034)[303̄8], growing directly onto it is straightforward to distinguish matching the

polarities of both sides. The same goes for the (111)t||(1̄1̄1)m interface between zb-GaN and one

of its twins with MIller indices (221̄)[1̄1̄4̄], and the (0001̄)t||(111̄)t interface between twinned zb-

GaN and wz-GaN growing on it with indices (101̄7̄)[2̄021̄]. The planes normal and perpendicular

to the surface, i.e., the ones defining the ideal orientations, are shown for the 4 domains.
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Fig. 6.11. (a) graphical representation and (b) atomistic along [1̄10]zb. In blue Ga atoms:
matrix zb-GaN (three indices with subindex ”m”); red: wz-GaN grown on the matrix zb-GaN
(four indices with subindex ”m”); yellow: twinned zb-GaN (three indices with subindex ”t”);
cyan: wz-GaN grown on twinned zb-GaN (four indices with subindex ”t”).
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Moreover, as mentioned multiple times, it is clear that these two types of defects grow on

top of the {111} faces of zb-GaN. This is because of the similarities between the ⟨111⟩zb and

⟨0001⟩wz directions, where only the stacking sequence differs from one phase to the other. Hence,

stacking faults are the main factor to consider when analyzing the contamination of zb-GaN by

wz-GaN and their twins. The atomistic view in Fig. 6.11(b) also depicts these defects.

For example, starting in the zb-GaN zone in the center, one can easily follow the stacking

direction along the diagonally-placed [111] axis. There, the ABCABCABC (see Fig. 2.2 for

more details) stacking sequence of zincblende change into wurtzite’s ABABAB, leading to the

wz-GaN inclusion. Similarly, going from the zb-GaN matrix to the twin located to the left, now

the stacking goes from ABCABCABC to ACBACBACB of the twinned zincblende (as described

in Section 6.3.4 as well). From there, going up into the twinned wz-GaN zone, the stacking

changes again from ABCABCABC to ABABAB, exactly as in the matrix.

S1OM-Z(a) (b) (c) (d)

(e) (f) (g) (h)

OM-X OM-Z OM-X

OM-Z OM-X OM-Z OM-XS3 S4

S2
Not indexed Not indexed Not indexed Not indexed

Not indexed Not indexed Not indexed Not indexed

Fig. 6.12. EBSD Z and X orientation maps (OM) from series S. On the bottom, the IPF keys
for point groups 4̄3m and 6mm are shown. For the latter, both the upper and lower keys are
shown as suggested by Nolze and Hielscher [157].
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6.3.8 EBSD characterization

The orientation of the samples discussed so far may be also analyzed via EBSD. For that

end, Fig. 6.12 shows the orientation maps along Z and X. The dominating red color (repre-

senting [001]zb or [0001]wz) along Z suggests that the main orientation of zb-GaN out-of-plane

was perpendicular to the 001zb planes, considering only zincblende (for reasons that will become

clearer in Section 6.3.9).

Furthermore, the widespread cyan coloring—representing [011]zb or [0001̄]wz—in the maps

along X indicates that zb-GaN has the {110} planes aligned perpendicular to the in-plane

direction. This reveals then the (001)[110] ideal orientation of zb-GaN, in perfect agreement

with the XRD discussion thus far. This orientation is confirmed by the IPF shown in Fig. 6.13.

For all samples, there is a high density of orientations toward the [001]zb along Z. The same case

goes for the IPF along X, where the highest densities of orientations are found near the [011]zb

(not explicitly indicated) zone of the IPF.

S1 655 °C S2 665 °C S3 675 °C S4 685 °C(a) (b) (c) (d)

Fig. 6.13. EBSD inverse PF obtained from the orientation maps in Fig. 6.12 for samples (a)
S1, (b) S2, (c) S3, and (d) S4. The nucleation temperatures are indicated.

Moreover, the orientation maps also indicate the degree of orientation; while sample S2

exhibits a significantly more homogeneous coloring in both maps, samples S4, S3, and S1 display

different shades of various colors. This means that the latter samples presented an importantly

greater degree of misorientation. Conversely sample S2 seems to have grown very nicely oriented.

Looking at the 113zb and 101̄3wz EBSD PF in Fig. 6.14, obtained through the ODF, this is more

detailed. In most of the samples, the poles from zb-GaN twins are not detected. Only sample

S3 shows these reflections, suggesting a higher amount of twins. On the other hand, samples

S1, S3, and S4 show clear signals of wurtzite inclusions, with samples S1 and S3 showing even

the wz-GaN twins. The EBSD 101̄3wz PF of sample S2 may be counterintuitive even, since the

wurtzite inclusions do not seem to have order. Instead, the reason for this may be that EBSD

detected so little amount of wz-GaN that it was not enough to obtain a clear orientation for it.
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S1 655 °C S2 665 °C

S3 675 °C S4 685 °C
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(h)

Fig. 6.14. EBSD 113zb and 101̄3wz PF from samples (a)-(b) S1, (c)-(d) S2, (e)-(f) S3, and
(g)-(h) S4. The nucleation temperatures are indicated.
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S3(c) S4(d)
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Wurtzite
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S2(b)

Fig. 6.15. EBSD phase maps from samples (a) S1 (b) S2, (c) S3, and (d) S4.
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6.3.9 Quantitative results

Table 6.2 shows the zincblende and untwinned zincblende content calculated from the

XRD PF, the zincblende content from the EBSD phase maps from Fig. 6.15 (obtained via

MTEX), the rocking-curve FWHM from the ω scans, and the RMS-roughness from AFM. For

easier interpretation, the data from Table 6.2 is plotted in Fig. 6.16 as function of nucleation

temperature.

Table 6.2. Results from the figures-of-merit used for samples S. For the XRD PF calculations
(first two columns), only the 113zb reflections from the well-oriented zb-GaN, as indicated in
Fig. 6.7(a) were considered for the integrated intensity calculation with Eq. (4.21), while the
complete 101̄3wz PF were used for wurtzite. The reported values are the average ± the standard
error, when multiple measurements were taken. For EBSD data, numbers inside parenthesis
indicate the percentage of unindexed area.

Zincblende
content/%

Untwinned
content/%

EBSD zincblende
content/%

FWHM/arcmin RMS-roughness/nm

S1 98.4± 0.6 97.8± 0.7 95.1 (28.9) 125.4± 2.5 5.4± 1.4
S2 99.6± 0.3 99.7± 0.3 99.9 (0.1) 83.4± 0.8 5.7± 0.6
S3 81.8± 2.4 85.4± 2.1 89.4 (23.9) 147.0± 4.5 6.4± 1.3
S4 60.0± 3.6 71.0± 3.3 96.6 (1.0) 145.8± 4.0 6.4± 1.1
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Fig. 6.16. For sample series S, (a) zincblende and untwinned zincblende contents from XRD PF
and EBSD phase maps, as well as (b) FWHM of the 002zb reflection and RMS-roughness from
10× 10 µm2 AFM scans.

First, the zincblende and untwinned contents in Fig. 6.16(a) confirm the qualitative
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conclusions so far; the best sample in terms of crystalline phase purity is sample S2, being grown

at a nucleation temperature of 665 ◦C. Moreover, a tendency is seen in almost all figures-of-

merit used in this work. Crystalline purity, as measured by XRD PF, for example, starts at a

high value of 98.4 % and grows a small amount to ∼ 99.6 % as nucleation temperature goes

from 655 to 665 ◦C. However, as it increases further to 675 ◦C, zincblende content significantly

drops to ∼ 81.8 %. This trend continues as the nucleation temperature reaches its maximum

of 685 ◦C, with a crystalline purity as low as ∼ 60.0 %. The same trend is identified for the

amount of untwinned content, decreasing dramatically for the highest temperatures. This is not

exactly the case for the zincblende content from EBSD phase maps, where the highest nucleation

temperature yielded a remarkable ∼ 96.6 %.

Very similarly, the trend in surface quality, as suggested by roughness values in Fig. 6.16(b),

indicates that the lower the temperature, the flatter, higher-quality surface achieved. Neverthe-

less, the crystalline quality, denoted by the FWHM of the 002zb reflection (see Section 4.2.2),

does not follow this trend exactly as the surface quality. Rather, the crystalline quality starts

decreasing to a minimum for sample S2 grown at 665 ◦C. Then, it increases again and almost

flattens for the two highest temperatures. Moreover, from the EBSD phase maps, one can gain

some insight into the quality of the films by means of the unindexed percentage: the higher this

value, the lower the quality, since this produces less clear diffraction patterns, harder to index.

The remarkable small amount of unindexed surface in sample S2, once again suggests that this

very sample exhibits the highest quality. On the other hand, the high unindexed percentages

displayed by samples S1 and S3 suggest low qualities according to EBSD. Up to this point, there

is a good agreement between EBSD and XRD, with sample S4 being the exception.

It is likely that the reason behind this important changes of the figures-of-merit across the

different samples was due to changes in nucleation modes due to the various temperatures used.

This could be arising from changes in adatom mobility, rising as temperature increases due to

the higher thermal energy provided. With this, it is safe to assume that the lower mobilities

promoted by the 655 and 665 ◦C in samples S1 and S2 yielded a higher density of smaller

nuclei when compared to 675 and 685 ◦C. The results of this work show that nucleation at 665
◦C produced small enough nuclei so that dislocations, generated due to relaxation, glided out

from them and annihilated when various nuclei coalesced (see Section 3.2.3). In contrast, the

bigger, lower density nuclei at higher temperatures in samples S3 and S4 suffered from greater

amount of dislocations, and hence tilt (see Fig. 4.7), leading to misorientations with subsequent

twinning and wurtzite formation. It is noteworthy that lowering temperature to 655 ◦C likely

resulted in mobility decreasing more than enough, rendering slightly worse purity and quality,

suggesting that the optimal temperature was 665 ◦C.
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doped zb-GaN Epilayers

7.1 Growth

7.1.1 Growth conditions

Two groups (series G and N) of Mg-doped zb-GaN thin films where prepared on GaAs

(001) substrates in the Riber C21 molecular beam epitaxy (MBE) system described for series S

in Section 6.1.1 in order to investigate the effects of p-type doping on the structure of zb-GaN

thin films on GaAs (001) substrates.

Just as for series S the growth process of the structures shown in Fig. 7.1 started by

transferring the GaAs (001) substrates into the growth chamber of the MBE. There, they were

heated up to 585 ◦C in 20 minutes for desorption. The As shutter was opened at a beam equivalent

pressure (BEP) of 7.59×10−6 Torr (at a cell temperature of 137 ◦C) as the substrate temperature

went past 380 ◦C in order to prevent GaAs decomposition. The process was controlled by the

GaAs 2× 4 surface reconstruction with reflection high-energy electron diffraction.

200 nm

5 nm

GaAs (001) substrate

Mg:GaN film 400 nm

GaAs buffer

GaN nucleation 

Fig. 7.1. Structure of the doped samples grown for series N and G.

Once again, the process continued with the growth of a 200 nm thick GaAs homoepitaxial

layer on top of the reconstructed substrate at a temperature of 690 ◦C. For this, the Ga shutter

was opened at a BEPGa of 2.58 × 10−7 Torr (cell temperature of 941 ◦C) and maintained open

with the As shutter for 15 minutes.
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Right after, the substrate temperature was raised to 665 ◦C (as in sample S2), while the

radio-frequency (RF) plasma source was ignited at 100 (G) or 150 W (N) and a N2 flux of 0.4

sccm. To start the growth of the nucleation layer, the Ga shutter was opened first using a BEPGa

of 1.95 × 10−7 Torr (cell temperature of 929 ◦C). Only 3 seconds later, the N shutter was also

opened. During the first 30 seconds of the nucleation layer, the growth took place under an As

overpressure (see Section 3.2.3) using the same BEPAs as in the previous layer.

After 90 seconds since the start of the nucleation layer, the substrate temperature was

raised to 700 ◦C, while maintaining the Ga and N shutters open. At that temperature, the Mg

cell was opened at various TMg as shown in Table 7.1 for 110 minutes for a total of ∼ 400 nm

of nominal thickness. A schematic of the growth procedure is shown in Fig. 7.2, indicating at

what times are the cells opened/closed.

Table 7.1. Mg cell temperature and RF-plasma power used for series G and N.

Sample Plasma power/W TMg/
◦C

G1 100 360
G2 100 380
G3 100 400
N1 150 360
N2 150 380
N3 150 400

0 2 0 3 5 3 8 3 9 4 0 4 1 1 5 0 1 5 1
3 0 0
4 0 0
5 0 0
6 0 0
7 0 0
8 0 0
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G r o w t h  t i m e / m i n

A s G a G a N A s
G a G a

NM g
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Fig. 7.2. Temperature during growth. Green (red) remarks with upward (downward) arrows
indicate when a cell was opened (closed).
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7.2 Characterization

7.2.1 Morphology and crystallinity

The surface and crystallinity of samplesG andN was characterized in the exact same man-

ner as samples S. For a detailed description on x-ray diffraction (XRD), atomic force microscopy

(AFM), scanning electron microscopy (SEM), Nomarski, and electron backscatter diffraction

(EBSD), as well as how the full-width at half-maximum (FWHM) and root mean square (RMS)

values are obtained, the reader is referred to Section 6.2.1 and Section 6.2.2. Addition-

ally, sample G2 underwent energy-dispersive x-ray spectroscopy (EDX) to analyze possible Ga

droplets.

7.2.2 Mg content

To evaluate composition, samples G and N were measured via Secondary-ion mass spec-

trometry (SIMS) in a TOF-SIMS-V from IONTOF. This equipment uses a Bi3+ ion current of

0.3 pA accelerated at 30 kV in a pulsed manner.

For depth profiling, O2
+ (120 nA, 1 kV) and Cs+ (170 nA, 2 kV) ions were used to sputter

the sample. Ions CsGa+, CsMg+, Cs2As
+, and Cs2N

+ were used to record the intensities of Ga,

Mg, As, and N, respectively, in order to diminish the matrix effect.

Finally, Hall-effect measurements were conducted at room temperature to obtain the

amount of electrically active Mg atoms in the films. For that, an in-house made system was used,

equipped with Nd magnets producing a magnetic field of 0.55 T. Square pieces of ∼ 10×10 mm2

were used with circular Au/Ni contacts evaporated at the corners.

7.3 Results and discussion

7.3.1 Morphology

Fig. 7.3 shows the Nomarski, SEM, and AFM micrographs from samples G. On the other

hand, Fig. 7.4 shows the same measurements obtained from samples N. A clear difference can

be noted between the two types of samples observing their surface morphologies.

First, Normarski images reveal the dense presence of droplet-like features across the whole

surface of samples G. Conversely, the surface of samples N seems much cleaner from these

features. A similar picture is seen in the SEM micrographs, particularly for samples G1 and
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G2. Moreover, these measurements reveal a smooth, low-pit density surface in between these

droplets when compared to samplesN, where a highly pitted surface arised likely from the growth

conditions. This is confirmed by the uniform colors in areas without droplets in the AFM images

in samples G and the grainy appearance of the whole surface of samples N.

G1G1

G2 G2

G1 (g)

G2 (h)

(d)

(e)

(a)

(b)

G3 G3 G3 (i)(f)(c)

Fig. 7.3. (a)-(c) Nomraski, (d)-(f) SEM, and (g)-(i) AFM micrographs from samples G. Parts
of this figure are published in [156].

Comparing the surface morphology between the two types of samples, a reasonable as-

sumption can be made about the stoichiometry. That is, the lower power of 100 W used for

igniting the N plasma in samples G led to a smaller amount of nitrogen reactive species, pushing

the Ga/N ratio towards Ga-rich conditions in fashion that provoked the accumulation of Ga on

the surface.

Because of this very same reason, the higher adatom mobility resulted in smoother surfaces

with low amounts of pits. Conversely, the 150 W used for the plasma source in samples N

generated enough reactive N species to keep the Ga/N ratio within the N-stabilized regime

observed as well in samples S (see Fig. 6.4), for which the same RF power was used.
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N1N1

N2 N2

N1 (g)

N2 (h)

(d)

(e)

(a)

(b)

N3 N3 N3 (i)(f)(c)

Fig. 7.4. (a)-(c) Nomraski, (d)-(f) SEM, and (g)-(i) AFM micrographs from samples N. Parts
of this figure are published in [156].
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Fig. 7.5. EDX analysis carried out on a droplet as indicated in the inserted image.
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To have more certainty about this assumption, Fig. 7.5 shows the results obtained from

EDX, which revealed a ∼ 80/20 Ga to N ratio within the droplets, compared to the near 50/50

obtained in some areas outside them. These results support the idea that 100 W at the plasma

source was enough to push the conditions well within the Ga-droplet regime.

7.3.2 Out-of-plane orientation

The appearance of the 002zb and 004zb reflections in the symmetric ω-2θ scans in Fig. 7.6

are a clear indication the (001)zb planes oriented parallel to the surface, following the orientation

given by the substrate so that (001)zb||(001) GaAs.

3 0 4 0 5 0 6 0 7 0 8 0 9 0

Int
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/a.

u
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G 1  3 6 0  ° C

G 2  3 8 0  ° C

G 3  4 0 0  ° C

G a A s  0 0 21 1 1 z b0 0 0 2 w z 0 0 2 z b

G a A s  0 0 4
0 0 0 4 w z

0 0 4 z b

G 1  3 6 0  ° C

G 2  3 8 0  ° C

G 3  4 0 0  ° C

G a A s  0 0 21 1 1 z b0 0 0 2 w z 0 0 2 z b

G a A s  0 0 4
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0 0 4 z b

N 1  3 6 0  ° C

N 2  3 8 0  ° C

N 3  4 0 0  ° C

G a A s  0 0 21 1 1 z b0 0 0 2 w z 0 0 2 z b
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Fig. 7.6. XRD ω-2θ scans from samples G and N. Reflections belong to zincblende and wurtzite
GaN, unless otherwise stated. Parts of this figure are published in [156].

Furthermore, the reflection at ∼ 34.5◦ indicates the formation of (111)zb or (0001)wz do-

mains. These scans also show a profound variation between the two sample series. On the one

hand, samples N exhibit an intense, unwanted peak at ∼ 34.5◦. Conversely, these samples also

show weaker 004zb reflections. Samples G, on the other hand, display a negligible 111zb/0002wz

and a stronger 004zb reflection.

7.3.3 Experimental zincblende pole figures

For a complete description of orientation of the samples, Fig. 7.7 shows the results of

the pole figure (PF) measurements obtained from samples G and N. Just as for samples S, the

simulated PF of the 113zb reflection from GaN (001)[001] is superimposed on the experimental

PF measured from sample G1 and is shown in Fig. 7.7(a).
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Fig. 7.7. Experimental 113zb PF of samples G and N with simulation from GaN (001)[110]
superimposed on the results from sample G1 in (a). Twinned 113zb reflections are indicated for
sample N1 in (d). Mg cell temperatures are indicated. Parts of this figure are published in [156].
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Again, the 12 visible reflections from the {113}zb family are clearly identified in all PF vert

close to the prediction from the simulation, confirming the (110)zb||(110)GaAs in-plane relation.

This means that the final orientation of the zb-GaN samples is described by the Miller indices

(001)[110], corroborating the successful epitaxial growth of the films on GaAs substrates. More-

over, 6 of the 12 visible reflections coming from the GaN (1̄22)[411], (12̄2)[411̄], (2̄1̄2)[101] and

(212)[101̄] twins (see Section 6.3.4) are indicated for sample N1 in Fig. 7.7(d). The same

reflections can be identified for the rest of the samples to various extents. For details on the

simulation, the reader is referred to Section 6.3.3 and Fig. 6.6. Additionally, Fig. 6.8 shows

the crystallographic relations between zb-GaN and some of its twins.

The 113zb PF measurements significantly differentiate between samples G and N. In the

first place, the former group exhibits strong, sharp reflections coming from untwinned zb-GaN.

Furthermore, the twinned reflections are remarkably weak in comparison to their untwinned

counterparts. On the other hand, samples N displayed much broader untwinned and more

intense twinned reflections, meaning that the degree of misorientation and the amount of twins

was significantly greater in samples N than G.

7.3.4 Experimental wurtzite pole figures

The results from the XRD 101̄3wz PF measurements are shown in Fig. 7.8. The simulated

101̄3wz reflections obtained from GaN (0001)[101̄0] and (0001̄)[0100] with rotations through 54.7◦

about b and −b are superposed on the experimental PF in Fig. 7.8(a).

Unlike samples S—in Fig. 6.10—, where only 2 wurtzite inclusions (along X) are seen,

most G and N samples exhibit 4 (along X and Y ). As mentioned in Section 3.2.3, different

polarities can lead to different amounts of defects. It is then likely that the doping atoms are

affecting this, making it irrelevant whether the direction is Ga- or N-polar by creating defect

centers.

Additionally, in all inclusions the 6-fold symmetry can be observed, forming hexagons

around the [0001]wz direction in the center, which is located at ∼ 54.7◦ away from the PF origin.

This leads to the same orientation relation found for the wurtzite inclusions of samples S, which

grew on the {111} facets of zincblende.

Analyzing the reflections of wurtzite growing on top of zincblende twins, as depicted in

Fig. 7.8(d), it is noted that most the wurtzite inclusions grew preferably on the twins when

these were present in greater amounts, i.e., in samples N. For details on the simulation of the

101̄3wz PF, see Section 6.3.5 and Fig. 6.9. Finally, Fig. 6.11 depicts schematic and atomistic

representation between zb-GaN, wz-GaN growing on it as well as their twins.
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Fig. 7.8. Experimental 101̄3wz PF of samples G and N. The 101̄3wz GaN (0001)[101̄0] and
(0001̄)[0100] reflections with 54.7◦ rotations are shown for sample G1 in (a). The corresponding
twinned reflections are indicated for sample N1 in (d). Mg cell temperatures are indicated. Parts
of this figure are published in [156].

7.3.5 EBSD characterization

The orientation maps in Fig. 7.9 along Z and X give another perspective about the

crystallographic relations between the substrate and the epilayers. A first glance shows that
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both maps from all samples G are remarkably homogeneous, without considering the unindexed

areas in sample G3. Conversely, both orientation maps from samples N consist of a mixture of

different shades of colors. That means that samples N exhibit a significantly higher degree of

misorientation when compared to their G counterparts.

G1OM-Z(a) (d) (g) (j)

(b) (e) (h) (k)

OM-X OM-Z OM-X

OM-Z OM-X OM-Z OM-XG2 N2

N1
Not indexed Not indexed Not indexed Not indexed

Not indexed Not indexed Not indexed Not indexed

(c) (f) (i) (l)OM-Z OM-X OM-Z OM-XG3 N3
Not indexed Not indexed Not indexed Not indexed

Fig. 7.9. EBSD orientation maps along Z (a)-(c) and (d)-(f) X from samples G as well as along
Z (g)-(i) and (j)-(l) X from samples N. The IPF keys for point groups 4̄3m and 6mm are shown.
Parts of this figure are published in [156].

In the case of samples G, the red-dominated orientation map along Z indicates that the

main out-of-plane orientation was either [001]zb or [0001]wz according to the inverse PF (IPF)
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keys. Considering that most of the EBSD area of these samples crystallized in the is zincblende

phase (see Section 7.3.6), it is safe to conclude that it was rather the former orientation, i.e.,

[001]zb. Furthermore, the cyan maps along X reveal that the main orientation in-plane was,

considering now only zincblende, [011]zb according to the IPF key. This is in perfect agreement

with the (001)[110] ideal orientation determined by the XRD ω-2θ scans and PF.

On the other hand, the mixture of cyan and red in the maps in samples N along Z indicate

the [001]zb or [0001]wz and [011]zb or [0001̄]wz. Contrary to samplesG, theN set resulted in almost

pure wurtzite according to EBSD (see Section 7.3.6). Considering only those IPF keys results

in the ⟨0001⟩wz orientations out-of-plane. In-plane texture is revealed by the maps along X,

where magenta coloring, i.e., [1̄100]wz, dominates.

G1 360 °C(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

N1 360 °C

G2 380 °C N2 380 °C

G3 400 °C N3 400 °C

Fig. 7.10. EBSD (a)-(c) 113zb and (d)-(f) 101̄3wz PF from samples G as well (g)-(i) 113zb
and (j)-(l) 101̄3wz PF from samples N. Mg cell temperature are shown. Parts of this figure are
published in [156]

To confirm this analysis, the 113zb and 101̄3wz PF, computed from the orientation density

function (ODF), are shown in Fig. 7.10. Comparing the EBSD PF from samples G to their

XRD counterparts shows that there is good agreement between the two techniques. Except for

sample G1, which shows a somewhat higher degree of misorientation, the rest of the 113zb PF
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reveal almost the exact same texture.

Nevertheless, while the 113zb XRD PF measurements show evidence of twins, EBSD does

not, suggesting higher crystalline purities. Yet, reflections coming from wurtzite inclusions are

clearly present with the same texture in the 101̄3 PF.

On the other hand, both the 113zb and 101̄3wz PFs from samples N show coherent results

when comparing XRD and EBSD. In the former, most reflections from both twinned and un-

twinned zb-GaN can be observed. In the later, EBSD also shows a tendency of wurtzite to grow

preferably on zb-GaN twins when these are present as well.

The upper wurtzite IPFs along Z, also computed through the ODF, shown for both sample

series in Fig. 7.11, categorically confirm this from a different point of view. In Fig. 7.11(a)

and Fig. 7.11(d) the [3̄308] and [1̄107] directions are indicated, respectively. Note that the

former belongs to the same family as [3̄038]wz, while the latter is equivalent to [101̄7̄]wz. These

two directions are associated with wurtzite inclusions grown on the untwinned twinned zb-GaN,

respectively, as observed in Fig. 6.11.

G1 360 °C(a) (b) (c)

(d) (e) (f)N1 360 °C

G2 380 °C

N2 380 °C

G3 400 °C

N3 400 °C

Fig. 7.11. EBSD upper wurtzite IPF along Z from samples G (a)-(c) and (d)-(f). Directions (a)
[3̄304] and (b) [1̄107] are indicated for samples G1 and N1, respectively. Mg cell temperature
are shown. Parts of this figure are published in [156].

Considering that, it follows from the higher orientation densities near the [1̄107] direction

in samples N that wurtzite inclusions grow preferably on twinned rather than untwinned zb-

GaN. In samples G, on the contrary, the majority of the orientations are located near the [3̄308]

direction, meaning that wurtzite grew on untwinned zb-GaN, perhaps due to the low amount of

twins on which to grow.

Finally, Fig. 7.12 shows the phase maps obtained from EBSD. These results once again

show the very clear difference between samples G and N. While the former set entails almost

pure zincblende, the opposite can be argued for the latter set. This qualitative analysis is in

perfect agreement with the results from XRD discussed so far.
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Zincblende
Wurtzite
Not indexed

G1(a) Zincblende
Wurtzite
Not indexed

(b) Zincblende
Wurtzite
Not indexed

G3(c)

Zincblende
Wurtzite
Not indexed

G2

(d) Zincblende
Wurtzite
Not indexed

N2N1 (e) Zincblende
Wurtzite
Not indexed

N3(f)

Fig. 7.12. EBSD phase maps from samples (a)-(c) G and (d)-(f) N. Parts of this figure are
published in [156].

7.3.6 Quantitative results

Table 7.2 summarizes key quantitative results comparing zincblende Mg:GaN samples

grown under Ga-rich and N-rich conditions, samples G and N, respectively, as described in

Section 7.3.1. The data shows that samples G, prepared with 100 W RF plasma power, have

considerably higher zincblende content than those grown with 150 W power, i.e., samples N.

In particular, the conditions for sample G3 resulted in an outstanding 99.9 % zincblende phase

purity, as determined by XRD analysis.

Moreover, samplesG2 andG1 also exhibit excellent zincblende contents of 97.8 % and 97.0

%, respectively. These samples also grew with low amounts of twins, with sample G3 having

a remarkably high 99.1 % of untwinned zb-GaN. In contrast, the 150 W samples in series N

display significantly more twinning defects, with untwinned contents as low as 57.5 % in sample

N2.

Notably, XRD and EBSD measurements are in close agreement with one another for the

Ga-rich samples, but show significantly larger discrepancies for N-rich films. This suggests that

rougher surfaces and defective crystalline quality (as discussed further in this text) caused issues

indexing EBSD patterns. In that sense, the FWHM and RMS roughness measurements correlate

closely with zincblende phase contents, revealing a marked difference in crystalline and surface

quality between the Ga-rich and N-rich growth conditions.
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Table 7.2. Results from the figures-of-merit used for samples G and N. For the XRD PF
calculations (first two columns), only the 113zb reflections from the well-oriented zb-GaN, as
indicated in Fig. 7.7(a) were considered for the integrated intensity calculation with Eq. (4.21),
while the complete 101̄3wz PF were used for wurtzite. The reported values are the average ±
the standard error, when multiple measurements were taken. For EBSD data, numbers inside
parenthesis indicate the percentage of unindexed area. RMS roughness numbers in parentheses
indicate measurements in between droplets.

Zincblende
content/%

Untwinned
content/%

EBSD zincblende
content/%

FWHM/arcmin RMS roughness/nm

G1 97.0± 0.9 94.1± 0.1 99.9 (< 0.1) 57.6± 1.7
9.8± 0.5
(4.8± 0.1)

G2 97.8± 0.3 96.6± 0.8 99.5 (0.2) 71.3± 1.6
8.6± 0.3
(4.9± 0.3)

G3 99.9± 0.1 99.1± 0.2 97.4 (27.2) 67.0± 3.0
5.9± 0.1
(5.6± 0.1)

N1 49.1± 2.2 67.6± 3.0 19.2 (47.1) 123.7± 1.1 10.2± 0.5
N2 35.8± 4.5 57.5± 4.8 < 0.1 (30.1) 102.9± 3.9 7.8± 0.6
N3 27.0± 1.9 56.9± 1.2 4.4 (46.4) 167.9± 5.1 8.8± 0.4

Additionally, the former set of samples, i.e., series G, exhibits more uniform properties

across the analyzed regions, indicated by the smaller standard errors. In contrast, N-rich samples

display significantly inferior crystalline and surface figures of merit.

This divergence likely stems from the surfactant effect of excess Ga atoms under the Ga-rich

regime during growth of samples G, produced by the diminished amount of reactive N species

due to the 100 W of plasma power used. The heightened adatom mobility, a characteristic of

Ga-rich conditions (see Section 3.2.3), likely enabled Ga and Mg atoms to incorporate in an

orderly fashion, facilitating two-dimensional layer-by-layer growth.

This seems to have minimized defects like stacking faults and dislocations, ultimately

yielding higher zincblende purity, superior crystalline quality, smoother surfaces (especially in

areas between droplets, as indicated by numbers in parenthesis in Table 7.2, as well as a high

degree of orientation (as discussed in previous sections).

Under N-rich conditions, restricted adatom mobility disrupts the growing crystal. The

excess nitrogen hinders surface diffusion, increasing disorderly incorporation of Ga and Mg. This

defective growth promotes defects like twinning and wurtzite inclusions via stacking faults (see

Section 3.2.3). These, in turn, lead to higher roughness, inferior crystalline quality, greater

twin and wurtzite inclusions, and misorientation. All these defects also impede interpretation of

EBSD patterns, explaining the discrepancy from XRD analysis.
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Fig. 7.13. For sample series G, (a) zincblende and untwinned zincblende contents from XRD
PF and EBSD phase maps, as well as (b) FWHM of the 002zb reflection and RMS-roughness
from 10× 10 µm2 AFM scans. Roughness values in between droplets are plotted as indicated by
numbers in parentheses in Table 7.2. Parts of this figure are published in [156].

Analyzing the impact of Mg doping temperature on samples G, as shown in Fig. 7.13,

suggests that increasing the Mg cell temperature increases crystalline purity, yielding zincblende

contents greater than 99 % with barely no twins, according to XRD PF measurements. However,

the crystalline quality and surface roughness tell the opposite story. It seems that, overall,

increasing Mg cell temperature produced a reduced crystalline quality (denoted by higher FWHM

values) and rougher surfaces.

Considering that the rates of change in crystalline quality and surface roughness going from

a Mg cell temperature of 360 ◦C in sampleG1 to 400 ◦C in sampleG3 are considerably greater, it

is then reasonable to assume that, the greater the Mg atoms (due to higher cell temperatures), the

more nucleation centers acting as defect generators. Moreover, the crystalline purities revealed

by EBSD also indicate diminished quality the higher the Mg cell temperature are.

The impact of varying Mg doping temperature becomes much more apparent when ex-

amining the N-rich sample series N. For that, Fig. 7.14 shows a comparison between samples

N1, N2, N3, and S2, i.e., an undoped sample with the same nucleation temperature of 665 ◦C

and 150 W of plasma power. While sample S2 comprises nearly pure zincblende with negligible

twinning, despite its N-rich stoichiometry, samples N are significantly more defective.

More specifically, zincblende content strongly decreases when adding Mg dopants at a Mg

cell temperature of 360 ◦C from more than 99.6 % (sample S2) to 49.1 % (sample N1). This
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continues as Mg cell temperature increases further to 380 ◦C, where purity goes down to 35.8 %

in sample N2, and 400 ◦C, where zincblende content reaches its lowest of 27 % in sample N3.

3 6 0 3 8 0 4 0 0
0

2 0

4 0

6 0

8 0

1 0 0

Co
nte

nt/
%

M g  c e l l  t e m p e r a t u r e / ° C

 Z i n c b l e n d e
 U n t w i n n e d
 E B S D  z i n c b l e n d e

( a ) ( b )

3 6 0 3 8 0 4 0 0
4 0
6 0
8 0

1 0 0
1 2 0
1 4 0
1 6 0
1 8 0

FW
HM

/ar
cm

in

M g  c e l l  t e m p e r a t u r e / ° C
U n d o p e d U n d o p e d

5
6
7
8
9
1 0
1 1

RM
S-r

ou
gh

nes
s/n

m

Fig. 7.14. For sample series N, (a) zincblende and untwinned zincblende contents from XRD PF
and EBSD phase maps, as well as (b) FWHM of the 002zb reflection and RMS-roughness from
10× 10 µm2 AFM scans. Sample S2 (grown with 150 W as series N) is added for comparison,
with its FWHM adjusted using Eq. (4.13). Parts of this figure are published in [156].

Very similar trends are observed in twinning and wurtzite inclusions by EBSD, as well as

XRD ω scans FWHM and AFM RMS roughness, all going up with Mg cell temperature. Under

N-rich conditions, the low Ga/N ratio deprives the growing front of sufficient surfactant atoms in

samples N. With no excess Ga helping Mg incorporate more orderly, the disrupted crystallization

provokes high defect densities, like stacking faults, spurring phase transitions and twinning.

7.3.7 Mg incorporation and activation

Further evidence of the previous discussion can be found by analyzing the incorporation

and electrical activation of Mg atoms, as measured by SIMS and Hall-effect, respectively. For

that, Fig. 7.15 shows a plot of the results in Table 7.3.

There are a couple of key points that can be observed from the graph. First, there does

not seem to be a significant increase of Mg content with Mg cell temperature in any of the

measurements. At the very least, there is no clear trend since the contents go up and down in

most cases. There are various reasons as to why the samples behave like so. Either there are

not enough samples to obtain a clear trend, they are not homogeneous enough to express the

expected trend or a saturation point is close to be reached.
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Fig. 7.15. Mg content and hole concentration measured from SIMS and Hall effect from samples
G and N as function of Mg cell temperature.

Table 7.3. Mg and hole concentrations measured from SIMS and Hall effect the doped samples.

SIMS/cm−3 Hall effect/ cm−3 SIMS/cm−3 Hall effect/ cm−3

G1 3.0× 1019 2.0× 1019 N1 2.3× 1021 2.0× 1018

G2 2.2× 1019 6.2× 1019 N1 1.0× 1021 3.0× 1018

G3 4.0× 1019 5.0× 1019 N1 1.7× 1021 9.2× 1017

Moreover, the hole concentration obtained by Hall effect, in the mids 1019, shows good

agreement with the total Mg content by SIMS for samples G, with the small discrepancies

being likely due to measurement error or slight inhomogeneities between the analyzed areas.

Additionally, the studied areas are enormously different; while Hall-effect analyzes macroscopic

samples of about ∼ 10× 10 mm2, SIMS studies areas in the order of a few µm2. This could be

the reason as to why there seems to be higher amount of holes than Mg atoms.

This is not so much the case in samples N, for there are important discrepancies of ∼ 3 or-

ders of magnitude between the total incorporated Mg of ∼ 1021 and the electrically active dopants

of ∼ 1018. Interestingly, these samples incorporate more Mg atoms than their G counterparts

by about 2 orders of magnitude.

It is likely that, under Ga-rich conditions, there is some degree of competition of the

incorporation between Ga and Mg atoms. Because there is not enough N for both kind of atoms,

Ga seems to be preferably incorporating into the lattice. Nevertheless, the opposite behavior
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occurs when considering the hole concentration measured by Hall-effect. Although incorporated

in less amounts, most of the Mg atoms in samples G are electrically active.

This all means that Ga-rich conditions enable higher activation efficiency compared to N-

rich stoichiometry. This matches the structural characterization—Ga-rich samples had far fewer

defects. The defects under N-rich growth likely trap much of the Mg in electrically inactive sites.

Overall, the electrical and compositional data aligns with and provides further evidence for the

importance of Ga-rich conditions for effective Mg doping of zb-GaN.

7.3.8 Comparison to reported figures of merit

While prior works have somewhat extensively examined Mg-doping of zincblende GaN, its

quantitative impact on wurtzite inclusions and twinning remains widely unreported. Neverthe-

less, comparisons to similar studies on Si-doped and undoped GaN grown on various substrates

using both MBE and metalorganic vapour phase epitaxy (MOVPE) provide useful context, as

compiled in Table 7.4.

A key observation is that, unlike Si-doping (n-type), which significantly affects phase purity

under Ga-rich growth with variations between 70 and 98 % [116], Mg-doping sustains exceptional

zincblende phase contents in the 97.3 to 99.9 % range across the investigated growth tempera-

tures. However, both Si and Mg doping increase XRD FWHM of the 002zb reflection of GaN,

indicating reduced crystalline quality at higher doping temperatures.

Remarkably, Mg-doped GaN on GaAs attains phase purity rivaling films grown on almost

lattice-matched 3C-SiC substrates on both MBE and MOVPE. This is even in spite the large

GaN-GaAs lattice mismatch of 25.54 % (see Table 3.1). This highlights the promise of GaAs

for zincblende GaN integration. Therefore, the lower crystalline quality on GaAs is expected

given the greater mismatch. The latter substrate, however, makes it up by being significantly

more widespread and cheaper than SiC. Even then, the crystalline quality achieved in this work

is highly competitive with prior GaN-on-GaAs and GaN-on-MgO reports.

Finally, while few works examine surface roughness alongside phase purity, the surface

quality attained is comparable to existing benchmarks. However, definitive comparisons require

consistent measurement conditions, underscoring the need for standardization in the analyzed

areas.
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Table 7.4. Comparison of reported values of RMS roughness, XRD ω-scans FWHM of the 002zb
reflection, zincblende content and twin content to those obtained in this work. FWHM values
between parentheses are estimations to account for the difference in thickness with Eq. (4.13).

Structure Substrate
RMS

roughness
/nm

FWHM
/arcmin

Zincblende
content/%

Twin
content/%

Ref

MBE Mg:GaN
(400 nm)

GaAs
(001)

4.8 57.6 99.9 (99.9)a 0.9a
This
work

MBE GaN
(371 nm)

GaAs
(001)

–
83.84
(81.33)

98.5b – [31]

MBE GaN
GaAs
(001)

– – 97.24c 0.39c [30]

MBE GaN
GaAs
(001)

– 70 99.6d – [29]

MBE Si: GaN
(300 nm)

MgO
(001)

–
71

(60.7)
98b – [116]

MBE GaN
(250 nm)

MgO
(110)

– – 95b – [25]

MBE GaN
(1400 nm)

3C-SiC/Si
(001)

–
21

(24.03)
83b – [27]

MBE GaN/AlN
(600 nm)

3C-SiC/Si
(001)

0.75e
20

(22.89)
99.7b – [28]

MOVPE GaN
(300 nm)

3C-SiC/Si
(001)

10.4f – > 98g – [144]

MOVPE GaN/AlGaN
(600 nm)

3C-SiC/Si
(001)

15.3f
41

(46.93)
97.13g – [145]

MOVPE GaN
(500 nm)

3C-SiC/Si
(001)

9.7f
26
(28)

99.7g – [146]

a Using XRD PF of GaN 113zb and 101̄3wz reflections. Value in parentheses is from EBSD.
b Using the GaN 002zb and 101̄1wz reflections from XRD reciprocal space maps.
c Using XRD rocking curves from 002zb, 111zb, 101̄0wz, and 101̄1wz GaN reflections.
d Using XRD PF of GaN 002zb and 0002wz reflections. Value in parentheses is from EBSD.
e Over an area of 6× 6 µm2.
f Over an area of 10× 10 µm2.
g Using the GaN 113zb and 101̄3wz reflections from XRD reciprocal space maps.
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This work examined the impact of different growth conditions on the crystalline purity and

structure of zincblende (zb) GaN epilayers grown on GaAs (001) substrates by plasma-assisted

molecular beam epitaxy. Three main aspects were investigated in detail: nucleation temperature,

Mg doping level, and growth stoichiometry.

First, Chapter 5 presented simulations, written in the Python programming language, of

x-ray diffraction (XRD) pole figures (PF) for zincblende and wurtzite (wz) GaN. The simula-

tions also including twins, which aided analysis of the experimental measurements. A thorough

description of the algebra powering the simulation was first given. This included orthogonaliza-

tion, rotation, and calculation of angles from different crystallographic orientations represented

by vectors. Furthermore, some examples from the simulation were given and compared to other

means of calculating pole figure angles.

The simulations matched well with experiments, validating the computational approach

based on calculating diffraction angles from crystal orientations and lattice parameters. This

enabled clear identification, and subsequent quantification, of reflections from untwinned zb-

GaN, twinned zb-GaN, wurtzite inclusions on untwinned zincblende, and wurtzite on twinned

zincblende. The simulations were key to unraveling the preferred growth directions under differ-

ent conditions.

Then, Chapter 6 systematically studied the effect of varying the growth temperature

of a ∼ 5 nm thick nucleation layer from 655 to 685 ◦C in 10 ◦C increments for undoped zb-

GaN epilayers grown GaAs by plasma-assisted molecular beam epitaxy (PAMBE). Structural

properties were examined via XRD, electron backscatter diffraction (EBSD), and atomic force

microscopy (AFM). Lower temperatures of 655 and 665 ◦C yielded the best results, with up

to 99.6 % phase zincblende purity—from which 99.7 % was untwinned material—, 83 arcmin

XRD rocking curve full-width at half-maximum (FWHM), and 5 nm root mean square (RMS)

roughness. This meant excellent phase purity and superb crystalline quality with a smooth

surface. Moreover, the sample grown with a nucleation temperature of 665 ◦C exhibited the

greatest degree of orientation coherence to the substrate.

Growing at a higher nucleation temperature of 675 ◦C and above caused more wurtzite

inclusions, twins, rough surfaces, poor crystalline quality and misorientation due to the poorer

nucleation. This condition likely stemmed from higher mobilities due to greater thermal energies,
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leading to lower density of big nuclei where misfit dislocations could not glide out from them.

Conversely, nuclei at lower temperatures were likely small enough, arising from the restricted

adatom mobility, such that the said dislocations could reach the edges or annihilate each other,

producing superior crystalline purity and quality.

The analysis shown here demonstrated the critical importance of having precise control of

this ultrathin nucleation layer so that GaN quality in the zincblende phase can be ultimately

optimized. Moreover, this work shows the profound effects of the first stages, e.g., < 5 nm, of

heteroepitaxial growth of GaN on GaAs.

Finally, Chapter 7 thoroughly examined Mg-doped zb-GaN epitaxial films grown under

Ga-rich (100 W of N plasma) and N-rich (150 W of N plasma) conditions, as determined by SEM,

AFM, and Nomarski micrographs. According to the obtained results, Ga-rich growth enabled

a record high phase purity up to 99.9 % zincblende content—with 99.1 % of it untwinned— as

well as an excellent 57 arcmin rocking curve FWHM for homoepitaxial films grown on nucleation

layers with the conditions optimized as described in Chapter 6. Moreover, Ga-rich grown

samples yielded smooth surfaces with RMS roughness values down to 4.8 nm, as measured by

AFM, in areas between Ga droplets. In contrast, N-rich films had severe wurtzite contamination

and twinning with as low as 27 % zincblende purity. Moreover, rocking curve FWHM and AFM

roughness values as high as 167.9 arcmin and 10.2 nm, respectively, were measured from these

samples, indicating significantly lesser crystalline and surface quality.

The results found up to this point clearly indicate the superiority of Ga-stabilized growth,

most likely resulting from the enhanced mobility due to the Ga wetting layer formed thanks

to excess Ga atoms. In turn, this conditions led to smaller amounts of stacking faults and

dislocations, producing greater zincblende purity with higher crystalline quality.

Furthermore, dopant content studies via Secondary ion mass spectrometry and Hall effect

measurements showed 2 to 3 orders of magnitude more electrically active Mg for Ga-rich films.

This highlights the surfactant role of excess Ga in promoting step-flow growth and enabling

effective Mg incorporation into electrically active sites. Under N-rich conditions, Mg seems to

incorporate rather in an unorderly fashion, leading to high densities of stacking, causing all the

defects hereby described.

On the other hand, varying Mg doping cell temperature from 360 to 400 ◦C was also

analyzed for both regimes. Increasing Mg doping temperature for Ga-rich films slightly reduced

crystalline and surface quality; however, these samples maintained exceptional phase purity

above 97 %. For N-rich films, higher Mg cell temperatures exacerbated defects and decreased

zincblende contents down to just 27 %. This supports the idea that Mg atoms lead to defect
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centers when no excess Ga is present to act as a surfactant and help orderly incorporation.

Through detailed structural and electrical evaluation, this work determined the optimal

growth conditions for high-quality, highly-pure zb-GaN on GaAs substrates. Low nucleation

temperatures around 665°C and Ga-rich stoichiometry were most critical for minimizing defects

leading to twins and wurtzite inclusions. This helps pave the way for monolithic integration of

zb-GaN optoelectronics on mainstream GaAs platforms.

However, ongoing work should first explore optimizing even more the growth conditions.

For instance, the N plasma power could be fine-tuned between 100 and 150 W in order to obtain

Ga/N ratios that allow avoiding Ga droplets altogether while retaining the excellent properties

described in this work. With the same objective, other MBE schemes such as alternating growth

could be employed. Further confirmation via higher-resolution techniques, such as transmission

electron microscopy, could also help these fine-tuned optimizations. Moreover, the effects of nu-

cleation temperature and doping on other properties— e.g., bandgap, thermal properties, deeper

electrical characterization—could also be conducted. Finally, the techniques hereby described

could be used to optimize the growth conditions of AlN, InN, and/or their ternaries so that

nitride heterostructures can be produced. Once this is done, doping could be investigated in the

same manner to grow p-n junctions.

Then, the research work could lean towards potential device applications. For instance,

the excellent phase purity and crystalline quality could enable high-efficiency zb-GaN-based light

emitting diodes on GaAs; even laser diodes may be viable at some point. Beyond optoelectronics,

applications in high-frequency transistors, sensors, and power electronics based on the GaAs

platform could benefit from high-quality zb-GaN epilayers studied in this work. Realizing the

full potential of zb-GaN on GaAs, and other substrates, remains an exciting open frontier with

room for much follow-on research.
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López-López, “As4 overpressure effects on the phase purity of cubic GaN layers grown on

GaAs substrates by RF-MBE”, Applied Surface Science 353, 588–593 (2015).

[32] M. A. Reshchikov, P. Ghimire, and D. O. Demchenko, “Magnesium acceptor in gallium

nitride. I. Photoluminescence from Mg-doped GaN”, Physical Review B 97, 205204 (2018).

[33] M. C. Yoo, M. Park, S. Kang, H. Cho, and J. Lee, “Growth and p-type doping of GaN on

c-plane sapphire by nitrogen plasma-assisted molecular beam epitaxy”, Molecular Beam

Epitaxy 1996 175–176, 100–106 (1997).

[34] A. Bhattacharyya, W. Li, J. Cabalu, T. D. Moustakas, D. J. Smith, and R. L. Hervig, “Ef-

ficient p-type doping of GaN films by plasma-assisted molecular beam epitaxy”, Applied

Physics Letters 85, 4956–4958 (2004).

115

https://doi.org/10.1103/PhysRevB.83.024104
https://doi.org/10.1103/PhysRevB.83.024104
https://doi.org/10.1016/j.jcrysgro.2012.12.120
https://doi.org/10.1016/j.jcrysgro.2012.12.120
https://doi.org/10.1016/j.jcrysgro.2022.126681
https://doi.org/10.1002/pssc.200982619
https://doi.org/10.1002/pssc.200982619
https://doi.org/10.1002/pssc.201100174
https://doi.org/10.1002/pssc.201100174
https://doi.org/10.1021/acs.cgd.2c00927
https://doi.org/10.1023/A:1008943911794
https://doi.org/10.1016/S0040-6090(01)01007-0
https://doi.org/10.1016/j.apsusc.2015.06.054
https://doi.org/10.1103/PhysRevB.97.205204
https://doi.org/10.1016/S0022-0248(96)01226-2
https://doi.org/10.1016/S0022-0248(96)01226-2
https://doi.org/10.1063/1.1826223
https://doi.org/10.1063/1.1826223


References
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Appendix A: Reciprocal space

A.1 In terms of real-lattice planes

The reciprocal lattice can be defined in multiple ways and has numerous uses [158, 159].

For instance, the reciprocal lattice provides a geometrical basis for understanding diffraction

patterns from x-rays, electrons, or neutrons. There are as well multiple ways of defining the

reciprocal lattice. Of special importance for this work, the reciprocal lattice can be constructed

in terms of the direct lattice vectors a, b, and c or with the normal vectors to the lattice planes.

Since the subject of this section, XRD, studies the lattice planes, the second definition is first

treated here.

Consider the representation of three different families of planes in Fig. A.1(a) whose

interplanar distances d the angles between are not conditioned, i.e., the most general case. For

each family, a vector whose direction is the normal to the planes in that family is defined. The

magnitude of such vectors is defined inversely proportional to the interplanar spacing, or K/d,

with a proportionality constant K (usually 1). The resulting vectors from the three families

of planes are shown in Fig. A.1(b). These vectors are called reciprocal vectors, represented by

Hhkl, and, if the planes have common intersections, such as the ones in this example, their heads,

or reciprocal points (green squares in the figure), form a reciprocal lattice.

d2

d1
*d2

d2
*

d3

d3
*

Normal to planes 1

(a) (b)

Normal to planes 2

Normal to planes 3

Fig. A.1. Reciprocal vector defined in terms of the lattice planes.

Furthermore, with the help of the most general case, the triclinic system in Fig. A.2, three

basis reciprocal lattice unit cell vectors a∗, b∗, and c∗ can be defined, equivalent to the three real

lattice vectors a, b, and c. Starting with the representation of a few real lattice planes, indicated
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A.1. In terms of real-lattice planes

in Fig. A.2(a) with miller indices (hkl), their reciprocal vectors are calculated—Fig. A.2(b)—

so a new lattice is formed. The reciprocal lattice vectors are then defined as

a∗ = H100,

b∗ = H010,

c∗ = H001.

(A.1)

Similarly, the reciprocal angles can now be defined: α∗ the angle between b∗ and c∗; β∗

the angle between a∗ and c∗; and γ∗ the angle between a∗ and b∗. In Fig. A.2(c) vectors a∗

and c∗ are schematically shown defined by the reciprocal vectors from planes (100) and (001),

respectively. Vector b∗ then lies outward from the page. Notice that, for example a∗ is not

necessarily parallel to a, since, in some cases such as for the triclinic system, a is not normal to

the (h00) planes. The same applies for the other two pairs of vectors.

100

101

102 002

001

000

0
0

(a) (b) (c)

Fig. A.2. (a) real lattice of the triclinic system from where the reciprocal space (b) and (c)
reciprocal-lattice vectors are defined. Indices in (a) are Miller indices while in (c) are Laue
indices.

With the definitions of Eq. (A.1) or Eq. (A.14), any reflecting plane with Laue indices

hkl has a corresponding vector [160]

Hhkl = ha∗ + kb∗ + lc∗, (A.2)
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Appendix A. Reciprocal space

whose direction is normal to the planes and magnitude

|Hhkl|2 = Hhkl ·Hhkl = Hhkl =

(
1

dhkl

)2

(A.3)

with proportionality constant K = 1. Expanding the dot product(
1

dhkl

)2

= (ha∗)2 + (kb∗)2 + (lc∗)2 + 2klb∗c∗ cosα∗ + 2hla∗c∗ cos β∗ + 2hka∗b∗ cos γ∗. (A.4)

The vector described by Eq. (A.2) entails the two most important features of a lattice

plane, i.e., orientation and interplanar distance, and is one of the most important equations

for the interpretation of XRD results. If the reciprocal-lattice vectors are defined terms of an

orthonormal basis x̂, ŷ, and ẑ (e.g. a∗ = a∗xx̂+ a∗yŷ + a∗zẑ), Eq. (A.2) can be expanded to

Hhkl = (ha∗x + kb∗x + lc∗x) x̂+
(
ha∗y + kb∗y + lc∗y

)
ŷ + (ha∗z + kb∗z + lc∗z) ẑ, (A.5)

which can be rewritten in matrix form for computational purposes

Hhkl =
[
h k l

]a
∗
x a∗y a∗z

b∗x b∗y b∗z

c∗x c∗y c∗z


x̂ŷ
ẑ

 . (A.6)

A.2 In terms of real-lattice vectors

As mentioned at the beginning of this section, the reciprocal basis vectors can also be

defined in terms of the real lattice vectors. For this, some important relations between the

reciprocal and real basis vectors need to be derived first.

Fig. A.3 depicts the unit cell of the triclinic system with vectors b and b∗ out from the

page (not necessarily parallel). Let ϕ be the angle between a and a∗, then

a∗ · a = |a∗||a| cosϕ = a∗a cosϕ. (A.7)

With the definition of Eq. (A.1) and d100 = a cosϕ (from the figure),

a∗ · a =
1

d100
d100 = 1 (A.8)
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A.2. In terms of real-lattice vectors

Fig. A.3. Geometrical relations between real- and reciprocal-lattice vectors in the triclinic unit
cell.

and, since a∗ is perpendicular to the (100) planes b and c lie on the (100) plane passing through

the origin,

a∗ · b = a∗ · c = 0. (A.9)

A similar analysis can be made for b∗ and c∗, so that

a∗ · a = b∗ · b = c∗ · c = 1 (A.10)

and

a∗ · b = a∗ · c = b∗ · a = b∗ · c = c∗ · a = c∗ · b = 0. (A.11)

With Eq. (A.11), one can conclude that a∗ is proportional to the cross product of b and

c

a∗ = U(b× c). (A.12)

Taking into account that a∗ · a = 1 from Eq. (A.10), the proportionality constant must

be U = 1/[a · (b × c)]. If a, b, and c are a right-handed set, then the mixed product a ·
(b × c) represents the volume of the unit cell V . Taking the real-lattice vectors’ components

in a Cartesian system (e.g. a = axx̂ + ayŷ + azẑ), the volume can be obtained through the

determinant

V =

∣∣∣∣∣∣∣
ax ay az

bx by bz

cx cy cz

∣∣∣∣∣∣∣ . (A.13)

With that, and using the same considerations for b∗ and c∗ as in Eq. (A.12), the three
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reciprocal basis vectors are defined

a∗ =
b× c

V
,

b∗ =
c× a

V
,

c∗ =
a× b

V
,

(A.14)

whose magnitudes

a∗ =
bc sinα

V
,

b∗ =
ca sin β

V
,

c∗ =
ab sin γ

V
.

(A.15)

Similarly, for the reciprocal angles

cosα∗ =
cos β cos γ − cosα

sin β sin γ
,

cos β∗ =
cos γ cosα− cos β

sin γ sinα
,

cos γ∗ =
cosα cos β − cos γ

sinα sin β
.

(A.16)
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Salvador Gallardo Hernández, Máximo López López, ”Growth of InGaN and InAlN nanostruc-

tures on Si(111) substrates, XV International Conference on Surfaces, Materials and Vacuum,

Sep. 2022.

H. Solis-Cisneros, C. A. Hernández-Gutiérrez, J.L. Camas-Anzueto, R. Grajales-Coutiño,

R. Trejo-Hernández, Y. L. Casallas-Moreno, M. López-López, “Alternative for ultraviolet disin-
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