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RESUMEN

La mecánica de branas se entiende como el estudio de la dinámica de objetos exten-
didos y desempeña un papel esencial en varios contextos de la física. Por ejemplo,
en el marco de los escenarios de mundos de branas, donde el universo de cuatro

dimensiones se considera como un objeto extendido incrustado en un fondo de mayor
dimensión; en la teoría M, donde las branas se consideran objetos fundamentales. Tam-
bién se pueden mencionar otras aplicaciones en el campo de la astrofísica y la física de
agujeros negros, donde los grados de libertad físicos están localizados en subvariedades
del espacio-tiempo.

En este trabajo, definimos y discutimos diversas herramientas variacionales que nos
permiten calcular eficientemente variaciones de orden superior de la acción para ob-
jetos extendidos. Implementamos varios de estos métodos variacionales en un modelo
geométrico introducido por Regge y Teitelboim en la década de 1970. En este modelo,
el universo se propone como un objeto extendido incrustado en un espacio plano de
mayor dimensión, y sus grados de libertad son las llamadas funciones de incrustación.
Estudiamos las ecuaciones de movimiento y las correspondientes ecuaciones de Jacobi,
que nos permiten examinar la estabilidad de cualquier solución particular de este modelo.
Además, realizamos un estudio hamiltoniano de este modelo, considerándolo como un
sistema singular de orden superior.
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ABSTRACT

Brane mechanics is understood as the study of the dynamics of extended objects and
plays an essential role in various contexts of physics. For example, in the frame-
work of brane world scenarios, where the four-dimensional universe is considered

as an extended object embedded in a higher-dimensional background; in M-theory, where
branes are considered fundamental objects. Other applications can also be mentioned in
the field of astrophysics and black hole physics, where the physical degrees of freedom
are localized on submanifolds of spacetime.

In this work, we define and discuss various variational tools that allow us to efficiently
calculate higher-order variations of the action for extended objects. We implement several
of these variational methods in a geometric model introduced by Regge and Teitelboim
in the 1970s. In this model, the universe is proposed as an extended object embedded in
a higher-dimensional flat space, and its degrees of freedom are the so-called embedding
functions. We study the equations of motion and the corresponding Jacobi equations,
which allow us to examine the stability of any particular solution of this model. Addi-
tionally, we perform a Hamiltonian study of this model, considering it as a higher-order
singular system.
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1
INTRODUCTION

Brane mechanics is a field dedicated to studying the dynamics of extended objects

known as branes. These branes generalize the concepts of particles and strings.

By varying the functional action, one can determine the behavior of branes. This

action is formulated using quantities that remain invariant under reparametrizations

of the brane’s worldvolume, which is a submanifold embedded in a higher-dimensional

manifold known as ambient spacetime, background spacetime, or target spacetime [72].

Branes play a crucial role in the investigation of various physical systems, where their

degrees of freedom are confined to specific submanifolds. For instance, in classical me-

chanics, when dealing with systems conserving energy, the configuration space describing

the system’s dynamics can be mapped to a geodesic curve on a new manifold, which

incorporates the Jacobi metric. This metric encodes relevant physical quantities of the

system. This mapping allows for the correspondence of the Euler-Lagrange equations of

the physical system with the geodesic equations [92, 105]. Another significant application

arises in M-theory, where branes are considered fundamental objects [102]. Moreover,

branes play a crucial role in the braneworld scenario, which conceptualizes the universe

as a brane embedded in a higher-dimensional ambient spacetime [63, 72, 95]. Branes

are also employed in astrophysics to describe inhomogeneities in the early universe,

potentially originating from quantum fluctuations [107]. They have even been utilized to

explain the formation of primordial black holes [49]. The study of surfaces and boundary

entropy also draws motivation from branes [2, 42, 104]. The widespread presence of

1



CHAPTER 1. INTRODUCTION

branes in models aimed at elucidating diverse physical systems underscores the impor-

tance of developing comprehensive methodologies for understanding the dynamics of

extended objects [72].

While the first variation of the action yields equations of motion that describe the

evolution of a physical system, it does not provide information regarding solution stabil-

ity. To obtain a more complete description, it becomes necessary to compute the second

variation of the action, leading to the Jacobi equation. These equations have multiple

applications, such as analyzing the stability of specific solutions, approximating solutions

for highly nonlinear systems through Jacobi fields, and investigating chaotic behavior by

establishing connections between Jacobi fields and Lyapunov coefficients [26]. In the con-

text of a free particle in curved spacetime, the Jacobi equation coincides with the geodesic

deviation equation, shedding light on the separation or convergence of infinitesimally

neighboring geodesics due to the curvature background. This understanding extends to

string theory as well.

In 1971, Tullio Regge and Claudio Teitelboim proposed a geometric model that con-

siders the universe as a brane embedded in a larger spacetime [95]. This model, initially

referred to as "gravity à la string" due to its inspiration from string theory, later became

known as geodetic brane gravity (GBG) introduced by Davidson et al. [66] . It serves as

an extension of general relativity (GR), encompassing all GR solutions. In this thesis,

we will refer to this model as the RT model or simply GBG. The degrees of freedom of

the brane in this model are described by background functions known as embedding

functions, which specify and describe the brane’s worldvolume [66].

An interesting feature of the GBG model is that its cosmology equations, when de-

rived, can be reduced to the Friedman equations of standard cosmology, but with an

additional term in the energy-momentum tensor. This additional term has been sug-

gested to represent dark matter, in other words, the dark matter could have a geometric

origin. [66]. However, the proposal initially faced criticism due to gauge dependency

and the lack of an appropriate Hamiltonian formulation [36]. Nevertheless, significant

progress has been made in addressing these concerns, with several authors advancing

the formulation and analysis of GBG, including quantum aspects [16, 28, 31, 86, 88]. In

this work, we conduct a Hamiltonian analysis of the RT model, treating it as a system

of high-order derivatives, using the Hamiltonian extension introduced by Ostrogradsky.

2



Furthermore, we analyze the model using the variational tools discussed in the earlier

sections of this thesis.

The organization of this thesis is as follows. In the first section, we introduce the no-

tation employed throughout the work and present relevant geometric objects in the

context of brane mechanics. We then discuss different variational derivatives that enable

us to calculate action variations, obtaining covariant equations for both world volume

reparametrizations and background spacetime diffeomorphisms. Higher-order variations

of the action are also explored, along with the utility of the resulting equations. Specific

examples are provided to illustrate the application of variational tools. In the second

part of this thesis, we study and analyze the equations of the RT model, employing

the variational derivatives discussed earlier. We linearize the equations of motion to

obtain and examine the Jacobi equations. By considering the Jacobi equations in the

RT model, we investigate the stability of a four-dimensional Schwarzschild black hole

embedded in a six-dimensional spacetime. Our stability analysis focuses on determining

the quasi-normal modes’ oscillation frequencies, which can be expressed in terms of

deformation fields or Jacobi fields. To achieve this, numerical analysis is employed to

obtain these oscillation frequencies. Subsequently, we conduct a Hamiltonian analysis

of GBG, treating it as a system with singular derivative high-order terms, utilizing

the theory developed by Ostrogradsky. The constraints of the system are determined,

ensuring the correct count of degrees of freedom and facilitating the construction of

Dirac brackets, which are essential for canonical quantization. Finally, we provide a

brief discussion, draw conclusions from this work, and outline potential future projects

derived from this thesis.

3
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2
BRANE MECHANICS GEOMETRY

In order to make this work easy to understand to most people who feel attracted

to study of physical systems using geometric models. I use a familiar language

and notation for the majority of physicists, mathematicians, and people in similar

areas. I hope that this chapter serves as an introduction to the geometry behind brane

mechanics and that it will be of great use to that amateur student who has concerns

about this fascinating topic. If the reader wants to delve more into some concepts exposed

here, the following references could help him [17, 21–24].

In this work, we will study relativistic systems; for this reason, we are going to work with

pseudo-Riemannian manifolds[82]. These are diferrentiable manifolds where the require-

ment of positive-defiteness is relaxed. In brane mechanics the evolution of the brane is

described by a pseudo-Riemannian manifold called world volume. On the another hand,

the brane is a differential Riemannian manifold because its dimensions are only spatial

and the spatial metric is always positive-definite. For example, a particle is a brane with

spatial dimension zero, and its world volume is the worldline of the particle[110], the

following immediate example is a string that has one only spatial dimension, and the

world volume is known as the string worldsheet [116]. In summary, a brane is a spacial

object that generalizes the concept of particle and string.

5



CHAPTER 2. BRANE MECHANICS GEOMETRY

2.1 Notation

Consider that the world volume that describes the evolution of a brane is a p+1 dimen-

sional manifold, and we denote it by m. This is embedded in a bigger ambient spacetime

M of dimension N +1. M , as well as m, is a pseudo-Riemannian manifold and it has

associated a metric ηµν with a signature {−,+, ..,+} (all Greek index runs from zero to N),

evidently N > p. In general, the ambient spacetime can be curved, and one can define a

covariant derivative Dµ, such that, this is compatible with the metric of M , i.e.

(2.1) Dµηαβ = 0,

if this derivative applies to a vector Vµ ∈ M , one gets

(2.2) DµVµ = ∂µVµ+ΓνµαVα,

where Γµαβ are the Christoffel symbols of ambient spacetime. Now, if one applies the

commutator,constructed by covariant derivatives, to a vector Vµ, one obtains

(2.3)
[
Dµ,Dν

]
Vα =Rα

µνβVβ,

this last equation can be generalized by taking covariant derivative along arbitrary

directions DV =VµDµ, then

(2.4)
(
[DU ,DW ]−D[U ,W]

)
Vα =Rα

σµνUµWνVσ,

here [U ,W] is the Lie bracket of two vectors fields, Rαβµν are the Riemann tensor

components of M , and these can be written using Christoffel symbols as follows

(2.5) Rρ
σµν = 2

(
∂[µΓ

ρ
ν]σ+Γρδ[µΓ

δ
ν]σ

)
,

where square brackets represent anticommutation between indexes (A[µν] = 1/2
(
Aµν− Aνµ

)
).

Because m is embedded in a larger spacetime, the world volume can be described by

yµ = Xµ(xa), where yµ are the coordinates of M , Xµ are known as embedding functions,

and xa are the coordinates on world volume (the latin indexes a,b, c, ... run from zero to

p ). And one can build tangent vectors to m, only taking the derivative of the embedding

function with respect to the coordinates xa

(2.6) Xµ
a := ∂aXµ = ∂Xµ

∂xa .

6



2.1. NOTATION

Due to the fact tangent vectors are built through a variation of embedding functions

along each coordinate on m. They form a vectorial basis of the world volume at each

point. Now, if one takes the inner product between these vectors, which is defined by

metric ηµν, one gets components gab of a induced metric. This metric has a signature

{−,+, ...,+}. Usually, it is said M induces a metric on m in the following way

(2.7) gab = ηµνXµ
a Xν

b = Xa · Xb,

where ¿·À denotes the inner product from ambient spacetime. For geometric reasons

(immersion theorems), it is known to induce a general metric gab. It is necessary that the

background spacetime has at most dimension N = p(p+1)/2. In addition, if worldvolume

has isometries, i.e., the induced metric admits Killing vectors, this number can be reduced

[20, 45, 64]. Note that even though metric gab is a (0,2)-tensor on the world volume, this

transforms as a scalar under diffeomorphism of ambient spacetime. One can calculate

the inverse of the induced metric that we denote by gab, and this is used to up the

indexes of the tensors of m, while gab lows them. The metric determinant is g, which is

less than zero since the world volume is a timelike manifold, i.e., its normal vectors are

spacelike, a spacelike vector V fulfills V ·V > 1 [12] . We denote the normal vectors to m
as ni, where the index i refers to the i-th normal vector. There are N − p normal vectors,

and they fulfill the following properties

(2.8) ni · Xa = 0 ni ·n j = δi j,

these equations define vectorial normal fields until one rotation O(N− p) and a sign. The

indexes i, j of normal vectors are lowered and raised by δi j and δi j, respectively. The

composed set by tangent and normal vectors, {Xa,ni}, forms a vectorial basis of ambient

spacetime. Thus, metric tensor ηµν can be written as

(2.9) ηµν = hµν+Πµν,

where hµν = gab Xµ
a Xν

b and Πµν = nµ inνi. Thus, one can build the following tangential

and normal projectors, respectively

(2.10) hµν := hµαηαν = hµαhαν, Πµ
ν :=Πµαηαν = nµ inν i.

One defines a covariant derivative along the coordinates of the world volume, such that,

this is also compatible with the background metric. One projects the covariant derivative

of M along tangent vectors of m, Da := Xµ
aDµ . Now, if one takes the gradient of vectors

7



CHAPTER 2. BRANE MECHANICS GEOMETRY

{Xa,ni} using this derivative, it is obtained

DaXb = γc
ab X c −Kab

ini,(2.11a)

Dani = Kab
i X c gbc +ωa

i jn j.(2.11b)

These equations are commonly referred to as the Gauss-Weingarten equations, which

allow for the description of the full extrinsic geometry of a world volume. Here, γc
ab

represents the Christoffel symbols associated with the induced metric. These symbols

provide valuable information regarding the tangential variations of tangent vectors

within the world volume. Their explicit expressions are given by

(2.12) γc
ab = gcd Xd ·DaXb = γab

c.

However, they must also satisfy the following

(2.13) γc
ab =

1
2

gcd (∂b gda +∂a gdb −∂d gab) .

On the other hand, Kab
i is the i− th curvature extrinsic associated with i− th normal

vector. In the literature, it is also called the second fundamental form. This geometric

object provides us with information about tangential changes when one makes a variation

of normal vectors along tangent vectors to m

(2.14) Kab
i = Xa ·Dbni =−DaXb ·ni =−Db Xa ·ni = K i

ba,

tt is important to observe that the extrinsic curvature is symmetric when the indices

a and b are exchanged, as a consequence of the property described in equation (2.8).

Additionally, the quantity ωa
i j represents a twist potential associated with the freedom

to rotate the normal vectors at each point of the world volume [73]. In the literature, this

twist potential is often denoted by the symbol T [57]. Notably, under these rotations, ωa

transforms as a connection.

(2.15) ωa →OωaO−1 +DaOO−1.

One can define a covariant derivative torsionless and compatible with induced metric

gab. We denote it by ∇a. However, this covariant derivative does not consider the freedom

that normal vectors can be rotated at every point of m. Then, one can introduce another

covariant derivative ∇̃a that considers it. Thereby, when it applies to an object that

transforms as a (1,1)-tensor under these rotations, we have

(2.16) ∇̃aΨ j
i =∇aΨ j

i −ωa
ikΨk j −ωa jkΨ

ik.

8



2.1. NOTATION

Note that, induced metric transforms as a scalar under these rotations, then ∇̃a gcd =
∇a gcd. On the other hand, extrinsic curvature Kab

i transforms like a vector under the

same rotations due to free index i.
If now one takes the commutator of these covariant derivatives and applies it to an object

that transforms like a vector under these rotations, one obtains the following

(2.17) [∇̃a,∇̃b]Ψi =Ωab
i jΨ j,

where Ω is the curvature associated with twist potential, and it is defined by

(2.18) Ωab
i j :=∇bωa

i j −∇aωa
i j −ωb

ikωak
j +ωa

ikωbk
j.

this curvature is the conformal invariant traceless part of the squared extrinsic curvature

[21, 22].

Moreover, certain relations must be satisfied to ensure the consistency of the embedded

functions. These integrability conditions establish connections between the extrinsic and

intrinsic geometries of the world volume and the background geometry. They can be

expressed as follows

RαβµνXα
a Xβ

b Xµ
c Xν

d =Rabcd −Kac
iKbd i +Kad

iKbc i,(2.19a)

Rαβµνnα i Xβ
a Xµ

b Xν
c = ∇̃cKab

i −∇̃bKac
i,(2.19b)

Rαβµνnα jnβi Xµ

b Xν
a =Ωab

i j −Kac
iKb

c j +Kbc
iKa

c j.(2.19c)

These are the integrability conditions of Gauss-Codazzi, Codazzi-Minardi, and Ricci,

respectively. Here Ra
bcd is the Riemann tensor of world volume, and it can be written in

terms of Christoffel symbols of m, analogous to the equation (2.5).

In this brief section, we have shown the notation used throughout this work, and we

counted the most relevant geometric objects in brane mechanics. Besides, we reviewed

important identities that will be useful to calculate variations of important composed

geometric objects.

9
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3
VARIATION IN BRANE MECHANICS

This chapter is split into two principal parts. In the first, we discuss the variation

of the intrinsic and extrinsic geometry of the brane, taking into account the de-

formation of embedding function along only normal directions to m. We calculate,

for example, the variations of induced metric, extrinsic curvature, and other important

geometric objects. This kind of variation is so helpful to find the covariant equation of

motion under the transformation of the world volume.

In the second part, we take a totally covariant approach from the ambient spacetime,

and we make variations along a completely arbitrary vector (not only along the normal

vectors). Due to this fact, we obtain covariant equations of motion under diffeomorphisms

of ambient spacetime.

3.1 Normal variation to m

When dealing with extended objects, it is crucial that the world volume, which character-

izes the brane’s dynamics, remains invariant under reparametrization. This requirement

ensures that the brane’s behavior does not depend on the choice of coordinates employed

on the world volume. Constructing the action functional for the brane necessitates utiliz-

ing geometric quantities that preserve this symmetry. These quantities are constructed

using intrinsic and extrinsic geometric objects such as gab and Kab
i. Thus, it is essential

to have a comprehensive understanding of the variations of these geometric objects to

effectively construct the action functional.

11



CHAPTER 3. VARIATION IN BRANE MECHANICS

The world volume of a brane is described by embedding functions that provide informa-

tion about its geometric structure within the ambient spacetime. When these embedding

functions undergo deformations, it leads to changes in the geometric properties. In other

words, a geometric object constructed based on these functions will be altered. We can

interpret the deformed embedding functions as representing the embedding functions of

a neighboring region of the world volume m. Mathematically, these deformed embedding

functions can be expressed as

(3.1) X ′µ = Xµ+ sδXµ,

where s is a small parameter and δXµ is the vector along which one makes the deforma-

tion. And this can be decomposed in the basis {Xa,ni} in the following way

(3.2) δXµ =φaXµ
a +φinµ i,

here φa is a vector under coordinates changes on the world volume while φi is a vector

under rotations of normal fields. Since the tangential part of the deformations can

be understood as a reparametrization of the world volume, and we will work with

geometric models that are invariant under these reparametrizations, then the tangential

deformations can be omitted, and we only consider that

(3.3) δX ≡ δ= niφ
i,

N − p fields φi determine the normal deformations . Thus, the variations of geometric

objects of m are a combination of φi and their derivatives. In this first subsection of this

chapter, we consider the deformation of the intrinsic geometry of world volume, and it is

helpful to define a covariant variation along the vector δ given by

(3.4) Dδ := δµDµ.

Taking the gradient of tangent vector Xa along deformation vector δ and splitting it in

the background basis {ni, Xa}, we obtain the following

(3.5) DδXa =βab gbc X c + Jaini,

where βab and Ja j are given by

(3.6) βab =DδXa · Xb =βba, Jai =DδXa ·ni =−Xa ·Dδni.

12



3.1. NORMAL VARIATION TO m

Note that, the term βab, in the equation (3.5), plays a similar role to Christoffel symbols.

While Ja
i transforms like a vector under rotation of normal vectors.

It is possible to write βab and Jai in terms of φi and its derivatives. However, we

must assume that if one deforms the world volume, the tangent vectors are still tangent,

i.e., the Lie derivative of tangent vectors along deformation vector δ is equal to zero,

LδXa = 0. This last implies that

(3.7) DδXa =Daδ.

Using (3.7) we can write βab and Jai in the following way

βab =DδXa · Xb =Da(niφ
i) · Xb = Kabiφ

i(3.8)

Jai =Da(n jφ j) ·ni = (Dan j ·ni)φ j +∇aφi = ∇̃aφi,(3.9)

with these terms, one can calculate the variation of induced metric as follows

(3.10) Dδgab =Dδ(Xa · Xb)= 2Xa ·DδXb = 2βab = 2Kab
iφi,

and taking into account that gac gcb = δa
b, we have the variation of the inverse of the

induced metric is

(3.11) Dδgab =−2Kab
iφ

i.

then the variation of the root of the determinant is given by

(3.12) Dδ
p−g =−1

2
p−g gabDδgab =p−g gabKabiφi,

If one works with the geometric model that only depends on the volume of m[54, 78],

the previous variations are enough. However, one also can work with action more

generals that depend on Ricci scalar, or combinations of it. For example, geodetic brane

gravity action [66, 95] or f (R) theories [103]. We can also have actions with invariant

reparametrization terms that are specific combinations of contraction of Riemann tensor,

such that, when these kinds of actions are varied, one obtains second-order equations of

motion [71]. Therefore, it is important to calculate the variation of Riemann, Ricci tensor,

and Ricci scalar. Taking into account that the Riemann tensor is built from the Christoffel

symbols and their derivatives, it is convenient, in the first instance, to calculate the

variation of the Christoffel symbols, which is given by

Dδγ
c
ab =

1
2

gcd [∇b (Dδgad)+∇a (Dδgbd)−∇b (Dδgab)]

= gcd
[
∇b

(
Kad

iφi

)
+∇a

(
Kbd

iφi

)
−∇d

(
Kab

iφi

)]
,

(3.13)

13



CHAPTER 3. VARIATION IN BRANE MECHANICS

where we have used the variation of induced metric in (3.12). One can take the result

(3.13) and substitute it into the variation of Riemann and Ricci tensor,

DδR
a

bcd =∇c
(
Dδγ

a
bd

)−∇d
(
Dδγ

a
bc

)
,(3.14)

DδRab =∇c
(
Dδγ

c
ab

)−∇b
(
Dδγ

c
ac

)
,(3.15)

then, one can calculate the Ricci variation as follows

DδR =RabDδgab + gabDδRab

=−2RabKab
iφ

i +∇c

(
gabDδγ

c
ab − gacDδγ

b
ba

)
=−2RabKab

iφ
i +∇a

((
gac gbd − gab gcd

)
∇bDδgcd

)
=−2RabKab

iφ
i +2∇a

((
gac gbd − gab gcd

)
∇b(Kcd

iφi)
)

(3.16)

modulo a divergence, the variation of the Ricci scalar is

(3.17) DδR =−2RabKab
iφ

i

These results encode the variation of the intrinsic geometry of the brane world volume.

However, sometimes it is essential to calculate the variation of a geometric object that

corresponds to the extrinsic geometry of m, such as extrinsic curvature. Since some

actions can be built using this object, for example, the Lovelock type brane gravity [4, 30],

where the action is built through specific contraction of this geometric object, and one

obtains second-order equations of motion, similar to lovelock theory [71].

The gradient along the deformation vector of normal vectors can also be expanded

on the basis {ea,ni}

(3.18) Dδni =−Jai gab Xb +γi jn j,

note that, Jai is defined in (3.6), while γi j is given by

(3.19) γi j =Dδni ·n j =−γ ji

γi j plays a similar role as twist potential ωa
i j actually, it also transforms as a connexion

under rotation of normal fields

(3.20) γ−→OγO + (DδO )O−1

Considering the previous sentence, one can define a covariant variation D̃δ that takes

into account this gauge symmetry, where one can rotate normal vectors at every point

14



3.1. NORMAL VARIATION TO m

of world volume. And when one applies this covariant variation to a (1,1)-tensor under

these rotations, it is obtained

D̃δΨ
i

j =DδΨ
i

j −γi
kΨ

k
j −γ j

kΨi
k.(3.21)

If we want to have fully covariant equations of motion under coordinates changes, we

must use this covariant variation. Then, the covariant variation of the normal vector can

be written as

(3.22) D̃δni = Jai gab Xb =−(∇̃aφi
)
Xa.

Using the definition of extrinsic curvature tensor, one can calculate its variations. Re-

member that Kab
i transforms as a vector under the rotations O , then D̃δ should be

applied

(3.23) D̃δKab
i =−D̃δni ·DaXb −ni ·DδDaXb

where if one uses the variation of normal vectors and Gauss-Weingarten equations

(2.11a), the first term of the last equation can be written as

(3.24) − D̃δni ·DaXb = γc
ab Jc

i

for the second term on the right-hand side of (3.23) , we utilize the Ricci identity given by

(3.25) [Dδ,Da]Xµ

b −D[δ,Xa]X
µ
a =Rµ

ναβnα j X
β
a Xν

bφ
j,

using the equation (3.7) one has that [δ, Xa] = 0, and hence the term proportional to

D[δ,Xa]Xb in (3.25) vanishes, so it is obtained the following

−ni ·DδDaXb =−Rµ
ναβnµ inα j X

β
a Xν

bφ
j −ni ·DaDδXb,

=−Rµ
ναβnµ inα j X

β
a Xν

bφ
j −Da

(
ni ·DδXb

)
+Dani ·DδXb,

=−Rµ
ναβnµ inα j X

β
a Xν

bφ
j −∇̃a∇̃bφ

i +Kbc jKa
ciφ j.

(3.26)

Therefore, the variation of extrinsic curvature tensor is

(3.27) D̃δKab
i =−∇̃a∇̃bφ

i +Kbc jKa
ciφ j +Rµ

ναβnµ inβ j Xα
a Xν

bφ
j.

From this last result, it is easy to see that the variation of the mean extrinsic curvature

,K i = gabKab
i, is given by

(3.28) D̃δK i =−∆̃φi −Kab
iKab

jφ
j +Rµ

ναβnµ inβ jhανφ j,
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CHAPTER 3. VARIATION IN BRANE MECHANICS

where ∆̃= gab∇̃a∇̃b.

Having under control the covariant variation of these geometric objects will allow us to

quickly calculate a large number of models that are invariant under reparametrizations

of the world volume.

3.1.1 Examples of geometric models in brane mechanics

As we have already commented the functional action is built with terms that are invariant

under symmetries of the physical system. In the case of extended objects, one must have

invariant terms under reparametrizations of the world volume of the brane. The first

action with this characteristic is the Dirac-Nambu-Goto action (DNG)

(3.29) SDNG[X ]=−α0

∫
m

p−g .

For convenience, we have absorbed the noncovariant volume term dp+1x into the integral

symbol, i.e.,
∫

m dp+1x −→ ∫
m. Note that (3.29) is an action proportional to the volume of

world volume, where α0 is a proportionality constant, which in the case of p = 1 relates

to the tension in a relativistic string [94, 116]. In the early 1970s, Nambu and Gotto took

this action to describe the strong interaction [54, 78]. However, Paul Dirac had already

considered a similar action since 1962, in [39], to model the electron as an extensible

object. His aim was to explain the muon as a perturbation of this electron like-bubble.

Subsequently, this term has also been taken into a account to model topological defects

that could be originated in the early universe and could be responsible for forming

structures [6, 48, 108]. Additionally, this action was used to study the probability of

black hole formation through the collapse of perfectly circular strings [49]. Several more

models have been built through this action, see [5, 34, 35, 47, 69].

By performing the variation of the action (3.29) and using the results obtained in the

last sections, one gets

(3.30) D̃δSDNG[X ]=−α0

∫
m

D̃δ
p−g =−α0

∫
m

p−g gabKabiφi,

where in the second equality, one has considered the equation (3.12). If one assumes

that the action, SDNG , extremizes for any field φi, i.e. D̃δSDNG = 0, then the resulting

equations are

(3.31) gabKabi = K i = 0.
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3.1. NORMAL VARIATION TO m

That is to say that the mean extrinsic curvatures of the world volume of the extended ob-

ject are identically zero. In the non-relativistic case, they are the equations for minimum

surfaces [41]. One can use the results of last subsection to calculate the linearization of

the equations of motion. In this case, the linearized equations coincide with the result

obtained in (3.28), when one equalizes them to zero

(3.32) − ∆̃φi −Kab
iKab

jφ
j +Rµ

ναβnµ inβ jhανφ j = 0.

Notice that, the fields φi fulfill these differential equations. Later, we will delve into the

geometric meaning of linearizing the equations of motion. Besides, we will use them to

obtain more information about the being studied physical system.

Another action that one can take is

(3.33) S2 =σ
∫

m

p−g K iK i,

this action is the relativistic extension of Canham-Helfrich energy for an elastic mem-

brane [13, 60]. By calculating the variation of S2, one obtains the following

D̃δS2 =σ
∫

m
D̃δ

p−g K iK i +2
p−g K iD̃δK i,

=σ
∫

m

p−g
[
2K i

(
−∆̃φi −Kab

iKab
jφ

j +Rµ
ναβnµ inβ jhανφ j

)
+K iK iK jφ j

]
,

=σ
∫

m

p−g
{[

K iK iK j −2K iK i
abKab

j +2Rµ

ναβ
nµ inβ jhαν

]
φ j −2K i∆̃φ

i
}

.

(3.34)

By integrating by parts in the last term of the last equality in (3.34) and extremizing the

action S2, one gets the equations of motion

(3.35) − ∆̃K j + 1
2

K iK iK j −K iKab
iKab j +Rµ

ναβnµ inβ jhανK i = 0

Unlike the DNG model, here, these last equations of motion depend on background cur-

vature. It is owing to the fact S2 is a higher derivative action while SDNG only depends

on the first derivatives of embedded functions Xµ. Afterward, we will discuss another

action that satisfies the invariance under reparametrization and is proportional to the

integral of Ricci scalar R. Nonetheless, this action plays a critical role in this work,

therefore it will be discussed in another chapter.

We have reviewed geometric models for branes where we have applied the variations of

different objects that were obtained in the last subsection.
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CHAPTER 3. VARIATION IN BRANE MECHANICS

3.2 Variational Covariant Approach

Now a completly variational covariant approach from ambient spacetime is showed in

this chapter, here one does not split the perturbation into tangential and normal parts

concerning worldvolume m. This access establishes the brane mechanics as a covariant

fields theory. Where the covariance is regarding both diffeomorphisms of background and

reparametrization of m. The principal tool used here is a variational derivative, which is

inspired by a Bażański work [7]. In calculating the standard variation, the variations of

a field involve an infinitesimal parameter. We denote it by s. This parameter defines a

uniparametric family of embedding functions denoted by Xµ(xa, s). One assumes that

X (xa, s = 0)= Xµ(xa) are the embedding functions that define m. Thus if we consider an

infinitesimal variation around Xµ(xa), we have

(3.36) Xµ −→ Xµ+ sδXµ.

Note that even though embedding functions transform as scalar functions under back-

ground diffeomorphism. As we had already seen, δXµ is a vector that can be understood

as the vector along which the deformation of the embedding functions of m is made. It is

given by [50, 68]

δXµ =
(
∂Xµ

∂s

)
s=0

.

In the variation of fields, it is usually convenient to define a covariant variation that con-

siders the system’s underlying symmetries. For this reason, we propose a fully covariant

variation, defined by

(3.37) DX = δXµDµ

These types of covariant variation have been implemented in [8, 17]. By defining a covari-

ant variation as in (3.37) , conveniently, DXηµν = 0 is fulfilled because the background

metric is compatible with Dµ. In addition, we assume at the beginning that the variation

is conserved along world volume. Geometrically, this translates that the Lie derivative of

deformation vector δXµ vanishes along tangent vectors. This implies

(3.38) [DX ,Da]Xµ =DX Xµ
a −DaδXν

This can be understood owing to the fact that we are considering a one-parameter family

of embedding functions, labeled by parameter s, and infenetesimally partial derivatives

of these functions commutt, as required to have a foliation [50]. Unlike we did in the last

section, we resist the temptation to divide variation δXµ into its normal and tangential
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3.2. VARIATIONAL COVARIANT APPROACH

parts. Although this is highly convenient at the first variation, because the tangential

variation can be associated with a reparametrization, and in the absence of borders, these

can be safely neglected as pure gauge, at higher orders, this early gauge fixing meddles

the general structure of the perturbation theory. Thus, if one maintains this covariant

structure under the background spacetime transformations, the higher-order variations

are more accessible. Carter has emphasized the utility of this covariant treatment of

spacetime in the brane mechanics, see [25].

We will consider invariant actions under diffeomorphisms of ambient spacetime and

reparametrization of m. Nevertheless, we will only focus on models that solely depends

on the first derivative of embedded functions, ∂aXµ. This coincides with the components

of the vectors tangent to m, Xµ
a . Abusing the language, we can write these kinds of

actions as

(3.39) S[X ]=
∫

m
L (Xµ

a ),

models such as S2[X ] in (3.33) are out of this variational approach. However, this

description still involves a large number of physics models. In (3.39), L is the Lagrangian

density of weight one. Anew one has absorbed the noncovariant volume in the integral

symbol. By varying the action (3.39), for this one uses the covariant variation that has

been defined in (3.37). Then, one obtains

(3.40) DX S[X ]=
∫

m
DXL

(
Xµ

a
)
,

by using the identity (3.38)

(3.41) DXL = ∂L

∂Xµ
a
DX Xµ

a = ∂L

∂Xµ
a
DaδXµ.

By integrating by parts

(3.42) DX S[X ]=
∫

m

∂L

∂Xµ
a
DaδXµ =

∫
m

Eµ (L )δXµ+
∫

m
DaQa,

where we identify current density of Noether as

(3.43) Qa = ∂L

∂Xµ
a
δXµ =Pµ

aδXµ,

here Pµ
a is the canonical linear momentum. It is a one-form from background and

vectorial density from world volume, and this is given by

(3.44) Pµ
a = ∂L

∂Xµ
a

.
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CHAPTER 3. VARIATION IN BRANE MECHANICS

The Euler-Lagrange equations are obtained when one equalizes the action variation to

zero. And these read as

(3.45) Eµ (L )=−Da

(
∂L

∂Xµ
a

)
=−DaPµ

a = 0,

notice that, these equations are a conservation law, because the action is invariant

under reparametrization. Besides, theses resulting equation are second order. Theses

characteristics are also shared by equations of motion of branes types Lovelock [30].

Coming up next, we will implement this method using as example the DNG action,

defined in (3.29). Taking into account that

(3.46)
∂

∂Xµ
a

p−g = 1
2
p−g gcd ∂

∂Xµ
a

gcd =p−g gabηµνXν
b ,

then, linear momentum reads

(3.47) Pµ
a =−α0

p−gηµνgab Xν
b .

Note that, linear momentum is tangential to m. So equations of motions are given by

vanishing of first variation

(3.48) −DaPµ
a =α0Da

(p−gηµνgab Xν
b

)
= 0

These equations are covariant under diffeomorphisms of background spacetime, and

they look different from obtained equations in (3.31). However, they give us the same

information. Remember that in the last section, we obtained the equations of motion

splitting the deformation in the normal and tangential part to m, and we only chose a

deformation offshore normal fields since the tangential part does not contribute to the

dynamics. So it is possible to recover the equations obtained in (3.31) by projecting the

last equations along normal fields

(3.49) −nµiDaPµ
a =α0

p−gηµνgabnµiDaXν
b =−αp−g K i = 0,

we have used the Gauss-Weingarten equation (2.11a) in the second equality. One can

show that the projection of equations of motion (3.48) along tangent vectors is identically

zero

−Xµ
c DaPµ

a = Xµ
c

(
−α0Da

(p−gηµνgab Xν
b

))
=−α0

[
∂a

(p−g gab
)

gcd +p−g gabγd
ab gcd

]
=p−g gbc∇a gab

= 0

(3.50)
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In the second equality, it has been used the fact that the induced metric transforms as a

scalar under background transformations, then Da
(p−g gab)= ∂a

(p−g gab)
. In addition,

the equation (2.11a) was used too. Subsequently, in the last equality, we used that

covariant derivative ∇a is compatible with the metric gab. Both the normal variations,

which we discussed in the first part of this chapter, and covariant general variations,

provide us with the tools to obtain the dynamics of a geometric model. However, the

completely covariant variational method turns out to be more efficient for calculating

high-order variations. We will see it in the next chapter, where we will fully exploit the

properties of the covariant derivative that we have defined, this will allow us to obtain

the respective equations for the different variations in a simple way.
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4
HIGHER-ORDER VARIATIONS

This chapter is based in the papers Covariant higher order perturbations of branes

in curved spacetime and A covariant simultaneous action for branes. Where

we discuss the linearization of equations of motion (LEM).The LEM are a first-

order expansion of Euler-Lagrange’s equations around one of their solutions. One can

obtain them directly by varying the equations of motion. However, it is well known

that they can also be obtained through the second variation of the action. Thus, we can

implement the completely covariant approach reviewed in the last chapter to calculate

them. Additionally, we will go further and make a third variation of the action by

exploiting this variational approach. We will also review the importance of this third

variation in the analysis of a physical system. Finally, we will show a variational principle

that we have developed in the context of relativistic branes, which allows us to obtain the

first and second variations of the action at the same time in a straightforward manner.

4.1 Linearized Equations of Motion

The primary objective of a theoretical physicist is to construct models that can explain

the fundamental and essential characteristics of a physical system. However, due to the

complexity of certain systems, it is sometimes necessary to develop idealized models that

are only valid within a specific range and capture only a few aspects of the system. For

instance, in the 1920s, Alexander Friedman, Georges Lemaitre, Howard Robertson, and

Arthur Walker (FLRW) proposed a solution to the general relativity Einstein equations,
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which describes an isotropic homogeneous universe in expansion. However, this model,

also known as the standard model of cosmology [10], cannot account for the formation

of structures in our universe, such as galaxies and galaxy clusters. To improve upon

this model, one may consider a slightly modified version that more accurately describes

our universe. This can be achieved by linearizing the Einstein equation and deriving

differential equations for the model’s variations. By solving these equations, we can

construct approximate solutions that provide a more precise description of the universe

[77].

In a broad sense, the LEM are useful in constructing new approximate solutions that

can provide a better description of a specific physical system. They are also valuable in

studying the linear stability of each solution of the physical system. The LEM represent

differential equations for perturbations of a particular solution of the equations of motion,

and by solving them, we can determine whether these perturbations increase or decrease,

resulting in an unstable or stable solution, respectively. Given the crucial role of the LEM

in studying physical systems, it is essential to approach them in the context of extended

objects. One can achieve this by using the covariant variation method, which involves

varying the system equations of motion along normal deformations, as discussed in the

first section of the previous chapter. If we denote the equations of motion by E i = 0, then

the LEM are

(4.1) D̃δE
i = 0.

The Linearized Einstein’s Equations (LEM) for the DNG action in equation (3.32) have

been computed. The calculation process for this particular action was straightforward.

However, when dealing with other actions like Equation (3.35), it becomes a tedious task,

leading to the derivation of significantly large equations [17]. Despite these challenges,

all the methods described in Section 3.1 can be directly applied to linearize the equations

of motion for the brane.

However, there are situations where utilizing the fully covariant formalism from the

ambient space proves to be comparatively simpler. Specifically, when confronted with

higher-order variations, the fully covariant formalism becomes particularly advanta-

geous, offering a more efficient approach to manage the intricate equations implicated in

such scenarios.

Through the investigation of this approach, there is an opportunity to enhance our

comprehension of the Linear Equations of Motion (LEM) and how they can be obtained
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in a manner that is both efficient and systematic. This exploration holds substantial im-

plications for the examination of physical systems and the developed of novel theoretical

models. For this reason, in the next section, we will see that LEM can also be obtained

using this approach.

4.2 Second Covariant Variation and Jacobi Equations

As we know, the equations of motion of a system can be deduced by varying the action.

Remember that the action S is a functional, i.e., it is a mathematical device that, in this

particular case, takes the embedding functions X and results in a number. When we

speak of varying the action, we are essentially introducing new functions X ′ = X + sζ
close to the embedding functions. With s being a small parameter (s < 1), and ζ being

an arbitrary function. The resulting change in the action is the difference between the

numerical value obtained from evaluating the action for the original and the neighbor

embedding functions.

(4.2) ∆S ≡ S[X + sζ]−S[X ],

the variation above is finite, and since the parameter s is small, one can perform an

expansion of ∆S around embedding functions X , resulting in the following

(4.3) ∆S = sδS+ s2

2!
δ2S+ s3

3!
δ3S+O(s4),

where we have that

(4.4) δ(n)S =
(

dnS
dsn

)
s=0

,

The first variation is the expansion to the first order of the action when a slight change

in the embedding functions is performed. By using the chain rule, this first variation can

be written as

(4.5) δS =
(

dS
ds

)
s=0

=
(
∂Xµ(xa, s)

∂s
∂µS

)
s=0

=
(
∂Xµ(xa, s)

∂s
DµS

)
s=0

=DX S,

where in the second equality, we have used that the action is invariant under transfor-

mations of background spacetime. Here DX is the covariant variation that was defined in

the section 3.2. Surely the meaning of the second variation for the reader is now evident.

It is understood as the second-order expansion of the action under small changes of its X
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argument functions. It reads as

δ2S =
(

d2S
ds2

)
s=0

=
(
∂Xµ(xa, s)

∂s
Dµ

(
∂Xν(xa, s)

∂s
DνS

))
s=0

= δXµDµδXνDνS

=DXDX S

=D2
X S.

(4.6)

While the practical significance of calculating the second variation of the action may not

be immediately apparent, it plays a crucial role in various physical contexts. Regrettably,

it tends to be overlooked in both undergraduate and postgraduate courses, where the

focus is typically only on the first variation of the action to derive the dynamic equations

of the system. However, the second variation of the action holds great relevance in nu-

merous scenarios. Its importance becomes particularly pronounced when examining the

formation of structures in the Universe or studying anisotropies in the cosmic microwave

background. In the context of brane scenarios, the second variation is indispensable for

analyzing brane stability and understanding the behavior of their intrinsic geometry

under deformation. Additionally, the second variation is critical for assessing quantum

corrections at the one-loop level when considering potential quantization of the system

using the path integral approach.

By equating the second variation to zero while assuming the fulfillment of the equations

of motion, we derive a collection of differential equations that govern the deformations

δX of the system, referred to as the Jacobi equations. In order to preserve covariance

under background diffeomorphisms, we can employ the variational covariant approach

outlined in the preceding chapter and compute the second variation of the action utilizing

the operator DX . This methodology allows us to obtain the Jacobi equations in their fully

covariant form, which can be expressed as

(4.7) J µ (δX )= 0,

if one projects the Jacobi equations on the basis {ni, Xa}, the tangential projections are

identically zero, while normal projections are reduced to linearized equations that are

covariant under reparametrization of world volume, which were discussed in the previous

section, i.e.

(4.8) nµ iJ µ(δX )= D̃δE
i.
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In the second variation of the geometric model in (3.39), We choose to utilize the expres-

sion (3.42) for the first variation. For the sake of simplicity, we assume that the world

volume is no boundaries, ∂m = 0, or that appropriate boundary conditions have been

selected, and we neglect the contribution of the Noether current for the moment. Thus,

the second variation can be written as

(4.9) D2
X S[X ]=

∫
m

[
DXEµδXµ+Eµδ

2Xµ
]
,

where

(4.10) δ2X = ∂2X (xa, s)
∂s2 .

Assuming that equations of motion are fulfilled, we obtain

(4.11) D2
X S[X ]|[0] =

∫ [
DXEµ|[0]

]
δXµ,

the subscript [0] serves as a reminder that we are considering the on-shell condition. It is

evident that evaluating the second variation is tantamount to linearizing the equations

of motion. It is important to note that, in this context, the linearized equations of motion

preserve covariance solely in relation to the ambient spacetime. Nonetheless, as observed

earlier, it is possible to transform them into covariant equations of motion with respect

to world volume reparametrizations through the application of a normal projection.

In contrast to (3.7), it should be emphasized that when [DX ,Da] is applied to a tensor

quantity, the result is nonzero. This is a consequence of the variation operator being a

covariant directional derivative. Here is where background spacetime curvature comes

into play, as shown explicitly below. We have

DXEµ|[0] =−DXDaPµ
a

=−[DX ,Da]Pµ
a −DaDXPµ

a

=−Rαβµ
ρδXαXβ

aPρ
a −DaDXPµ

a.

(4.12)

We have used Bianchi’s identity (2.4) and remember that [δX , Xa] = 0. Therefore, the

second variation, (4.11) , takes the form

(4.13) D2
X S[X ]|[0] =−

∫
m

[
DaDXPµ

a +Rαβµ
ρδXαXβ

aPρ
a
]
δXµ.

If one uses the linear momentum definition that is given in (3.44), the first term on the

right-hand side of the above expression can be written as its variation or linearization

DXPµ
a = ∂L

∂Xν
b∂Xµ

a
DX Xν

b

=H ba
νµDX Xν

b

=H ba
νµDaδXν,

(4.14)
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where we have defined the Hessian matrix in the following way

(4.15) H ba
νµ = ∂2L

∂Xν
b∂Xµ

a
.

It should be noted that the Hessian exhibits degeneracy, allowing for null eigenvectors,

as a result of the gauge freedom associated with reparameterization invariance. Fur-

thermore, the Hessian possesses symmetry among pairs of its indices, which can be

expressed as follows

(4.16) H ba
νµ =H ab

µν .

By inserting the equation (4.14) in the second variation (4.13), one obtains

(4.17) D2
X S[X ]|[0] =−

∫
m

{Da

[
H ba

νµ

(
DbδXν

)]+Rαβµ
ρδXαXβ

aPρ
a}δXµ.

At this juncture, δX assumes an arbitrary nature and denotes a linear perturbation

around any embedding on-shell. Nonetheless, if our interest lies in perturbing from one

on-shell configuration to another, it becomes necessary to select δXµ in a manner that

renders the second variation null. Upon inspecting the aforementioned expression, the

equations governing the vector δXµ become apparent and can be expressed as

(4.18) −Da

[
H ba

νµDbη
ν
]
−Rνβµ

ρXβ
aPρ

aην = 0.

To maintain consistency with the notation used in [14, 15], we introduce δXµ = ηµ. The

vector η is interpreted as the connecting vector between neighboring branes during

their evolution. This concept aligns with the geodesic deviation equation, as discussed

in [7, 9, 12, 110]. The first term, (4.18), is second-order, as expected since the equations

of motion are second-order. In classical mechanics terminology, the Hessian assumes

the role of a mass matrix. The second term, which involves the Riemann tensor, can be

understood as an external force. This interpretation aligns with our intuition based on

the geodesic deviation equation in general relativity. In the case of a flat background,

the Jacobi equations take the form of a conservation law, similar to a divergence-free

equation for linearized canonical momentum.

By applying the results obtained for the DNG action, where we have previously computed

its canonical linear momentum in the preceding chapter, we proceed to calculate its
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Hessian for the purpose of evaluating the second variation.

H ba
νµ = ∂

∂Xν
b

(
−α0

p−gηµλγac Xλ
c

)
,

=−α0
p−g

[
X b
ν X a

µ +ηµνgab −ηµλXλ
c

(
gbaX c

ν+ gbc X a
ν

)]
,

=−α0
p−g

(
X b
ν X a

µ +ηµνgab − gabhµν− X b
µX a

ν

)
,

=−α0
p−g

(
gabΠµν+ X ab

µν

)
,

(4.19)

where we have defined

X a
µ ≡ gabηµνXν

a ,

X ab
µν ≡ X a

µX b
ν − X b

ν X a
µ .

(4.20)

For this case the Jacobi equations are

(4.21) α0{Da

[p−g
(
gabΠµν+ X ab

µν

)
Dbη

ν
]
+p−g Rαβµρη

αhβρ}= 0.

Note that the normal and tangential projections of the deviation vector arise naturally

in the expression, showing the mixture of both contributions. These equations provide a

generalization to the branes of the well-known geodesic deviation equation for particles.

4.3 Third Covariant Variation

In order to demonstrate the efficacy of a covariant variational approach in perturbation

theory for brane dynamics, we expand our analysis to the third order. Additionally, one

motivation for considering the third variation of the geometric model is the potential

degeneracy of the second-order contribution among strain modes. As anticipated, the

computational complexity noticeably escalates. Nevertheless, employing a covariant

variational approach provides a deeper understanding of the inherent mathematical vari-

ational structure and facilitates its practical application when incorporating second-order

perturbations. Furthermore, this covariant approach elucidates the interplay between

first and second-order perturbations.

Following the discussion at the beginning of section 4.2, it is not difficult for the reader

to understand that the third variation of the action is the third-order expansion of the

finite variation in (4.3). Thus, considering expression (4.11) for the second variation. An

additional variation is given by

(4.22) D3
X S[X ]|[0] =

∫
m

{[
D2

XEµ|[0]
]
δXµ+ [

DXEµ|[0]
]
δ2Xµ

}
.
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Assuming that both the equations of motion (3.45) and the Jacobi equations (4.18) are

satisfied, then the second term vanishes, and the third variation (4.22) reduces to

(4.23) D3
X S[X ]|[0,1] =

∫
m

[
DXEµ (L ) |[0,1]

]
,

In this case, the subscript [0,1] serves as a reminder that both the equations of motion

and the Jacobi equations are presumed to be satisfied. Next, we proceed to examine the

second variation of the equations of motion. To facilitate this analysis, it is advantageous

to initially consider a flat background where the Riemann tensor is zero. Subsequently,

we can introduce the additional complexity of a curved background.

4.3.1 Flat Background Spacetime

In the specific scenario of a Minkowski spacetime, background derivatives exhibit commu-

tation, enabling us to utilize, similar to the second variation, the fact that the equations

of motion can be expressed as a conservation law. Concerning the linear momentum, the

second variation can be represented as shown in Equation (4.9). Consequently, employing

Equation (3.44), the third variation can be expressed as follows

(4.24) D3
X S[X ]|[0,1] =

∫
m

[(
DaD2

XPµ
a)
δXµ

] |[0,1],

Considering the commutation between partial derivatives and variations, we proceed to

unpack the second variation of the linear momentum. Referring to Equation (4.14) for the

first variation of the linear momentum, it is worth noting that when the variation acts

on the first variation of the shape functions δXµ, it yields a second variation of the shape

functions δ2Xµ. Similarly, when the variation acts on the Hessian matrices of the energy

density, it produces a source term that exhibits a quadratic dependence on the first

variations δXµ. It is important to bear in mind that the assumption of the satisfaction

of the Jacobi equation is tantamount to assuming the given nature of the first-order

perturbations δXµ. In this context, we are referring to a source term. Consequently, the

second variation of the linear stress tensor, as obtained from the variation of Equation

(4.14), can be expressed as the sum of

(4.25) D2
XPµ

a (
δ2X ,δX

)=DXPµ
a (
δ2X

)+Sµ
a (δX ) ,

the first term in the expression depends on the second variation δ2X and exhibits the

same structure as the first-order variation. It corresponds to the Jacobi operator with δX
replaced by δ2X in Equation (4.14). This term does not necessitate any additional effort
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as the Jacobi operator is already known, as shown in Equation (4.18). The second term

in Equation (4.25) represents a source term that is contingent upon the first variation

δX due to the variation of the Hessian matrix.

(4.26) Sµ
a (δX )=

(
∂2DXL

∂Xµ
a∂Xν

c

)
DcδXν,

this term does necessitate additional effort. By employing Equation (3.41) for DXL , it

assumes a formidable appearance.

(4.27) Sµ
a (δX )=T cba

ρνµ DcδXνDbδXρ,

where we have defined the tensor of third order derivatives analogous to the Hessian

(4.28) T cba
ρνµ = ∂3L

∂Xρ
c ∂Xν

b∂Xµ
a

.

Returning to the third variation of the action (4.24), we find therefore that it can be

written in the deceivingly simple form

(4.29) D3
X S [X ] |[0,1] =

∫
m

{[
Jµ

(
δ2X

)+DaSµ
a (δX )

]
δXµ

} |[0,1],

in this equation, the Jacobi operator,

Jµ

(
δ2X

)=DaDXPµ
a (
δ2X

)
,

incorporates the second-order perturbations, while the source term DaSµ
a (δX ) depends

on the first order perturbations. Notably, the expression for the third variation reveals

that the higher-order Jacobi equation exhibits a distinct structure compared to the

second-order Jacobi equation. Specifically, it is non-homogeneous due to the presence of

a source term.

4.3.2 Curved Background Spacetime

Now, let’s examine the modification of the third variation (4.29) when the brane evolves

in a curved background, where partial derivatives and variations no longer commute.

We begin with Equation (4.17), representing the second variation with a non-vanishing

curvature term. Introducing an additional third variation, we obtain

DX S [X ] |[0,1] =−
∫

m

{
Da

[
DX

(
H ba

νµDbδXν
)]

+Rαβν
ρδXαeβaDXPρ

a

+ DX

(
Rαβµ

ρδXαeβaPρ
a
)}
δXµ,

(4.30)
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where we used the Bianchi identity yet again in the first line. The first term can be

written in terms of the canonical momentum using (4.14)

DX

(
H ba

νµDbδXν
)
=D2

XPµ
a

=T cba
ρνµ

(
DcδXρ

)(
DbδXν

)+H ba
νµDX

(
DbδXν

)
=T cba

ρνµ

(
DcδXρ

)(
DbδXν

)+H ba
νµ Rν

αρβδXαδXρeβb
+H ba

νµDbδ
2Xν,

(4.31)

where the tensor T is defined in (4.28). In the last step, we commuted the derivative

and the variation producing a background Riemann tensor projection. Let us now use

the Leibniz rule to unpack the third term in (4.30),

DX

(
Rαβν

ρδXαXβ
aPρ

a
)
=(

DσRαβµ
ρ
)
δXσδXαXβ

aPρ
a +Rαβµ

ρ
(
δ2Xα

)
Xβ

aPρ
a

+Rαβµ
ρδXαDa

(
δXβ

)
Pρ

a +Rαβµ
ρδXαXβ

a
(
DXPρ

a)
,

(4.32)

where we applied Equation (3.7) in the second term. It is important to observe that the

presence of numerous curvature terms, along with a derivative of the Riemann tensor,

significantly complicates the expression compared to the scenario of a flat background

spacetime. By substituting Equations (4.32) and (4.31) into Equation (4.30), we get

D3
X S [X ] |[0,1] =−

∫
m

{
Da

[
T cba
ρνµ

(
DcδXρ

)(
DbδXν

)
+H ba

νµDbδ
2Xν+H ba

νµ Rν
αρβδXαδXρXβ

b

]
+2Rαβµ

ρXβ
aδXαDXPρ

a + (
DσRαβµ

ρ
)
δXσδXαXβ

aPρ
a

+Rαβµ
ρ
(
δ2Xα

)
Xβ

aPρ
a +Rαβµ

ρδXα
(
DaδXβ

)
Pρ

a
}

,

(4.33)

As we can see, it is apparent that the first two lines represent a conservation law, specifi-

cally for the second variation of the canonical momentum. Furthermore, there is a term

that is proportional to both the curvature and the first variation of the momentum,

as well as a term that is linear in the second-order deviation vector. Notably, we now

encounter quadratic terms and derivatives of the first-order deviation vector. However, it

is assumed that such a vector is already known.

The vanishing of the previous integral leads to the equation

(4.34) Da
[
D2

XPµ
a]+Rαβµ

ρδXαXβ
aDXPρ

a +DX

(
Rαβµ

ρδXαXβ
aPρ

a
)
= 0,

the above equation, we have conveniently expressed it in terms of the canonical momen-

tum to avoid unnecessarily long expressions and to demonstrate the underlying structure
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of the equations, as promised. It is important to note that the embeddings are known

from the equations of motion, and the variation vector δXν satisfies the Jacobi equation

(4.18) with η= δXν. Equation (4.34) now determines the second-order variation vector

δ2Xν. Similar to the previous section, the variation (4.33) can be organized as follows

(4.35) D3
X S [X ] |[0,1] =−

∫
m

[
Jµ

(
δ2X

)+Fµ (δX )
]
δXµ,

where Fµ is the source term given by

Fµ =Da

[
T cba
ρνµ

(
DcδXρ

)(
DbδXν

)+H ba
νµ Rν

αρβδXαδXρXβ

b

]
+Rαβµ

ρ
[
2δXαXβ

aH ba
νρ DbδXν+δXαDaδXβPρ

a
]

+ (
DσRαβµ

ρ
)
δXσδXαXβ

aPρ
a.

(4.36)

We can see that equation (4.34) corresponds to a Jacobi equation for the second-order

variation field δ2Xµ with a source term Fµ, akin to Equation (4.29). However, in this

case, the source term is modified by the curvature of the spacetime background. It is

worth noting that the expression in Equation (4.34) has previously been derived in

[70], albeit with a focus on normal perturbation modes and direct perturbations in the

equations of motion. Here, we present a fully covariant expression from a variational

perspective. This expression provides a second-order approximation to the deviation of

neighboring on-shell branes in a fixed arbitrary background. Expanding to second-order

perturbations is not only a natural progression following the first order but also serves to

overcome degeneracies that arise at the first order. Moreover, certain physical quantities

exhibit a leading second-order contribution. For a more comprehensive list, refer to, for

instance, Ref. [75].

We can apply these results to the example of DNG action. For this, we need to obtain the

tensor T defined in (4.28). When the algebraic dust settles down, we obtain

(4.37) T cba
τνµ =µp−g

[
Πντ

(
gbc X a

µ −2gab X c
µ

)
+2Πµτ

(
gac X b

ν − gab X c
ν− gbc X a

ν

)
+ X abc

µντ

]
,

where there is an abundance of raised and lowered indices, and now we have a tangential

antisymmetric trivector

(4.38) X abc
µντ := 3!X [a

µ X b
ν X c]

τ .

Putting it all together, we use the expressions (3.47), (4.19), and (4.37) to insert them

into (4.35), taking into account (4.36). Then, we can write the full third variation for the
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DNG action

D3
X SDNG |[0,1] =

∫
m

{
Jµ

(
δ2X

)+µDa

[p−g
(
Πντ

(
gbc X a

µ −2gab X c
µ

)
+2Πντ

(
gac X b

ν − gab X c
ν− gbc X a

ν

)
+ X abc

µντ )
(
DcδXτ

)(
DbδXν

)
+p−g

(
gabΠνµ+ X ab

µν

)
Rν

αρβδXαδXρXβ

b ]

+µp−g
(
DωRαβµρ

)
δXωδXαhβρ+µp−g Rαβµ

ρ

×
[
2δXρXβ

aDb
(
δXν

)(
gabΠρν+ X ab

ρν

)
+δXαDa

(
δXβ

)
ηρνgac Xν

c

]}
δXµ.

(4.39)

Of course, the vanishing of the last integral gives us the second order perturbation to the

equations of motion

Jµ

(
δ2X

)=−µ
{
Da

[p−g
(
Πντ

(
gbc X a

µ −2gab X c
µ

)
+2Πντ

(
gac X b

ν − gab X c
ν

−gbc X a
ν

)
+ X abc

µντ

)(
DcδXτ

)(
DbδXν

)
+p−g

(
gabΠνµ+ X ab

µν

)
Rν

αρβδXαδXρXβ

b

]
+p−g Rαβµ

ρ
[
2δXρXβ

aDb
(
δXν

)(
gabΠρν+ X ab

ρν

)
+δXαDa

(
δXβ

)
ηρνgac Xν

c

]
+ p−g

(
DωRαβµρ

)
δXωδXαhβρ

}
,

(4.40)

In this case, Jµ

(
δ2X

)
corresponds to the left-hand side of Equation (4.21), with δX →

δ2X . The right-hand side of Equation (4.40) represents the source term in Jacobi’s non-

homogeneous equation. Notably, the source term is influenced by the Riemann tensor

of the background spacetime and its covariant derivative. One might assume that the

covariant derivative of the Riemann tensor should vanish since the background spacetime

is fixed. However, when introducing variations, local changes in the embeddings must be

taken into account, which justifies the inclusion of this term.

4.4 The Covariant Simultaneous Action

This section presents a covariant simultaneous action for branes in an arbitrary curved

background spacetime. Here, we show an action that depends on a pair of independent

field variables, the brane embedding functions, through the canonical momentum of

a reparametrization invariant geometric model for the brane and an auxiliary vector

field. The form of the action is analogous to a symplectic potential. Extremization of the
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simultaneous action produces at once the equations of motion and the Jacobi equations

for the brane geometric model, and it also provides a convenient shortcut toward its

second variation.

The conventional variational approach involves considering the first variation of the

action concerning an infinitesimal variation of the fields, which in this case are the

embedding functions. By setting this variation to zero under appropriate boundary condi-

tions, we obtain the equations of motion for the brane. The second variation of the action,

assuming the satisfaction of the equations of motion, leads to a quadratic form that

determines the stability of the field configurations. Furthermore, the vanishing of the

second variation yields the Jacobi equation for the brane, known as the geodesic deviation

equation in the case of a relativistic particle. The simultaneous action encapsulates these

principles concisely and elegantly.

(4.41) SS[X ,η]=
∫

m
Pµ

aDaη
µ.

It is important to mention that we denote simultaneity with the subscript S. In Equation

(4.41), the two independent fields are Xµ (xa), representing the world volume embedding

functions, and an auxiliary vector field ηµ (xa). The operator Da corresponds to the same

covariant derivative defined in subsection 2.1, and the linear momentum Pµ
a is given

by equation (3.44). It is worth noting the analogy between the term inside the integral

and a symplectic potential of the form pdq. The symmetries of the simultaneous action

include world volume diffeomorphisms, or reparametrization invariance, as well as a

constant translation of the auxiliary field. Additionally, the action remains invariant

under background diffeomorphisms, or Poincaré transformations in the case of a flat

Minkowski background, given that it is a scalar.

The first variation of the simultaneous action with respect to an infinitesimal vari-

ation of the auxiliary field ηµ → ηµ+δηµ, where δηµ denotes a infinitesimal change,

keeping the embedding functions fixed, is simply

(4.42) δηSS
[
X ,η

] |X =
∫

m
Pµ

aDaδη
µ =−

∫
m

(
DaPµ

a)
δηµ =

∫
m

Eµδη
µ,

in the given equation, we have performed an integration by parts and, for simplicity,

temporarily omitted a boundary term. The vanishing of this first variation under an

arbitrary variation of the auxiliary field, δηS
[
X ,η

] |X = 0, thus leads to the equations of

motion for the brane.

(4.43) Eµ =−DaPµ
a = 0.
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It is important to highlight that this aspect of the simultaneous variational principle

is independent of the specific model and does not rely on the particular form of L
(
Xµ

a
)
.

Instead, it capitalizes on the fact that the equations of motion can be expressed as a

conservation law [3, 25]. This conservation law is essentially a dimensionally reduced

version of the conservation of the stress-energy tensor in relativistic theories.

Shifting focus to the variation of the simultaneous action concerning a variation of

the embedding functions, Xµ → Xµ+δXµ, we employ the same covariant variational

derivative as in Equation (3.37). The notable advantage is that DXηµν = 0 since the

background covariant derivative is metric compatible. With the auxiliary field ηµ held

fixed, we obtain

(4.44) DX S
[
X ,η

] |η = ∫
m

[(
DXPµ

a)
Daη

µ+Pµ
aDXDaη

µ
]
.

By utilizing the definition of the canonical momentum given in Equation (3.44), the first

term can be written as

(
DXPµ

a)
Daη

µ = δ2L

∂Xν
b∂Xµ

a

(
DX Xν

b
)
Daη

µ,

=H ba
νµ

(
DX Xν

b
)
Daη

µ =H ba
νµ

(
DbδXν

)
Daη

µ,

(4.45)

where we have defined the Hessian in (4.15) and in the second line we have used the fact

that variation and partial derivative commute, DX Xν
b =DbδXν. Note that the Hessian is

degenerate, meaning it possesses null eigenvectors. This is a result of the gauge freedom

associated with reparametrization invariance.

To derive the second term in Equation (4.44), we consider the dependence of the co-

variant derivative on the embedding functions and make use of the Bianchi identity.

Additionally, we take into account the independence of the field variables Xµ and η,

specifically that DXη= 0. This allows us to obtain the following expression

(4.46) Pµ
aDXDaη

ν =Pµ
a [DX ,Da]ηµ =−Rρσν

µδXρXσ
aη

νPµ
a.

Inserting (4.15) and (4.46) in the variation (4.44) results immediately in

(4.47) DX S
[
X ,η

] |η = ∫
m

[
H ba

νµ

(
DaδXν

)
Daη

µ−Rρσν
µδXρXσ

aη
νPµ

a
]

.

At this stage, by identifying the auxiliary field as the variation of the embedding func-

tions, ηµ = δXµ, we have successfully obtained a concise and general expression for the

second variation of the geometric model (3.39). This highlights the advantage of the
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simultaneous action approach, especially when compared to more laborious approaches

found in the literature. Furthermore, the significance of the Hessian becomes apparent

as it plays a central role in the formulation. In order to derive the Jacobi equations for

the brane, one simply needs to integrate by parts the first term in (4.47), neglecting a

boundary term. This procedure yields

(4.48) DX S
[
X ,η

] |η =−
∫

m
{
[
Db

(
H ba

νµDaη
µ
)]

+Rνσρ
µXσ

aη
ρPµ

a}δXν,

the vanishing of this variation gives the Jacobi equations for the brane

(4.49)
[
Db

(
H ba

νµDaη
µ
)]

+Rνσρ
µXσ

aη
ρPµ

a = 0,

To summarize, the simultaneous approach allows us to derive both the equations of

motion for the embedding functions and the Jacobi equations for the deviation vector. It

is interesting to note the interchange of tasks: the variation with respect to the deviation

vector yields the equations of motion for the embedded functions, while the variation

with respect to the embedding functions yields the Jacobi equations for the deviation

vector. An added advantage of the simultaneous approach is that there is no need to

manually impose the evaluation of the Jacobi equation on-shell; it happens automatically.

To illustrate the general formalism, let us consider the DNG model (3.29) in an ar-

bitrary curved spacetime background. This can be compared to the more conventional

treatment presented by Carter in a covariant approach [23]. Although the conclusions

are the same, they are expressed in a different manner. By employing the DNG canonical

linear momentum in (3.47), the simultaneous action (4.41) takes the following form

(4.50) SSDNG [X ,η]=−α0

∫
m

p−gηµνgab Xν
bDaη

µ.

By setting the first variation of this simultaneous action with respect to η to zero, as

depicted in Equation (4.42), we obtain the DNG equations of motion, which are analogous

to Equation (4.43).

(4.51) −DaPµ
a =α0Da

(p−gηµνgab Xν
b

)
,

its normal projection gives

(4.52) −nµ iDaPµ
a =−α0

p−g K i = 0.

As previously mentioned, this corresponds to the relativistic formulation of the equilib-

rium condition for a minimal surface with an arbitrary codimension.

37



CHAPTER 4. HIGHER-ORDER VARIATIONS

Now, let’s proceed with the variation of the simultaneous action concerning a variation of

the embedding functions. To obtain the expression for the Hessian defined in Equation

(4.15), we need to perform a short calculation. Taking into account Equation (4.19), we

find

(4.53) H ba
νµ =−α0

p−g
(
gabΠµν+ X ab

µν

)
,

Inserting (4.53) in the first variation (4.47) gives immediately

DX SSDNG

[
X ,η

] |η =−α0

∫
m

p−g
[(

gabΠµν+ X ab
µν

)(
DbδXν

)
Daη

µ

−Rρσν
µδXρhσµην

]
.

(4.54)

If at this point we identify the auxiliary field ηµ with the variation of the embedding

functions δXµ, the above expression represents the second variation of the DNG action

considering variations of the embedding functions. By integrating the first term by parts

and disregarding a boundary term, we obtain

DX S
[
X ,η

] |η =α0

∫
m

{Db
p−g

[(
gabΠµν+ X ab

µν

)
Daη

µ
]
δXν

+p−g Rρσν
µδXρhσµην}.

(4.55)

Setting this variation to vanish, DX SSDNG

[
X ,η

] |η = 0 gives the Jacobi equations for the

DNG brane

(4.56) α0Da
p−g

[(
gabΠµν+ X ab

µν

)
Daη

µ
]
+α0

p−g Rνσµ
ρhσρηµ = 0.

The first kinetic term in the Jacobi equations differs from the case of a particle due to

the presence of a "friction" term caused by the tangential bivector. It is worth noting

that these Jacobi equations have been derived before in a different, yet ultimately

equivalent form in the work of Pavšič [91]. These equations provide a generalization of

the well-known geodesic deviation equation for particles to branes. In the special case

of a relativistic particle, which corresponds to a degenerate brane of dimension zero,

the simultaneous action was introduced by Bazanski in [8, 9], building upon a general

formalism developed in [7].

In conclusion, this section has introduced a covariant simultaneous action that, for any

reparametrization-invariant local geometric model describing a relativistic brane, yields

both the equations of motion and the Jacobi equations for the model simultaneously.

Moreover, the action provides a convenient shortcut for studying the second variation of

the geometric model, offering an alternative path for stability analyses. The simultaneous
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action can be readily extended to incorporate additional fields residing on the brane or

include "pressure terms" that arise in fundamental branes. However, it is important to

acknowledge that such extensions would impact the simple elegance of the covariant

simultaneous principle, yet they would be valuable in scenarios where external forces

are relevant.
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5
VARIATIONAL ANALYSIS OF GODETIC BRANE GRAVITY

In the last chapters, we have discussed the variation of the functional action of a

general system by using both variations along only normal vectors and arbitrary

variations. We also reviewed how to calculate the LEM of a system, and we dis-

cussed their different utilities. In this chapter, we will apply the majority of these viewed

tools to meticulously analyze a geometric model known as the Regge-Teitelboim (RT)

model, which we also refer to as Geodetic Brane Gravity (GBG). This chapter is primarily

based on the paper Jacobi equation of geodetic brane gravity.

5.1 Regge-Teitelboim model

In the 1970s, T. Regge and C. Teitelboim introduced a geometric model for our universe,

considering it as the world volume of a three-dimensional brane evolving geodesically

in a fixed higher-dimensional background Minkowski spacetime. Their motivation, as

indicated by the title of their proceedings contribution "Gravity ’a la string: a progress

report," was closely related to string theory [95]. The action they considered in their

geometric model is equivalent to the Einstein-Hilbert action of general relativity. How-

ever, the crucial difference lies in the choice of field variables. Instead of the spacetime

metric as in general relativity, the Regge-Teitelboim (RT) model employs the embedding

functions of the world volume as the field variables, making the world volume metric a

composite field variable. The equations of motion of the RT model are second-order in

derivatives and weaker than the Einstein equations. This characteristic of geometric
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CHAPTER 5. VARIATIONAL ANALYSIS OF GODETIC BRANE GRAVITY

models with second-order equations of motion is shared by a broader class of models, in-

cluding Lovelock branes, to which the RT model belongs [4, 30, 53]. While all solutions of

the Einstein equations are also solutions of the RT model, the solution space of the latter

is more extensive [74, 90, 106]. The additional part of the RT model can be interpreted as

"geometric dark matter" [32], providing an alternative perspective to the ongoing efforts

to describe dark matter/energy by incorporating exotic terms in the energy-momentum

tensor [11, 27], or modifying the geometric sector through theories like f (R) theories

[33, 81, 103]. In this context, it is noteworthy that the inclusion of a world volume

cosmological constant is equivalent, from a brane viewpoint, to incorporating a DNG

term in the action.

It is worth emphasizing that, from a basic geometric standpoint, the local existence

of an embedding framework requires a maximum of N +1= (p+1)(p+2)/2 dimensions

for the ambient spacetime background. For instance, for p+1= 4, a maximum of 10 di-

mensions is necessary. Furthermore, if the world volume metric possesses Killing vectors,

this number can be further reduced [20, 45, 64, 97]. It is important to note that not every

solution of the Einstein equations can be embedded as a hypersurface. For example, the

embedding of the Schwarzschild solution necessitates at least a co-dimension of two

[67, 87]. This serves as a significant motivation to consider arbitrary co-dimensions, de-

spite the increased complexity it entails. Naturally, this has implications for the stability

of such geometric configurations, as it becomes necessary to analyze the conditions for

their stability. In particular, higher co-dimensions require the utilization of geometric

structures that account for the rotational freedom in the normal fields to the world

volume. Surprisingly, this aspect has been overlooked in many discussions of the RT

model and does not appear to have been addressed previously.

The RT model involves the integral over the trajectory of a p-dimensional brane Σ,

which depends on the scalar curvature R of the world volume m obtained from the

induced metric gab[95],

(5.1) SRT
[
X ,ϕM

]= ∫
m

p−g
[

1
2κ

R+LM
(
ϕM , X

)]
,

where κ is a constant, typically set to κ = 8πGN to relate it to general relativity. The

field variables are the embedding functions Xµ(xa) and the matter fields ϕM(xa) living

on the brane, with a matter Lagrangian LM(ϕM , X ). We assume the world volume to

be without boundary for simplicity. The symmetries of the action include world volume
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reparametrizations, the Poincaré symmetry of the background Minkowski spacetime,

and invariance under rotations of the normal vectors adapted to the world volume, as

p+1< N +1.

The equations of motion for the RT model can be obtained by varying the action SRT

using either the variation D̃δ, which is along normal vectors only, or the arbitrary co-

variant variation DX , which yields covariant equations under transformations of the

background spacetime. Another approach is to construct the simultaneous action for this

model, which allows us to derive the dynamical equations by varying it with respect to

the auxiliary field η. The choice of variational methods depends on the specific model

and the most appropriate approach for studying it. For example, the DX variation is

efficient when the spacetime is curved, as it utilizes the Ricci identity and reduces the

complexity of calculations. Additionally, the resulting equations are invariant under

diffeomorphisms of the ambient spacetime, making them useful for studying the system

from an external perspective. However, in the case of the RT model, where the ambient

spacetime is flat and the equations should be invariant under Poincaré transformations,

the advantages of the DX variation are somewhat reduced. Nevertheless, we will use it

in the RT model as an example to demonstrate its application.

The first variation of the action (5.1), using DX , reads

DX SRT =
∫

m

[p−g
2κ

Gab +
δ

(p−g LM
)

δgab

]
DX gab

=−1
κ

∫
m

p−g [Gab −κTab] X a ·DbδX ,
(5.2)

in this context, Gab represents the Einstein tensor of the world volume, and Tab is the

energy-momentum tensor defined as Tab =−2δ(
p−g LM )
δgab . In the second line of (5.2), we

have used the variation of the inverse metric and the symmetry of Gab and Tab under

index exchange. After integrating by parts in (5.2) and considering appropriate boundary

conditions, we obtain

(5.3) DX SRT =−1
κ

∫
m

Da

[p−g
(
Gab −κTab

)
Xa

]
·δX ,

by extremizing the action, DX S = 0, we get

(5.4) − 1
κ
∂b

[p−g
(
Gab −κTab

)
Xµ

a

]
= 0,

note that directional covariant derivative Da is reduced to ∂a because of null curvature

of background spacetime. Because the divergence of Einstein and energy momentum

43



CHAPTER 5. VARIATIONAL ANALYSIS OF GODETIC BRANE GRAVITY

tensor vanishes then the last equation can be written as

(5.5) − 1
κ

p−g
(
Gab −κTab

)
∇b Xµ

a = 0

Using the Gauss-Weingarten equations (2.11a) and (2.11b) we have that tangential

projection of the equation of motion (5.5) is identically zero. However, if one takes the

normal projection of (5.5), this is reduced to

(5.6)
1
κ

p−g
(
Gab −κTab

)
Kab

i = 0

Another way to arrive at this equation is through the variation of the simultaneous

action, which was discussed in section 4.4. Remember to build such action it is important

to calculate the momentum Pµ
a defined in (3.44). For this case, we have

(5.7) Pµ
a = 1

κ

p−g
(
Gab −κTab

)
Xµ

a ,

thus the simultaneous action reads

(5.8) S(S)
RT =

∫
m

p−g
(
Gab −κTab

)
Xµ

a∂aη
µ,

so if one varies the simultaneous action concerning auxiliary field η, it is obtained

δS(S)
RT = 1

κ

∫
m

[p−gηµν
(
Gab −κTab

)
Xµ

a

]
∂bδη

ν

=−1
κ

∫
m

[p−gηµν
(
Gab −κTab

)
∇b Xµ

a

]
δην

(5.9)

where we have done a integration by parts in the second equality, then, taking δS(S)
RT = 0,

one obtains the equations

(5.10)
p−g

(
Gab −κTab

)
∇b Xµ

a = 0

as we saw if these equations are projected along tangent fields then these vanish. How-

ever, if we project them along normal vector the resulting equations are the same to (5.6).

Lastly, one can also use the covariant variation D̃δ to obtain the dynamics equation of

extended object, by taking D̃δ = 0.

D̃δSRT =
∫

m
D̃δ

[p−g
(

1
2κ

R+LM

)]
=− 1

2κ

∫
m

p−g [Gab −κTab]D̃δgab

= 1
κ

∫
m

p−g [Gab −κTab]Kab
iφ

i,

(5.11)

44
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where we have used the variation of inverse metric (3.11) in the last equality of (5.11).

Thus, if one takes into account that the variation of action is zero for any field variation

φi, we have

(5.12) E i = (Gab −κTab)Kab
i = 0,

these equations are of second-order in derivatives of the fields Xµ, with the extrinsic

curvature tensor playing the role of an acceleration. This type of gravity has a built-in

Einstein limit since every solution of Einstein equations, Gab −κTab = 0, is necessarily a

solution of geodetic brane gravity. On the other hand, equations (5.12) are weaker, in the

sense that a more general solution of the form Gab −κTab = τab may exist as long as

(5.13) τabKab
i = 0, and τab 6= 0.

Indeed, it has been suggested in [66] that the geometric structure τab can be interpreted

as a non-ordinary matter contribution, often referred to as "dark matter," as it is distinct

from the standard matter contribution represented by Tab. It is worth noting that in

the absence of matter, akin to classical string theory, the equations of motion (5.12) can

be seen as a generalization of the condition for extremal surfaces. This generalization

manifests through the vanishing of a trace of the extrinsic curvature, where the Einstein

tensor Gab assumes the role of the induced metric.

5.2 Jacobi Equation of RT Model

In the previous section, we have used the three different ways, which we reviewed in

the last chapters, to obtain the equations of motion of the RT model. However, as we

mentioned, each of these methods may be more appropriate than another depending on

the geometric model. This also happens when calculating the Jacobi equations of the

system.

Let us remember that the RT model tries to describe our universe, where one assumes it

is a brane embedded in a larger flat spacetime. Thus, one would like to have equations

that are covariant under the reparametrizations of the brane world volume . Using, for

example, the covariant variation DX to calculate the Jacobi equations of this system

is hugely laborious. Because firstly, one should calculate the second variation of the

action, D2
X SRT = 0, taking into account that the equations of motion are satisfied. The

Jacobi equations J µ (δX )= 0, which are covariant under diffeomorphism, are obtained.
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However, remember that we want equations that are covariant under reparametrization

of m, then, additionally one has to project to J µ (δX )= 0 along normal vector.

On the another hand, if one uses the simultaneous action to obtain the Jacobi equations,

one has to vary concerning embedded functions and also project along of normal fields.

Then, for this particular case, it is more convenient to use a direct approach, by using

the covariant variation D̃δ and taking into account the variation of fundamental forms

as induced metric and curvature extrinsic tensor, see (3.10) and (3.23).

As formally discussed in the section 3.1, for co-dimension higher than one, the application

of the normal deformation operator D̃δ to the equations of motion together with the as-

sumption that the equations of motion E i = 0 are fulfilled, afford the linearized equations,

and we obtain the Jacobi equations that are covariant under reparametrization of world

volume. Hence, we focus on the expressions

(5.14) D̃δ

(
GabKab

i −κTabKabi

)
= 0.

Not all solutions of the equations of motion (5.12) lead to stable configurations of the

extended object. In this sense, the Jacobi equations provide conditions to explore this

issue. Certainly, their solutions, also named Jacobi fields, help us to understand more

deeply how the geometry behaves under deformations of the embedding functions in the

background spacetime. Since we are interested in obtaining a covariant expression for

such equations, a convenient strategy is to directly linearize the equations of motion

(5.12).

To evaluate the variation D̃δ(GabKab
i), we will break it down into several steps for

clarity. Starting with the explicit expression of the world volume Einstein tensor, we find

that it can be written as follows

D̃δ

(
GabKab

i

)
=

(
1
2

RKabi −
1
2

RabK i +2Ga
cKcbi

)
Dδgab +GabD̃δKabi

+Kab
iDδRab −

1
2

K i gabDδRab.
(5.15)

Before proceeding further, let us calculate the variations involving the Ricci tensor. We

can express the Ricci tensor Rab in terms of the extrinsic curvatures using equation

(2.19a). After performing a direct calculation, we obtain the following expression

gabDδRab = 2
(
gabK j −Kab

j

)
D̃δKab

j +RabDδgab,(5.16)

Kab
iDδRab =

(
gabK cd

iKcd j −2Kac
iKb

c j +Kab
iK j

)
D̃δKab

j +RacbdK cd
iDδgab.(5.17)
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Inserting these expressions into (5.15) yield

D̃δ

(
GabKab

i

)
=

(
RacbdK cd

i −RabK i + 1
2

RKabi +2Ga
cKbci

)
Dδgab[

K iKab
j +K jKab

i −Ka
ciKbc

j −Kac jKbc
i

−gab
(
K iK j −K cd

iKcd j

)
+Gabδi j

]
D̃δKab

j,

(5.18)

in turn, this expression suggests to introduce the geometric tensor

(5.19) Gab
i j = K iKab

j +K jKab
i −Ka

ciKbc
j −Kac jKbc

i − gab
(
K iK j −K cd

iKcd j

)
.

Note that it is symmetric in both pairs of indices Gab
i j =Gba

i j =Gab
ji.

An important fact that will be utilized later is that this tensor, which is quadratic in the

extrinsic curvature, is divergence-free with respect to the tangential indices.

(5.20) ∇̃aG
ab

i j = 0

This is not self-evident, and it requires the use of the contracted relations (2.19), as

shown explicitly in Appendix A. Note that for a hypersurface, using the contracted

Gauss-Codazzi equations (2.19), Gabi i j takes the simple form Gab = 2Gab, a fact that

emphasizes its geometrical nature, for codimension higher than one. By inserting (5.18)

into (5.14), and taking into account the definition (5.19), we get[
Gab

i j +
(
Gab −κTab

)
δi j

]
D̃δKab

j −κKabiDδTab

+
(
RacbdK cd

i −RabK i +Ra
cKbci +Ga

cKbci

)
Dδgab = 0

(5.21)

The variations given in (3.11) and (3.27) are reduced due to flat background spacetime

Dδgab =−Kab
iφ

i,(5.22)

D̃δKab
i =−∇̃a∇̃bφ

i +Kac
iK c

b jφ
j.(5.23)

At this stage, we are ready to insert the needed normal deformations of the first and

second fundamental into (5.21) to obtain[
Gab

i j +
(
Gab −κTab

)
δi j

]
∇̃a∇̃bφ

j +
{
2

(
RacbdK cd

i −RabK i +Ra
cKbci

+ Ga
cKbci

)
Kab

l −
[
Gab

i j +
(
Gab −κTab

)
δi j

]
Ka

c jKbcl }φl +κKabiDδTab = 0.
(5.24)

To provide a concise representation of the structure of these equations, which can appear

daunting in both form and content, it is helpful to introduce the tensor

(5.25) Mab
i j :=Gab

i j +
(
Gab −κTab

)
δi j,
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by virtue of this definition, we have the useful identity

Mab
i jKa

c jKcbl =
(
RacbdK cd

i −RabK i +Ra
cKbci +Ga

cKbci

)
Kab

l

−κTa
cKbciKab

l ,
(5.26)

that coincides with the terms appearing on the r.h.s. of (5.24) This identity allows us to

rewrite (5.24) in a compact form as

(5.27) Mab
i j∇̃a∇̃bφ

j +
(
Mab

ilKa
clKbc j +2κTa

cKbciKab
j

)
φ j +κKabiDδTab = 0.

These equations represent the Jacobi equations for geodetic brane gravity, describing

small deformations of the worldvolume in the normal direction. When arbitrary matter

fields confined to the worldvolume are included, the dynamics of the Jacobi fields are

affected by the derivatives of the matter fields. It is important to note that (5.27) are

second-order partial differential equations for the unknown functions φi, a characteristic

feature of brane theories with second-order derivative equations of motion [4]. The

solutions to the Jacobi equations provide insight into the stability of the system through

the nature of the normal modes φi, and appropriate boundary conditions must be

considered. However, in the case where there are no brane matter fields (Tab = 0) and

assuming the equations of motion are satisfied, we obtain a more concise and elegant

expression for the Jacobi equations in a pure RT geometrical model. In this case, we

define a new tensor

(5.28) M ab
i j :=Gab

i j +Gabδi j,

we can write (5.27) in the form

(5.29) M ab
i j∇̃a∇̃bφ

j +Vi jφ
j = 0,

where we identify a geometrical “potential”

(5.30) Vi j :=M ab
ilKa

clKbc j.

The resemblance of (5.29) to a set of Klein-Gordon equations is remarkable. It is worth

noting that the matrix structure (5.30) is symmetric in the normal indices. This arrange-

ment opens the possibility of formulating an auxiliary variational problem. Moreover,

under these conditions, we observe that the "mass matrix" Mab
i j is divergence-free, as

can be deduced from the geometric identity (5.20) and the divergence-free property of

the Einstein tensor.

(5.31) ∇̃aM ab
i j = 0.
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The accessory action can be written then as

(5.32) SRT[φ]=−1
2

∫
m

p−g
[
M ab

i j∇̃aφ
i∇̃bφ

j −Vi jφ
iφ j

]
.

Up to a boundary term, variation with respect to the normal deformations gives the

Jacobi equations in the form (5.29) as its Euler-Lagrange equations. It is interesting

to note that the accessory principle, up to factor of one half, gives the index of the RT

geometric model,

(5.33) IRT[φ]=
∫

m
I (φ,φ) .

As all accessory variational principles, (5.32) is a quadratic expression in the field vari-

ables. This property renders it amenable to quantization using a path integral approach,

enabling the study of the effect of quantum fluctuations [115].

Regarding the hypersurface case, by considering the reductions Gab = 2Gab and M ab =
3Gab, the Jacobi equations (5.29) specialize to

(5.34) Gab (∇a∇bφ+Ka
cKbcφ

)= 0.

This result aligns with the findings in [4], where the RT model is regarded as a specific

instance of Lovelock branes. It is evident that the Jacobi equation (5.34) can be derived

from the extremization of the action functional.

(5.35) S[φ]=−1
2

∫
m

p−g
[
Gab∇aφ∇bφ−GabKa

cKbcφ
2
]

,

When the action is varied with respect to the φ field, it yields the following result. If

we consider a worldvolume in which Gab ∼ gab, meaning it is an Einstein manifold,

the action reduces to that of a massive scalar field, where the variable mass term is

proportional to KabKab. This outcome is equivalent to the linearization of the equation

in the DNG model in a flat background, as demonstrated in [56].

Another interesting case is provided by the inclusion of the DNG action, playing the

role of a cosmological constant Λ, in our development. In such a case, Lm =Λ so that

Tab =Λ gab. The form of the Jacobi equations, (5.29), remains unchanged except that the

matrix Mab
i j now becomes

(5.36) Mab
i j =Gab

i j +
(
Gab −κΛgab

)
δi j.

Notice that we still have at hand the divergenceless property ∇̃aM
ab

i j = 0.
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5.2.1 Linear stability of Schwarzschild geometry in M 6

To illustrate the formalism developed earlier, we consider the case of a Schwarzschild

geometry for the worldvolume embedded in a 6-dimensional Minkowski spacetime, M 6,

without any brane matter fields. It is worth noting that embedding a Schwarzschild

black hole in a flat background requires at least a co-dimension of two. It is important

to mention that a Schwarzschild solution in general relativity automatically satisfies

the equations of motion (5.12). We utilize the Jacobi equations to analyze its linear

local stability. For the specific case with Gab = Rab = Tab = 0, the Jacobi equations (5.29)

simplify to the following form

(5.37) Gabi j
(
∇̃a∇̃bφ j +Kac jK c

blφ
l
)
= 0

Among the different embeddings for a 4-dim Schwarzschild geometry, see e.g. [87], we

choose to consider the Fronsdal embedding [46] given by

X1 = 2R

√
1− R

r
sinh

(
t

2R

)
,

X2 = 2R

√
1− R

r
cosh

(
t

2R

)
,

X3 =
∫ √

R
r
+

(
R
r

)2
+

(
R
r

)3
dr,

X4 = rsinθsinφ,

X5 = rsinθ cosφ,

X6 = r cosθ,

(5.38)

The coordinates {t, r,θ,φ} represent the local brane coordinates, and R corresponds to

the event horizon. It is important to verify that the embedding functions satisfy the

correct conditions. To do so, one can calculate the components of the induced metric using

(2.7) and confirm that they match the Schwarzschild metric in spherical coordinates

[100]. Similarly, by employing (2.8), we can determine the two normal vectors and

subsequently obtain the non-vanishing components of the extrinsic curvature tensor for

this parametrization (5.38). Specifically, we find that the components of two extrinsic

curvature are

Kab
1 = diag

(
0,ba′−ab′,−rb,−rbsin2θ

)
,

Kab
2 = diag

(
− γ2

2Ra
,

2aR2

r3 −Rr2 ,−aR2

r
,− aR2

rsin2θ

)
,

(5.39)
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where we have introduced

a =
√

r3

r3 + r2R+ rR2 +R3 ,

b =
√

R(r2 + rR+R2)
r3 + r2R+ rR2 +R3 ,

γ=
√

1− R
r

.

(5.40)

By considering the ansatz Φ= e−iωtYlm(θ,φ)ρ(r), where the normal deformation field is

Φ= (φ1,φ2), and ρ is also be considered as a vector field, ρ = (ρ1,ρ2), the Jacobi equations

(5.29) are separable, and can be written as a matrix arrangement of radial equations in

the form

(5.41) Aρ′′+Bρ′+ (C−ω2D)ρ = 0,

where ρ′ = dρ/dr. Here, A, B, C, and D are 2×2 matrices that depend on the radial

coordinate r. Their explicit components are given in Appendix B. It is worth mentioning

that the matrix C is the only one that contains the angular momentum information

through l. Multiplying equation (5.41) by D−1, and introducing the tortoise-like radial

coordinate r∗ =
∫

(dr/ fg) with fg = br2γ2/
p

3 aR2, and considering ρ =Mχ, where M is a

matrix defined in such a way that the term proportional to dχ/dr∗ vanishes, for more

detail on calculus review Appendix A. Then, the system of equations (5.41) acquires a

form familiar in black hole theory stability analysis

(5.42)
d2χ

dr2∗
+ω2χ−Vχ= 0,

where, as in (5.41), χ must be understood as a vector. The matrix potential V is explicitly

expressed in terms of matrices B,C, and, D in Appendix A. The system of equations

(5.42) describes a system of coupled harmonic oscillators with quasi-normal frequencies

ω=ωR + iωI . By examining this frequencies ω, we can investigate the stability of this

configuration.

Regarding the asymptotic behavior of the fields, at spatial infinity for non zero an-

gular momentum, l 6= 0, the diagonal components of the potential matrix V diverge.

Therefore, it can be assumed that the field χ tends to zero as r approaches infinity. On

the other hand, at the event horizon R, the matrix potential V vanishes. As a result, the

solution to the equation takes the form χ∼ e−iωr∗ + eiωr∗ , where the exponential term
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with a minus sign represents an incoming wave while the one with a plus sign represents

an outgoing wave. However, since nothing can escape from the black hole, the presence

of an outgoing wave is not permissible. Thus, the field χ must have the form χ= e−iωr∗ψ.

By substituting this expression into (5.42), we obtain the following set of equations

(5.43) fg
d
dr

(
fg

dψ
dr

)
−2iω fg

dψ
dr

−Vψ= 0.

We divide this equation by fg, and then multiply it by ψ† so that we get

(5.44) ψ† d
dr

(
fg

dψ
dr

)
−2iωψ† dψ

dr
−ψ†Vgψ= 0,

where Vg =V/ fg. Now, integrating by parts (5.44), and taking into account that ψ(∞)= 0

and fg(R)= 0, we obtain

(5.45)
∫ ∞

R
dr

[
fg

∣∣∣∣dψ
dr

∣∣∣∣2 +2iωψ† dψ
dr

+ψ†Vgψ

]
= 0.

The transpose and conjugate operations applied to the last equation result in

(5.46)
∫ ∞

R
dr

[
fg

∣∣∣∣dψ
dr

∣∣∣∣2 −2iω∗ dψ†

dr
ψ+ψ†V†

gψ

]
= 0.

We proceed to integrate by parts the second term of the previous equation, and then we

take the difference of the result with (5.45). We get

(5.47)
∫ ∞

R
dr

[
(ω−ω∗)ψ†ψ′− i

2
ψ†

(
Vg −V†

g

)
ψ

]
=ω∗ ∣∣ψ(R)

∣∣2 ,

From (5.47) we can solve for ψ†ψ′ and substituting this in the (5.45), we obtain

(5.48)
∫ ∞

R
dr

[
fg

∣∣ψ′∣∣2 + iωR

2ωI
ψ†

(
Vg −V†

g

)
ψ+ 1

2
ψ†

(
Vg +V†

g

)
ψ

]
=−|ω|2 ∣∣ψ(R)

∣∣2
ωI

,

where we assume that ωI 6= 0. If the integral in (5.48) is positive definite, then the

imaginary part of frequency must be negative, that is an indication of having stable

deformations of this black hole geometry. Indeed, since the first term in (5.48) is positive,

it only remains to analyse the nature of the second term

ν := iωR

2ωI
ψ†

(
Vg −V†

g

)
ψ+ 1

2
ψ†

(
Vg +V†

g

)
ψ

=Vg11
∣∣ψ1

∣∣2 +Vg22
∣∣ψ2

∣∣2 − ∣∣∣∣(Vg12 +Vg21
)+ ωR

ωI

(
Vg12 −Vg21

)∣∣∣∣ |ψ1ψ2|

+
(∣∣ψ1

∣∣2 + ∣∣∣∣1
2

(
Vg12 +Vg21

)
ψ2

∣∣∣∣2 + ∣∣Vg12 +Vg21
∣∣ |ψ1ψ2|

−
∣∣∣∣ψ1 − 1

2
(
Vg12 +Vg21

)
ψ2

∣∣∣∣2)+(∣∣ψ1
∣∣2 + ∣∣∣∣ ωR

2ωI

(
Vg12 −Vg21

)
ψ2

∣∣∣∣2
+

∣∣∣∣ωR

ωI

∣∣∣∣ |Vg12 −Vg21||ψ1ψ2|−
∣∣∣∣ψ1 − iωR

2ωI

(
Vg12 −Vg21

)
ψ2

∣∣∣∣2) ,

(5.49)
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where a matrix multiplication has been performed in the second line, and we have used

the triangle inequality. Note that the two terms that appear in the parentheses are

positive definite. Therefore, the sign of ν depends strongly on the values of Vg11 and Vg22.

In this sense, ν could be negative if Vg11 and Vg22 are both negative enough. Indeed, to

illustrate this fact, in Figure 5.1 we show the functions Vg11 and Vg22 for l = 1 and R = 2.

Vg11

Vg22

2 3 4 5 6 7

-0.06

-0.04

-0.02

0.00

0.02

0.04

0.06

0.08

r

V
g

Figure 5.1: Vg11(r) and Vg22(r) for l = 1 and R = 2.
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This observation suggests that for r > 2, there may exist negative values of Vg11 and Vg22,

indicating the potential presence of frequencies with positive imaginary parts associated

with unstable oscillation modes. However, this analysis alone is not conclusive as the

overall positivity of the integral in (5.48) needs to be determined. To further investigate

the frequencies, numerical methods are a suitable strategy. Various numerical techniques

have been employed in similar problems, including continued fraction and series methods

[44, 62, 84, 85], among others. The choice of method depends on the asymptotic behavior

of the potential at spatial infinity and the event horizon.

In our case, the matrix potential V behaves similarly to the potential of a Schwarzschild

black hole in anti-de Sitter spacetime in the respective regions. Thus, we can refer to the

numerical method employed in [62] for guidance, as they performed a similar analysis.

In their work, they used a Taylor expansion of the components of the field χ given by

(5.50) χi = e−iωr∗
∑
n

a(i)
n (ω) (r−R)n ,

by substituting this expansion into (5.42) and performing a Taylor series expansion

around the event horizon, we can obtain a set of algebraic equations. Solving these

equations order by order allows us to determine the coefficients a(i)
n (ω). It is important to

note that these coefficients depend on the initial coefficients a(1)
0 and a(2)

0 . The solutions

can be expressed as

χ1 = a(1)
0 χ(1)

1 +a(2)
0 χ(2)

1 ,

χ2 = a(1)
0 χ(1)

2 +a(2)
0 χ(2)

2 .
(5.51)

The solutions for χ(1)
i are obtained by considering a(1)

0 = 1 and a(2)
0 = 0, while the solutions

for χ(2)
i are obtained by setting a(1)

0 = 0 and a(2)
0 = 1. In order to satisfy the condition that

these functions must be zero at spatial infinity, we require

(5.52) det

∣∣∣∣∣χ(1)
1 χ(2)

1

χ(1)
2 χ(2)

2

∣∣∣∣∣
limr→∞

= 0.

Hence, the oscillation frequencies can be determined by finding the roots of equation

(5.52). The procedure described in (5.52) can be implemented using software such as

MATHEMATICA, as demonstrated in Appendix C, allowing us to compute the lowest

eigenfrequencies for different values of l and R. Specifically, by performing the variable

change r → Rr in (5.42), we obtain the values presented in Table 5.1.
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l RωR RωI
1 ∼ 0 0.83
2 1.01 0.36
3 1.62 0.56
4 2.45 0.75

Table 5.1: Frequencies for different values of l.

The real part ωR corresponds to the oscillation frequency of the deformation, while the

imaginary part ωI is related to its decay or growth. It is worth noting that the imaginary

part of ω is always positive for any value of R. These frequencies correspond to unstable

deformations, as the field Φ behaves as Φ∼ e−iωt, which diverges when t →∞. While a

four-dimensional Schwarzschild black hole is stable in general relativity [96, 109], our

findings indicate the presence of linear instabilities in the embedded Schwarzschild black

hole that satisfies the geodetic brane gravity equation. Similar instabilities have been

observed in the study of higher-dimensional black holes [55].
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6
REGGE-TEITELBOIM MODEL AS A SINGULAR

SECOND-ORDER SYSTEM

In this chapter, we will address the study of the Regge-Teitelboim model as a second-

order singular system. We will heavily rely on the theory presented in Appendix E

. Additionally, several of the variation concepts introduced in the first part of this

thesis will be utilized. Overall, this chapter will provide a more comprehensive of the

Regge-Teitelboim model and its properties. This part of the thesis is based on the paper

Ostrogradsky-Hamilton approach to Geodetic Brane Gravity.

6.1 Ostrogradsky-Hamilton approach to Geodetic
Brane Gravity

In this section, we will revisit the canonical formalism of the RT model, focusing solely on

the geometric aspect of the action. We will do this by utilizing the Ostrogradsky-Hamilton

[83] framework, which is specifically designed for analyzing singular systems, as dis-

cussed in the Appendix E. This approach offers several advantages, including the ability

to fully capture the geometric essence of the RT model in any codimension and to account

for the effects of all geometric terms. To achieve this, we will employ the Hamiltonian

formulation for relativistic extended objects, which was previously developed in [18, 19]

and inspired by the Arnowitt-Deser-Misner (ADM) Hamiltonian formulation of General

Relativity.
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The canonical analysis of the RT model does not involve the reduction by eliminat-

ing a total divergence. The resulting Lagrangian remains linear in the accelerations of

the extended object, allowing it to be a second-order derivative theory. However, according

to the Ostrogradsky approach, the canonical approach requires doubling the number of

phase space variables. Despite this, the advantage of this treatment is that it preserves

the original geometric nature of the model. Moreover, it highlights the important role

played by both the momenta and the Hamiltonian constraints within the canonical

structure.

6.1.1 Geodetic brane gravity without matter term

Geodetic brane gravity, when Lm = 0, is described by RT model defined by

(6.1) SRT[Xµ]= 1
2

∫
m

dp+1x
p−g R.

It should be noted that setting Lm = 0 does not impact the geometric aspects discussed

in this section, which specifically pertain to the curvature contribution. Since we are not

considering any coupling to brane matter fields, we can set α= 1. By performing the first

variation of the action, we can derive the equations of motion. The classical trajectories

of the brane are determined by the N − p compact relations

(6.2) GabK i
ab = 0.

These equations of motion are of second order in derivatives of the field variables Xµ

because of the presence of the extrinsic curvature. Additionally, there are p+1 tangential

vanishing expressions related to the equations of motion, reflecting the reparametrization

invariance of the action (6.1). Indeed, these are given by the divergence-free condition

∇aGab = 0. Another way of expressing the eom is by using the definition of the extrinsic

curvature. In addition, the eom (6.2) can also be written as a set of projected conservation

laws

(6.3) − (∇aP a) ·ni = 0,

where in this case that Lm = 0, the conserved stress tensor Pµ
a, is given by

(6.4) Pµ
a :=−p−g Gab Xµb,

The stress tensor given by (6.4) is part of a class of conserved stress tensors that arise

in second-order derivative geometric models, known as Lovelock branes [30]. With an
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eye towards the Hamiltonian framework, when Σ is viewed as a spacelike manifold

immersed into m (see D), the associated timelike unit normal, ξa, helps to construct the

linear momentum density on Σ with

(6.5) πµ := N−1ξaPµ
a,

In this context, N denotes the lapse function, which appears in the ADM decomposition

for geometric models of extended objects that depend on the extrinsic curvature.

6.2 The ADM Lagrangian for geodetic brane gravity

A modified version of the ADM framework for General Relativity, adapted for branes, is

presented in detail in [18, 19]. When assuming that m is globally hyperbolic, it becomes

possible to foliate it into a collection of spacelike hypersurfaces Σt. This motivates the

decomposition of relevant geometric quantities on the worldvolume into spatial and

temporal derivatives, similar to the ADM formulation of General Relativity.

We describe Σt using an embedding formulation. First, using the embedding yµ = Xµ(t =
const,uA), we split the p+1 worldvolume coordinates xa into an arbitrary time param-

eter t and p coordinates uA with (A,B = 1,2 . . . , p)., for Σt. In this sense, Σt is viewed

as the spacelike extended object Σ at fixed t. Secondly, it can be described also by its

embedding in m itself, xa = X a(uA). Both descriptions are related by composition. In-

deed, in one picture, the tangent vectors to Σt are εµA = Xµ
A = ∂Xµ/∂uA, and then the

induced metric on Σt is hAB = XA · XB. On the other hand, the tangent vectors to Σt

are εa
A = X a

A = ∂X a/∂uA and the induced metric is hAB = gab X a
A X b

B. Notice that

hAB = XA · XB = (Xa · Xb)X a
A X b

B, and we see that εµA = Xµ
aε

a
A, from composition.

Accordingly, the choice of the hypersurface vector basis depends on the particular descrip-

tion we are interested in. For the first description we have {εµA,nµ i,ξµ}, whereas for the

second one we have {εa
A,ξa}, where the appearance of the unit timelike vector accounts

for the causal structure on Σt. Note that ξµ is defined implicitly by εA ·ξ = 0, ni ·ξ = 0

and ξ ·ξ=−1, and in the second description we have a single unit timelike normal vector,

ξa, defined implicitly by gabε
a

Aξ
b = 0 and gabξ

aξb =−1, up to a sign. Furthermore, note

that gabε
a

Aξ
b = (Xa · Xb)εa

Aξ
b = εA · (ξbeb)= 0 so that ξµ = ξaXµ

a. In both descriptions,

hAB and h denotes the inverse metric and the determinant of hAB, respectively. We also

define DA as the torsion-less covariant derivative compatible with hAB, see Appendix D.
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It is advantageous to define the following projections of the extrinsic curvature of m:,

Li
AB = εa

Aε
b

BK i
ab =−ni ·DAεB,(6.6)

LA
i = εa

Aη
bK i

ab =−ni ·DAξ,(6.7)

in addition to

(6.8) kAB =−gabξ
aDAε

b
B = kBA,

that is the Σt extrinsic curvature associated with the embedding of Σt in m given by

xa = χa(uA). In a similar manner, in this geometrical framework the velocity vector,

Ẋ a = ∂tXµ, is tangent to the world volume m. In terms of the basis {εa
A,ξa} the velocity

can be written as

(6.9) Ẋ a = N ξa +N Aεa
A,

where, using familiar ADM terminology, N and N A are the lapse and the shift vector,

respectively. Since the lapse and the shift vector are expressed in terms of the derivatives

of Xµ, i.e. N = −gab Ẋ aξb and N A = gabhAB Ẋ aεb
B, neither N nor N A is a canonical

field variable. Indeed, contrary to what happens in the ADM treatment for the general

relativity, in the treatment adopted for extended objects both the lapse function and the

shift vector are functions of the phase space, and not Lagrange multipliers.

When examining the progression of Σt, it is advantageous to initially select the co-

ordinate basis {εa
A, Ẋ a}. Consequently, the projections of the worldvolume metric gab

onto this basis promptly yield its ADM form. Therefore, we obtain

(6.10)

g00 = gab Ẋ a Ẋ b =−N2 +N ANBhAB,

g0A = gab Ẋ aεb
A = NBhAB,

gAB = gabε
a

Aε
b

B = hAB.

In matrix form, the induced metric and its inverse are given by

(6.11) (gab)=
(
−N2 +N ANBhAB N AhAB

NBhAB hAB

)
,

and

(6.12) (gab)= 1
N2

(
−1 N A

N A N2hAB −N ANB

)
,
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respectively. The metric determinant is given by g =−N2h. Applying a similar approach,

we can decompose the extrinsic curvature as follows

(6.13)

K i
00 = K i

ab Ẋ a Ẋ b =−ni · Ẍ ,

K i
0A = K i

ab Ẋ aεb
A =−ni ·DA Ẋ ,

K i
AB = K i

abε
a

Aε
b

B =−ni ·DADB X = Li
AB.

In matrix form we have

(6.14) K i
ab =−

(
ni · Ẍ ni ·DA Ẋ

ni ·DA Ẋ −Li
AB

)
.

The mean extrinsic curvature, K i = gabK i
ab, using (6.12) and (6.14), is given by

(6.15) K i = 1
N2

[
(ni · Ẍ )−2N A(ni ·DA Ẋ )+ (N2hAB −N ANB)Li

AB

]
.

The first term in the expression shows the linear dependence between K i and the

accelerations of the extended object. It is worth mentioning that when considering pure

normal evolution with N A = 0, the previous expression simplifies to

(6.16) N2K i = ni · Ẍ +N2Li,

where Li := hABLi
AB = −ni ·DADA X , that emphasizes the linear dependance on the

acceleration.

By taking into account the contracted integrability conditions related to the Gauss-

Weingarten equations (D.1), we can represent the worldvolume Ricci scalar as the

combination of a first-order function and a divergence term.

(6.17) R = R+kABkAB −k2 +2∇a(kξa −ξb∇bξ
a),

In the expression above, k = hABkAB and R represents the Ricci scalar defined on Σ. The

inclusion of the final term, which is a total divergence, should not come as a surprise.

In General Relativity, this term is commonly known as the Gibbons-Hawking-York

boundary term [51, 113, 114]. It can either be subtracted from the outset, or kept as in

the proof of the positivity of energy theorems by Schoen and Yau [98, 99]. Alternatively, by

employing the integrability conditions associated with the Gauss-Weingarten equations

(2.11a,2.11b), the induced scalar curvature can be expressed as a single second-order

function when the boundary term is kept.

(6.18) R = 2L iK i −GABCDΠµνDADB XµDCDD Xν−2hABδi jD̃Ani · D̃Bn j.
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The first term in equation (6.15) conceals the linear dependence on the acceleration

through K i. In this context, D̃A represents the covariant derivative associated with the

connection σA
i j := εa

Aω
i j
a , which accounts for the rotational freedom of the normal vector

fields (refer to Appendix D). The geometric object involved is

(6.19) GABCD := hABhCD − 1
2

(hAChBD +hADhBC),

is a Wheeler-DeWitt like metric associated to hAB. It is important to note that the

normals, nµ,i = nµ,i(Xα, Ẋα), depend on the functions Xα and their derivatives. This

function dependence should be taken into account. It is evident that the canonical for-

mulation, which is based on the expression (6.17) and typically neglects the divergence

term, assumes a boundary-free brane, resulting in a different starting point compared to

the expression (6.18) that includes the divergence term.

Given our focus on providing an original portrayal of the RT model while honoring

its second-order nature, we proceed with the ADM decomposition of each term in the

action (6.1) in the following manner

(6.20) SRT[Xµ]=
∫
R

dtLRT(Xµ
A, Ẋµ, Ẋµ

A, Ẍµ),

where we recall that Ẋµ belongs to the configuration space from the Ostrogradsky-

Hamilton viewpoint, and

(6.21) LRT =
∫
Σ

dpuLRT =
∫
Σ

LRT.

For ease of notation, moving forward, the differential dpu will be incorporated whenever

an integration over Σ is carried out. Thus, the Lagrangian density can be expressed as

follows

LRT = 1
2

N
p

h
[
2L iK i −GABCDΠµνDADB XµDCDD Xν −2hABδi jD̃Ani · D̃Bn j

]
.(6.22)

A few remarks are worth noting regarding the structure of this Lagrangian density. In

the first term, the linear acceleration dependence is concealed by the mean extrinsic

curvature, as evident in the first term of (6.15). The second term incorporates both

the superspace metric resembling Wheeler-De Witt and the previously defined normal

projector Πµν = nµ inνi . Lastly, the last term precisely represents a nonlinear sigma model

constructed from nµ,i, exhibiting an O(N − p) symmetry that reflects the rotational in-

variance of the normal vectors nµ i = nµ i(Xα, Ẋα), subject to the constraint ni ·n j = δi j.
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The Lagrangian density (6.22) serves as our initial reference point for obtaining the

Hamiltonian formulation of GBG.

Regarding the ADM decomposition of the linear momentum density (6.5), using the tan-

gential projector from m onto the hypersurface Σ defined as h
ab = hABεa

Aε
b

B = gab+ξaξb,

we have

(6.23) πµ =−
p

h ξaGab gbc Xµ c =
p

h
[
(ξaGabξ

b)ξµ− (ξaGabε
bB)εµB

]
,

where we have taken into account the relationship
p−g = N

p
h . Additionally, consider-

ing the integrability conditions associated with (2.19), we can express the projections of

the worldvolume Einstein tensor as follows.

ξaGabξ
b = 1

2

(
R−kABkAB +k2

)
,(6.24)

ξaGabε
bB =DA(kAB −hABk)=−(LAB

i −hABL i)LA
i,(6.25)

εa
AGabε

b
B = K iLi

AB −Li
ACLC

B i +Li
ALB i − 1

2
R hAB,(6.26)

where we recall that R denotes the Ricci scalar of the hypersurface Σt.

6.3 Ostrogradsky-Hamilton approach

In accordance with the Ostrogradsky-Hamilton formulation, which was discussed in the

initial section of this chapter, we have a phase space of dimension 4N that is spanned

by two pairs of conjugate variables. {Xµ, pµ; Ẋµ,Pµ} where the momenta pµ and Pµ,

conjugate to Xµ and Ẋµ respectively, are defined in terms of the Σ basis as

Pµ = δLRT

δẌµ
=

p
h

N
Linµ i,(6.27)

pµ = δLRT

δẊµ
−∂tPµ =πµ+∂A

(
N APµ+

p
h hABLB

i nµ i

)
,(6.28)

Here, we consider πµ as defined in (6.5). It is important to note that the momenta Pµ

and pµ have a spatial weight of one due to the presence of the factor
p

h . Additionally,

when integrating over a closed spatial geometry, the difference between the momenta pµ
and πµ arises from a boundary term. In this regard, while the momenta Pµ are explicitly

normal to the worldvolume, the momenta pµ are tangential to the worldvolume, with the

exception of a spatial divergence. To maintain a broad scope in our analysis, we will not

impose restrictions on closed geometry and will allow for arbitrary boundary conditions.
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In this extended phase space, the appropriate Legendre transformation is given by

H c := p · Ẋ +P · Ẍ −LRT, and it provides the canonical Hamiltonian density of weight one

H c = p · Ẋ +2N A(P ·DA Ẋ )+ (N2hAB −N ANB)(P ·DADB X )+N
p

h hABδi jD̃Ani · D̃Bn j

+1
2

N
p

h GABCDΠµνDADB XµDCDD Xν,

(6.29)

so that the canonical Hamiltonian reads

(6.30) Hc[Xµ, pµ; Ẋµ,Pµ]=
∫
Σ

H c(Xµ, pµ, Ẋµ,Pµ).

It is important to note that the canonical Hamiltonian exhibits a linear dependence

on the momenta pµ and Pµ. In classical dynamics, the physical momenta pµ can take

both positive and negative values in phase space, resulting in an unbounded canonical

Hamiltonian from below. This implies that the well-known Ostrogradsky instabilities

may be present in the dynamics of the theory, as discussed in previous works (e.g., [112]).

Furthermore, it is worth mentioning the absence of a quadratic term P2, which would

indicate a genuine second-order derivative brane model [1, 19, 80]. Additionally, the

canonical Hamiltonian H c exhibits a highly nonlinear dependence on the configuration

variables Xµ and Ẋµ, including the lapse and shift functions as well as the last two

terms in (6.29).

The presence of local symmetries is reflected in the existence of constraints on the

phase space variables. In principle, we can determine these constraints by computing

the null eigenvectors of the Hessian matrix. However, in this case, the Hessian matrix

vanishes identically, indicating the presence of additional constraints.

(6.31) Hµν = δ2LRT

δẌµδẌν
= 0.

This characteristic is a distinguishing feature of theories that are affine in acceleration

[1, 29]. The fact that the rank of the Hessian matrix is zero indicates that the phase

space is fully constrained, meaning that we have N primary constraints. It is evident

that we cannot express any of the accelerations Ẍµ in terms of the phase space variables.

Thus, the definition of the momenta Pµ (6.27) itself gives rise to a set of N primary

constraint densities.

(6.32) Cµ := Pµ−
p

h
N

Linµ i = 0.
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A more manageable approach to the computations with these constraints, without

affecting their content, is to exploit the intrinsic geometric nature of the system. Indeed,

using the tangential projector from M onto the hypersurface Σ, h
µν = hABεµAε

ν
B =

ηµν+ξµξν−nµ inν i, written in terms of the hypersurface Σ basis {Ẋµ,εµA,nµ i} we can

rewrite them as Cµ = ξµνC
ν =C1 Ẋµ+CA εµ

A +C i nµ i = 0, where we have ξµ = Xµ
aξ

a =
(Ẋµ−N AεµA)/N. This linear combination helps to identify a set of equivalent primary

constraints densities

C1 := P · Ẋ = 0,(6.33)

CA := P ·∂A X = 0,(6.34)

C i := P ·ni −
p

h
N

L i = 0.(6.35)

We will see below that these constraints do generate the expected local gauge transfor-

mations.

It is convenient to turn these constraints densities into functions in the phase space Γ.

To do this, we smear out the constraints (6.33), (6.34) and (6.35) by test fields λ, λA and

φi defined on Σt, and then we integrate them over the entire spatial hypersurface Σ with

Sλ :=
∫
Σ
λP · Ẋ ,(6.36)

V~λ :=
∫
Σ
λAP ·∂A X ,(6.37)

W~φ :=
∫
Σ
φi

[
P ·ni +

p
h

N
L i

]
.(6.38)

Following the Dirac-Bergmann procedure for constrained systems, the dynamics in the

phase space Γ is governed by the total Hamiltonian, which can be expressed as

(6.39) H[Xµ, pµ; Ẋµ,Pµ]= H0 +Sλ+V~λ+W~φ.

The time evolution of any phase space function F is given by

(6.40) ∂tF = Ḟ ≈ {F,H},

where we have used the Ostrogradsky-Poisson bracket [PB] appropriate for second-order

derivative theories

(6.41) {F,G}=
∫
Σ

[
δF
δX

· δG
δp

+ δF
δẊ

· δG
δP

− (F ←→G)
]

,

65



CHAPTER 6. REGGE-TEITELBOIM MODEL AS A SINGULAR SECOND-ORDER
SYSTEM

with F,G ∈ Γ. By utilizing (6.40), we can effectively calculate the time evolution of

any constraint function. However, it is important to note that the primary constraint

functions (6.36-6.38), under the Poisson bracket (PB) structure, exhibit involution with

each other. Thus, we have

(6.42)

{Sλ,Sλ′}= 0, {V~λ,V~λ′}= 0,

{Sλ,V~λ}= V~λ′ , λ
′A =λλA, {V~λ,W~φ}= 0,

{Sλ,W~φ}=W~φ ′ , φ
′ i =λφi, {W~φ,W~φ ′ }= 0,

here, we have employed the variational derivative of the primary constraints as given in

F. To ensure consistency of the primary constraints according to the Dirac-Bergmann

procedure, we demand that their time evolution becomes zero. Following this process, we

obtain the densities of the secondary constraints as

C1 :=H0 = 0,(6.43)

CA := p ·∂A X +P ·∂A Ẋ = 0,(6.44)

Ci := p ·ni −ni ·∂A

(
N AP +

p
h hABLB

j n j

)
= 0.(6.45)

It is worth mentioning that these constraints can also be obtained by projecting the

momenta pµ given by (6.28), along the Σt basis {Ẋµ,εµA,nµ i}.

As above, we turn the local secondary constraints into secondary constraint functions in

the phase space Γ by smearing them by the test fields Λ, ΛA and Φi, defined on Σt, and

integrating over Σ,

SΛ :=
∫
Σ
ΛH0,(6.46)

V~Λ :=
∫
Σ
ΛA (

p ·∂A X +P ·∂A Ẋ
)
,(6.47)

W~Φ :=
∫
Σ
Φi

[
p ·ni −ni ·∂A

(
N AP +

p
h hABLB

j n j

)]
.(6.48)

We would like to make the following observations. The constraints (6.33) and (6.34) are

characteristic of second-order derivative brane models and solely involve the momenta

Pµ. From a geometric perspective, these constraints can be interpreted as a consequence

of the orthonormality of the worldvolume basis.

In contrast, the constraints (6.43) and (6.44) involve all the phase space variables. The

constraint (6.43) indicates the vanishing of the canonical Hamiltonian, which is expected

due to the invariance under worldvolume reparametrization in the theory. It generates
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diffeomorphisms from Σ onto the worldvolume. On the other hand, the constraint (6.44)

generates diffeomorphisms tangential to Σ. This can be verified by examining the PB

with the phase space variables, as we will see shortly. These two constraints should be

familiar to readers acquainted with the ADM formulation of General Relativity [110].

Regarding the remaining constraints (6.35) and (6.45), the first constraint represents a

way to express the trace of the spatial-spatial projection of the extrinsic curvature, Li,

in terms of the phase space variables. The second constraint reflects the orthogonality

between the physical momenta πµ and the normal vectors to the worldvolume. In other

words, the constraints (6.35) and (6.45) are characteristic of brane models that are linear

in accelerations.

6.3.1 Hamilton’s equations

Here we obtain the field equations in the Hamiltonian formulation. This computation is

helpful in order to fix some Lagrange multipliers that appear as test functions in the

definition of the constraints as functions in phase space in terms of the phase space

variables. In addition it provides a check, as it reproduces the form of the momenta

Pµ, pµ given by (6.27) and (6.28), respectively.

By considering the functional derivatives in appendix F as well as the Hamiltonian

(6.39) we have first that

(6.49) ∂tXµ = {Xµ,H}= δH0

δpµ
= Ẋµ .

This result is obvious since the only dependence on pµ is through the term p· Ẋ appearing

in Hc. Secondly, we compute

∂t Ẋµ = {Ẋµ,H}= δH0

δPµ
+ δSλ

δPµ
+ δV~λ
δPµ

+
δW~φ

δPµ
,

= 2N ADA Ẋµ+ (N2hAB −N ANB)DADB Xµ+λẊµ+λAεµA +φinµ i.

(6.50)

Upon contracting (6.50) with the momenta Pµ and taking into account the identity (6.15),

as well as the primary constraint densities (6.33), (6.34), and (6.35), we can establish the

following identification

(6.51) φi = N2K i.
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To determine the remaining Lagrange multipliers, it is helpful to recall a significant

identity that relates the acceleration in terms of the Σt basis [19],

Ẍµ =(ṄA +NDAN −NBDANB)εµA + (Ṅ +N ADAN +N ANBkAB)ξµ

+ (ni · Ẍ )nµ i.
(6.52)

As before, by considering (6.52) and the primary constraints, when contracting (6.50)

with ξ and εA yields

λ=DAN A − N2
p

h
ξa∇a

(p
h

N

)
= 1

N

(
Ṅ −N ADAN −N2k

)
,(6.53)

λA = NDAN −N ADBNB + N2
p

h
ξa∇a

(p
h N A

N

)
,(6.54)

where we have used the time derivative of the spatial metric, ḣAB = 2NkAB +2D(ANB)

and its determinant, ∂t(
p

h ) =p
h (NK +DAN A). It is worthwhile to mention that the

Lagrange multipliers (6.53) and (6.54) are inherent to second-order derivative brane

models [19, 76].

We turn now to compute the time evolution of the momenta Pµ. We obtain the lengthy

expression

∂tPµ = {Pµ,H}=−δH0

δẊµ
− δSλ

δẊµ
−
δW~φ

δẊµ
,

=−pµ−2(P ·DA Ẋ )hABεµB +DA(2N A Pµ)+2NhAB(P ·DADB X )ξµ

+2NB(P ·DADB X )hACεµC + 1
2

p
h GABCDΠαβDADB XαDCDD Xβ ξµ

−
p

h GABCDLi
ABkCD nµ i +

p
h hABδi j

(
D̃Ani · D̃Bn j

)
ξµ

+
[
D̃A

(
2N

p
h hABδi jD̃Bn j

)
·ξ

] 1
N

nµ i −λPµ+φi
p

h
N2 L i ξµ+φi

p
h

N2 k nµ i.(6.55)

By inserting (6.51) and (6.53) into the previous expression we get

pµ =
{
α
p

h
[
L iK i −2L iLi + 1

2
GABCDΠαβDADB XαDCDD Xβ

+ hABδi j

(
D̃Ani · D̃Bn j

)]
ξµ

+
p

h
[
kK i + D̃A

(
2NhABδi jD̃Bn j

)
·
(

1
N
η

)
−GABCDLi

ABkCD

]
nµ i

+ 2
p

h hABL iLA
i εµB − 1

N
(Ṅ −N ADAN −N2k)Pµ+DA(2N APµ)

}
−∂tPµ.(6.56)
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This expression coincides with the definition of pµ (6.28) in a higher derivative theory,

when we identify the term within the curly brackets on the right-hand side as δLRT/δẊµ.

Additionally, this expression demonstrates the linear relationship between the momenta

pµ and the accelerations of the extended object [76]. Thus far, the Hamilton’s equations

successfully reproduce the expressions for the momenta, as well as the expressions for

the velocity and accelerations of the extended object. Finally, the time evolution of the

momenta pµ is given by

(6.57) ∂t pµ = {pµ,H}=−δH0

δXµ
− δSλ

δXµ
− δV~λ
δXµ

−
δW~φ

δXµ
,

the expressions provided above correspond to the field equations of the model (6.2) in

its canonical form. This can be demonstrated through a lengthy yet straightforward

calculation, involving the explicit introduction of the Lagrange multipliers (6.51), (6.53),

and (6.54).

6.4 First- and second-class constraints

To classify the constraint surface, it is necessary to distinguish between the primary

and secondary constraints, categorizing them as either first or second class constraints.

To initiate this process, we reassign labels to the constraint functions in the following

manner.

(6.58) ϕI := {W~φ,Sλ,V~λ,SΛ,V~Λ,W~Φ}, I = 1,2, . . . ,6.,

where we have chosen a convenient order for them. Then, we turn to construct the

antisymmetric matrix composed of the PB of all the constraint functions, W ′
IJ := {ϕI ,ϕJ}.

Explicitly, the matrix W ′
IJ reads, weakly on the constraint surface,

(6.59) (W ′
IJ)≈



0 0 0 0 0 C

0 0 0 0 0 A

0 0 0 0 0 B

0 0 0 0 0 D

0 0 0 0 0 E

−C −A −B −D −E F


,

where the nonvanishing entries A ,B,C ,D,E and F are defined in appendix G. The

rank of this matrix is 2, thus pointing out the existence of two second-class constraint
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functions. To select these it is necessary to determine first the 4 zero modes ωI
(u) with

z = 1,2,3,4, so that W ′
IJω

J
(u) = 0. These can be taken as follows

(6.60) ωI
(1) =



−A /C

1

0

0

0

0


, ωI

(2) =



−B/C

0

1

0

0

0


, ωI

(3) =



−D/C

0

0

1

0

0


, ωI

(4) =



−E /C

0

0

0

1

0


.

With these the functions γu :=ωI
(u)ϕI are first-class constraints,

(6.61)
γ1 =Sλ− A

C
Wφ, γ2 = V~λ− B

C
Wφ,

γ3 = SΛ− D
C

Wφ, γ4 =V~Λ− E
C

Wφ.

To identify the second-class constraints formally, we can follow these steps. By selecting a

set of linearly independent vectors, denoted as ωI
(u′) with u′ = 5,6, which are independent

of the vectors ωI
(u), and satisfying the condition det(ωI

(I ′)) 6= 0 with I ′ = (u,u′), we can

define the functions χu′ :=ωI
(u′)ϕI as second-class constraints [52]. This can be achieved

by choosing

(6.62) ωI
(5) =



1

0

0

0

0

0


, and ωI

(6) =



0

0

0

0

0

1


,

we observe that the previously mentioned conditions are satisfied. Then,

χ5 = W~φ,(6.63)

χ6 = W~Φ,(6.64)

are second-class constraints.

The constraints γu and χu′ establish an equivalent representation of the constrained

phase space. Within this new framework, we can introduce the matrix elements Cu′v′ :=
χu′ ,χv′ with u′,v′ = 5,6, and its inverse matrix components (C−1)u′v′ , which are deter-

mined by

(6.65) (Cu′v′)=
(

0 C

−C F

)
, and

(
(C−1)u′v′

)
= 1

C 2

(
F −C

C 0

)
,
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respectively. In accordance with the theory of constrained systems, the matrix (C−1)u′v′

provides a means to introduce the Dirac bracket using the standard approach.

(6.66) {F,G}D := {F,G}− {F,χu′}(C−1)u′v′{χv′ ,G}.

After formally identifying the second-class constraints, we can impose them strongly to

zero, thereby reducing them to identities that express certain phase space variables in

terms of others. Consequently, the first-class constraints (6.61) are simplified to

(6.67)
γ1 =Sλ, γ3 = SΛ,

γ2 = V~λ, γ4 =V~Λ,

As anticipated, the first-class constraint functions γ2 and γ4 each consist of p primary

constraints and p secondary constraints, respectively. Likewise, the second-class con-

straint functions χ5 and χ6 incorporate (N−p) primary constraints and (N−p) secondary

constraints, respectively. This implies that the count of physical degrees of freedom (dof)

is as follows: 2 dof = (total number of canonical variables) - 2 (number of first-class con-

straints) - (number of second-class constraints). Hence, dof = N − p = i. Therefore, there

exist i degrees of freedom, with one corresponding to each normal vector of the worldvol-

ume. This count aligns with the number of physical transverse motions σi := ni ·δX that

characterize first-order derivative brane models, as expected.

With support with the gauge transformations that generate the first-class constraints, it

is convenient to name Sλ the shift constraint while V~λ will be referred to as the primary
vector constraint. In the same spirit, SΛ and V~Λ may be thought of as being the scalar
and secondary vector constraint, respectively, in comparison to the ones appearing in a

canonical analysis of the Dirac-Nambu-Goto model.
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6.4.1 Algebra of constraints

Under the Dirac bracket, the algebra spanned by the first-class constraints is

{Sλ,Sλ′}D = 0,(6.68a)

{Sλ,V~λ}D = V~λ1
,(6.68b)

{Sλ,SΛ}D =−Sλ1 −SΛ1 ,(6.68c)

{Sλ,V~Λ}D =−SL~Λλ
,(6.68d)

{V~λ,V~λ ′ }D = 0,(6.68e)

{V~λ,SΛ}D =SL~λ
Λ−V~λ2

−V~Λ1
,(6.68f)

{V~λ,V~Λ}D = V[~λ,~Λ],(6.68g)

{SΛ,SΛ′}D =Sλ2 ,(6.68h)

{SΛ,V~Λ}D =−SL~ΛΛ
+V~λ3

,(6.68i)

{V~Λ,V~Λ ′ }D =V[~Λ,~Λ ′ ].(6.68j)

where we have introduced

(6.69)

λA
1 =λλA, λA

2 = 2ΛNBDBλ
A,

λ1 = 2ΛL~Nλ, λ2 = (N2hAB −N ANB)(ΛDADBΛ
′−Λ′DADBΛ),

ΛA
1 =ΛλA, λA

3 =Λ(N2hAB −N ANB)(DADBΛ
C +RADB

CΛD),

Λ1 =λΛ.

This algebra is equivalent to the algebra under under the PB, once we apply the property

{F,γu}≈ {F,γu}D , for any phase space function F.

The geometric interpretation of this algebra can be illustrated as follows. Starting with

(6.68h), we observe that different orderings of the scalar constraints only differ by

a shift transformation, indicating that the time evolution with the scalar constraint

is unique up to a rescaling. From (6.68i), we note that the Poisson bracket (PB) of a

vector with a scalar constraint yields a scalar constraint with a test field given by the

Lie derivative of the parameter Λ along the vector field ~λ, accompanied by tangential

deformations provided by the primary vector constraint. Relation (6.68j) demonstrates

that the secondary vector constraints form their own proper subalgebra, exhibiting

invariance under reparametrizations of the theory. As for (6.68a) and (6.68e), they show

that shift and primary vector transformations each form their own sub-algebra, with both

sub-algebras being Abelian. Expression (6.68b) depicts how the primary vector constraint

changes under the shift transformation, revealing that although the vector constraint
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is preserved, the test field is modified. Relationships (6.68c) and (6.68d) demonstrate

how the shift transformations change under the scalar and vector constraints. At this

point, it becomes evident that the scalar and vector constraints serve as generators of

diffeomorphisms, both tangential and orthogonal, to Σt. Similarly, (6.68f) and (6.68g)

determine how the primary vector constraint changes under the scalar and vector

constraints. It is important to note that despite the constraint algebra being closed under

the Dirac bracket, it is an open algebra since several of the test fields (6.69) depend on

some of the phase space variables. Furthermore, this constraint algebra differs from

those encountered in usual gauge theories. This fact poses a challenge for the standard

canonical quantization of GBG within the framework considered.

6.4.2 Infinitesimal canonical transformations

In order to further illustrate the role of the constraints in the theory, in this subsection

we consider infinitesimal canonical transformations.

It is worth remembering that, for any classical observable F ∈Γ, the Hamiltonian vector

field

(6.70) XF :=
∫
Σ

(
δF
δp

· δ

δX
+ δF
δP

· δ

δẊ
− δF
δX

· δ
δp

− δF
δẊ

· δ
δP

)
,

generates a one-parameter family of canonical transformations G −→G+δFG, where

δFG := ε{G,F}, with ε being an infinitesimal dimensionless quantity. The Hamiltonian

vector fields associated with the first-class constraints (6.67) induce the infinitesimal

canonical transformations

(6.71)

Xγ1 −→



δSλ
Xµ = 0,

δSλ
Ẋµ = ε1λẊµ,

δSλ
pµ = 0,

δSλ
Pµ =−ε1λPµ,

Xγ3 −→



δSΛXµ = ε3ΛẊµ,

δSΛ Ẋµ = ε3
δSΛ
δPµ

,

δSΛ pµ =−ε3
δSΛ
δXµ ,

δSΛPµ =−ε3
δSΛ
δẊµ ,

Xγ2 −→



δV~λ
Xµ = 0,

δV~λ
Ẋµ = ε2L~λXµ,

δV~λ
pµ = ε2L~λPµ,

δV~λ
Pµ = 0,

Xγ4 −→



δV~ΛXµ = ε4L~ΛXµ,

δV~Λ Ẋµ = ε4L~Λ Ẋµ,

δV~Λ pµ = ε4L~Λpµ,

δV~ΛPµ = ε4L~ΛPµ,

where εu, with u = 1, . . . ,4, denotes arbitrary gauge parameters corresponding to each of

the first-class constraints γu, respectively. For instance,

Ẋµ 7→ Ẋµ+ε1λẊµ, and Pµ 7→ Pµ−ε1λPµ,

73



CHAPTER 6. REGGE-TEITELBOIM MODEL AS A SINGULAR SECOND-ORDER
SYSTEM

are the gauge transformations induced by the gauge function λ. From (6.71) we infer

that the constraint V~Λ generates diffeomorphisms tangential to Σt, while SΛ is the

generator of diffeomorphisms out of Σt onto the worldvolume m. On the other hand, Sλ

is the generator of a momentum reflection in the sub-sector of Γ given by {Ẋµ;Pµ} that

is, the sector associated to the second-order derivative dependence; from another view

point, this constraint generates shift transformations only in the velocity sector of the

phase space. Finally, the constraint V~λ only acts on the sub-sector {Ẋµ; pµ} by generating

displacements in the orthogonal complement of this sub-sector, that is, in the sub-sector

{Xµ;Pµ}.
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7
DISCUSSION AND CONCLUSIONS

In the first part of this work, our main objective was to develop covariant variational

tools that are valuable for studying the dynamics of extended objects, with a focus

on obtaining covariant equations from a variational principle. For this purpose, we

introduced different covariant variations, each with its own advantages and disadvan-

tages depending on the specific physical system under consideration.

If we approach a physical system from the perspective of an ambient spacetime, the

covariant variation discussed in Section 3.2 is suitable. It allows us to derive covariant

equations that are invariant under the background symmetries. Moreover, the calcula-

tion of the first, second, and third variations of the action is relatively straightforward.

It is important to note that dealing with a curved ambient spacetime does not pose a

significant challenge within this approach.

However, the resulting equations obtained using this covariant variation contain non-

dynamic parts. To eliminate these non-dynamic components, it is necessary to project

the equations along the normal fields. In contrast, the covariant variation presented in

Section 3.1 provides equations that are covariant under full dynamical reparametriza-

tions of the extended object’s world volume. However, calculating subsequent variations

of the action using this approach can be significantly more complex and time-consuming,

particularly when considering a curved background spacetime.
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In addition to the above variations, we introduced a simultaneous covariant action

for extended objects. This action, yields both the equations of motion and the Jacobi

equations. The simultaneous action offers a convenient alternative approach for stability

studies, providing a direct path to the second variation of the geometric model. Further-

more, the simultaneous action can be extended to incorporate additional brane-living

fields or "pressure terms" that may arise in fundamental branes. Although these addi-

tions may affect the simplicity and elegance of the covariant simultaneous principle, they

prove beneficial in applications where external forces play a significant role.

In the second part of this thesis, our focus was specifically on the Regge-Teitelboim

geometric model, utilizing the variational tools discussed earlier. Through these tools,

we derived dynamic equations as well as Jacobi equations, with the latter serving as a

crucial tool for studying the stability of specific solutions to the equations of motion. As

expected, these equations are explicitly covariant under rotations of the normal fields.

Within this geometric framework, conserved geometric structures play a fundamental

role in expressing the Jacobi equations in the form of wave-like equations, allowing for

the extraction of geometric "mass" terms.

Having established the general form of the Jacobi equations, we directed our attention to

a specific solution of the equations of motion, namely a four-dimensional Schwarzschild

geometry embedded in a six-dimensional Minkowski spacetime. By exploiting the sym-

metries of this solution, we derived a set of equations that determine the quasi-normal

modes of the system. Our findings indicate the presence of instability for this configu-

ration in the absence of matter. While an analytical study of the Jacobi equations for

this case provides valuable insights, it is not conclusive. However, numerical analysis

supports the existence of unstable small deformations.

Furthermore, the results presented suggest the potential extension of these findings to

the entire class of Lovelock branes, representing the next step in understanding this

type of geometric model for branes. It is important to note that a crucial assumption,

both in physical and geometric terms, is the embedding of the world volume in a flat

background spacetime. Generalizing this framework to arbitrary background spacetimes

poses challenges, but for maximally symmetric ambient spacetimes such as de Sitter or

anti-de Sitter backgrounds, it appears to be achievable.

Additionally, we have conducted a comprehensive Ostrogradsky-Hamilton canonical
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analysis of this model, wherein a crucial aspect of our investigation involves construct-

ing an ADM Lagrangian density for the model that is linear in the acceleration of the

embedding functions. Typically, this term is disregarded as a boundary contribution.

However, by retaining it, we treat the RT model as a higher derivative theory, despite

its second-order equations of motion. Following the Ostrogradsky-Hamilton canonical

formulation, we introduce an extended phase space with positions and velocities as

configuration canonical variables, along with their corresponding conjugate momenta.

We have derived the canonical Hamiltonian density for the model, which includes terms

linear in the conjugate momenta. This indicates the well-known Ostrogradsky insta-

bility in higher derivative theories, where the Hamiltonian is unbounded from below.

Nonetheless, we remain hopeful that a suitable canonical transformation can be found

to address this issue and obtain a Hamiltonian that is bounded from below. Paul [89] has

suggested a potential strategy, involving the resolution of second-class constraints, but it

seems to be a non-trivial task in the present scenario. Another alternative is to employ

a path integral quantization program tailored to second-order singular systems, which

incorporate second-class constraints in the theory [101]. However, further investigation

is required in this regard. Consistent with the theory’s reparametrization invariance

symmetry, the Hamiltonian is a linear combination of constraints. We have identified the

complete set of constraints and categorized them as first- and second-class constraints.

The presence of second-class constraints is the consequence of including a linear term in

the Lagrangian’s acceleration, but their form is quite manageable. Moreover, we explicitly

demonstrate how the constraints generate the expected gauge transformations, and we

have successfully determined the correct count of physical degrees of freedom. Addition-

ally, we have verified that Hamilton’s equations reproduce the Euler-Lagrange equations

of the theory. It should be noted that the codimension remains arbitrary based on the

expressions obtained for the Lagrangian, Hamiltonian, and constraint densities. Many

of the features observed in the RT model extend to the broader class of theories that are

linear affine in accelerations [29]. In principle, starting from our classical formulation, it

is possible to implement a formal canonical quantization program, which would fulfill

Regge and Teitelboim’s original motivation. Notably, in the context of quantum gravity, a

significant technical advantage lies in the existence of a fixed background, which aids in

formal quantization. The phase space variables would be promoted to operators within a

suitable Hilbert space. Consistent with a theory featuring second-class constraints, the

Dirac brackets would be replaced by commutators for these operators. However, certain

challenges must be addressed, such as finding appropriate gauge fixing conditions to
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obtain a space of physical states and resolving the issue of obtaining a Hamiltonian

that is bounded from below, while avoiding the presence of ghosts and the violation of

unitarity. Ideally, deriving a Hamiltonian constraint quadratic in the momenta pµ would

be desirable. Furthermore, another complication arises from the fact that the constraint

algebra obtained is not a genuine Lie algebra and deviates from the typical algebra

encountered in gauge theories. All of these considerations would also arise in a path

integral or BRST quantization of the model. Despite being aware of the forthcoming

difficulties, we believe that our Ostrogradsky-Hamilton treatment of geodetic brane

gravity serves as a reliable foundation for further investigation.

Several ongoing projects in which we are actively involved have emerged from this

thesis. One such project focuses on the extension of the simultaneous action to high

derivative systems. This extension is particularly valuable due to its elegant formulation

and ease of implementation, making it conducive to studying more intricate systems.

Within the context of the Regge-Teitelboim model, we are currently engaged in a project

aimed at deriving its Jacobi equations, which are geodesic deviation equations applicable

to arbitrary ambient spacetimes. This endeavor holds great potential in physical models

involving higher dimensions. Furthermore, we have been investigating the boundary

terms associated with the aforementioned model, as they play a crucial role in deter-

mining appropriate conditions. In general relativity, for instance, the inclusion of the

Gibbons-Hawking-York term is necessary when considering boundaries. However, in the

geodetic brane gravity framework, it is not guaranteed that the boundary term follows

the same structure, given the distinct nature of the degrees of freedom involved.

On a the other hand, using the Jacobi equation derived for the Regge-Teitelboim model,

we are interested in exploring the stability of other significant solutions, such as asymp-

totically de Sitter black holes and Kerr black holes. Our objective is to compile a catalog

of classically linearly stable and unstable solutions. Lastly, we are considering the quan-

tization of the deformation modes of the Schwarzschild black hole. Although we have

shown that these modes are characteristic of unstable deformations, it remains uncer-

tain whether we can surpass these instabilities at the quantum level, as is the case in

electromagnetism.
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A
PROOF FOR THE CONSERVATION LAW (5.20).

The tensor Gab
i j is divergenceless. To prove this we define the tensorial matrices

(A.1) Gab
i j := 2Rab

i j − gabR
i j,

where

(A.2) Rab
i j := K (iKab

j) −Ka
c(iKbc

j), and Ri j := K iK j −K cd iKcd
j.

The divergence of (A.1) is

∇̃aG
i j
ab = 2∇̃aR

i j
ab − gab∇̃aRi j.

On the one hand, we have for the first term

∇̃aRab
i j = (∇̃aK (i)Kab

j) + (∇̃aKab
(i)K j) − (∇̃aKa

c (i)Kbc
j) −Ka

c (i ∇̃aK j)
bc

= (∇̃aK (i)Kab
j) + (∇̃bK (i)K j) − (∇̃cK ( i)K j)

bc −Ka
c (i ∇̃aK j)

bc

= (∇̃bK (i)K j) −Ka
c (i ∇̃aK j)

bc,

(A.3)

where we have used (2.19b) to obtain the second line. Now, for the second term

∇̃bR
i j = 2

[
(∇̃bK (i)K j) −Ka

c (i ∇̃aK j)
bc

]
.(A.4)

The difference between twice (A.3) and (A.4) reads

(A.5) 2∇̃aRab
i j − gab∇̃aRi j = ∇̃aGab

i j = 0.
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B
EXPLICIT FORM OF TRANSFORMATION MATRIX M AND

EFFECTIVE POTENTIAL V.

The matrices appearing in (5.41) are

A=
(
a11 a12

a12 −a11

)
, B=

(
b11 b12

b12 −b11

)
, C=

(
c11 c12

c12 −c11 − 6R2

r6

)
, D=

(
d11 d12

d12 −d11

)
.(B.1)

Notice that A, B and D are traceless symmetric matrices while C is not. In fact, this is
responsible for not being able to decouple the system of equations (5.41). The explicit
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APPENDIX B. EXPLICIT FORM OF TRANSFORMATION MATRIX M AND
EFFECTIVE POTENTIAL V.

components of these matrices are

a11 =
2R

(
r3 −R3)

r3
(
r3 + r2R+ rR2 +R3

) ,

a12 =− (r−R)(r3 + r2R+ rR2 −R3)
√

r3R(r2 + rR+R2)
r5R(r3 + r2R+ rR2 +R3)

,

b11 =
2R

(−r6 + r4R2 +6r3R3 +3r2R4 +2rR5 +R6)
r4

(
r3 + r2R+ rR2 +R3

)2 ,

b12 =
[
2r3

√
r3R

(
r2 + rR+R2

) (
r3 + r2R+ rR2 +R3)2

]−1
×(−r9 −3r8R−6r7R2 −22r6R3 −20r5R4 −16r4R5 +6r3R6 +6r2R7 +5rR8 +3R9)

,

c11 = l(l+1)
R(r−R)

(
r2 +2rR+3R2)

r5
(
r3 + r2R+ rR2 +R3

) −
[
2r6 (

r3 + r2R+ rR2 +R3)3]−1×

R2 (
9r9 +27r8R+54r7R2 +42r6R3 +17r5R4 −21r4R5 +4rR8 +12R9)

,

c12 = l(l+1)
[
4r7R

(
r3 + r2R+ rR2 +R3)]−1

√
r3R

r2 + rR+R2 ×(
r6 +2r5R+3r4R2 +16r3R3 +15r2R4 +14rR5 −3R6)
−

[
4r11/2

√
R

(
r2 + rR+R2

) (
r3 + r2R+ rR2 +R3)3

]−1
×

R
(
3r11 +12r10R+30r9R2 +90r8R3 +182r7R4 +296r6R5

+254r5R6 +150r4R7 −5r3R8 −56r2R9 −56rR10 −36R11)
,

d11 =− 6R4

r6 − r2R4 ,

d12 =
3R2 (

r3 + r2R+ rR2 −R3)√
r3R

(
r2 + rR+R2

)
(r7 − r4R3)

(
r3 + r2R+ rR2 +R3

) .

(B.2)

On account of the definition

(B.3) h :=−
(
D−1B

fg
+I

d fg

dr

)
,

where I denotes the 2×2 unit matrix, we find that the matrix M can be written as

(B.4) M= exp
(
−1

2

∫ h
fg

dr
)
.

In the same way, the potential matrix V in terms of these matrices, becomes

(B.5) V= fg

2
dh
dr

+ 1
4

h2 +M−1 D−1CM.
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C
MATHEMATICA CODE

(****************************************************************************************************************************************************)

(****************************************************************************************************************************************************)

(*We define the following geometric objects*)

ξ:={t,r,θ,ϕ}(*coordinates on worldvolume*);

g=-γ[r]2,0,0,0,0,
1

γ[r]2
,0,0,0,0,r2,0,0,0,0,r2 Sin[θ]2;(*induced metric*)

Ig=Inverse[g](*Inveverse of induced metric*);

Γ[a1_,b1_,c_]:=Γ[a1,b1,c]=Simplify(1/2)*
d=1

4

(Ig〚a1,d〛*(D[g〚d,b1〛,ξ〚c〛]+D[g〚d,c〛,ξ〚b1〛]-D[g〚b1,c〛,ξ〚d〛]))(*Crhistoffel Symbols*);

Riemann[a1_,b1_,c1_,d1_]:=Riemann[a1,b1,c1,d1]= 

e1=1

4

g〚a1,e1〛× D[Γ[e1,d1,b1],ξ〚c1〛]-D[Γ[e1,c1,b1],ξ〚d1〛]

+ 

f1=1

4

(Γ[e1,c1,f1]×Γ[f1,d1,b1]-Γ[e1,d1,f1]×Γ[f1,c1,b1]) (*Riemann Tensor*);

K1={{0,0,0,0},{0,(D[a[r],r]×b[r]-a[r]×D[b[r],r])/a[r],0,0},{0,0,-r b[r],0},{0,0,0,-r b[r]Sin[θ]^2}}(*Extrinsic Curvature 1 with low indices*);

K2={{-γ[r]^2/(2 R a[r]),0,0,0},{0,2 a[r]R^2/(r^2(r-R)),0,0},{0,0,-a[r]R^2/r,0},{0,0,0,-a[r]R^2 Sin[θ]^2/r}}(*Extrinsic Curvature 2 with low indices*);

K1U={0,0,0,0},0,γ[r]4
b[r] a′[r]

a[r]
-b′[r] ,0,0,0,0,-

b[r]

r3
,0,0,0,0,-

b[r] Csc[θ]2

r3
(*Extrinsic Curvature 1 with up indices*);

K2U=-
1

2 R a[r] γ[r]2
,0,0,0,0,

2 R2 a[r] γ[r]4

r2 (r-R)
,0,0,0,0,-

R2 a[r]

r5
,0,0,0,0,-

R2 a[r] Csc[θ]2

r5
(*Extrinsic Curvature 2 with up indices*);

k1=-
2 b[r]

r
+γ[r]2

b[r] a′[r]

a[r]
-b′[r] (*Mean Extrinsic 1 Curvature*);

k2=
1

2 R a[r]
+
2 R2 a[r] -r+R+r γ[r]2

r3 (r-R)
(*Mean Extrinsic 2 Curvature*);

Kt={K1,K2}(*Extrinsic curvatures with low indices*);

KUt={K1U,K2U}(*Extrinsic curvatures with up indices*);

kt={k1,k2}(*Mean Extrinsic Curvatures*);

ωt{{{0,0,0,0},{0,(R^2/r^2)(a[r]×D[b[r],r]-b[r]×D[a[r],r]),0,0}},{{0,-(R^2/r^2)(a[r]×D[b[r],r]-b[r]×D[a[r],r]),0,0},{0,0,0,0}}}(*Gauge Field ωa*);

ϕt={ϕ1[t,r,θ,ϕ],ϕ2[t,r,θ,ϕ]}(*Deformation fields*);

G[a1_,b1_,i_,j_]:=G[a1,b1,i,j]=kt〚i〛×KUt〚j,a1,b1〛+kt〚j〛×KUt〚i,a1,b1〛- 

c1=1

4



d1=1

4

(KUt〚i,b1,d1〛×KUt〚j,a1,c1〛×g〚c1,d1〛+KUt〚j,b1,d1〛×KUt〚i,a1,c1〛×g〚c1,d1〛)

+Ig〚a1,b1〛 

c1=1

4



d1=1

4

(Kt〚i,c1,d1〛×KUt〚j,c1,d1〛) -kt〚i〛×kt〚j〛 (*Tensor G ij
ab *);

DDϕ[c1_,d1_,i_]:=D D[ϕt〚i〛,ξ〚d1〛]-
j=1

2

(ωt〚i,j,d1〛*ϕt〚j〛) ,ξ〚c1〛- 

e1=1

4

(Γ[e1,c1,d1]×D[ϕt〚i〛,ξ〚e1〛])+ 

e1=1

4

Γ[e1,c1,d1]×
j=1

2

(ωt〚i,j,e1〛×ϕt〚j〛)

- 

j=1

2

(ωt〚i,j,c1〛*D[ϕt〚j〛,ξ〚d1〛]) +

j=1

2



k=1

2

(ωt〚i,j,c1〛×ωt〚j,k,d1〛×ϕt〚k〛)(*This term is the second covariant derivative of deformation fields, ∇a∇bϕ
i*);

(*****************************************************************************************************************************************************)

(*****************************************************************************************************************************************************)
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(**********************************************************************************************************************************)

(**********************************************************************************************************************************)

(*The equations of motion are given by*)

Equation[i1_]:= 

a1=1

4



b1=1

4



j1=1

2

G[a1,b1,i1,j1]× DDϕ[a1,b1,j1]+ 

c1=1

4



d1=1

4



l1=1

2

Kt〚j1,a1,c1〛×Ig〚c1,d1〛×Kt〚l1,d1,b1〛×ϕt〚l1〛 (*Equation of Motion*)

(*it is convenient to have each one of the components of these differential equations separately *)

α1=Simplify[Expand[Coefficient[E1,ϕ1[t,r,θ,ϕ]]],r>R>0];

α2=SimplifyExpandCoefficientE1,ϕ1(1,0,0,0),r>R>0;

α3=SimplifyExpandCoefficientE1,ϕ1(2,0,0,0)[t,r,θ,ϕ],r>R>0;

α4=SimplifyExpandCoefficientE1,ϕ1(0,1,0,0)[t,r,θ,ϕ],r>R>0;

α5=SimplifyExpandCoefficientE1,ϕ1(0,2,0,0)[t,r,θ,ϕ],r>R>0;

α6=SimplifyExpandCoefficientE1,ϕ1(0,0,1,0)[t,r,θ,ϕ],r>R>0;

α7=SimplifyExpandCoefficientE1,ϕ1(0,0,2,0)[t,r,θ,ϕ],r>R>0;

α8=SimplifyExpandCoefficientE1,ϕ1(0,0,0,1)[t,r,θ,ϕ],r>R>0;

α9=SimplifyExpandCoefficientE1,ϕ1(0,0,0,2)[t,r,θ,ϕ],r>R>0;

β1=Simplify[Expand[Coefficient[E1,ϕ2[t,r,θ,ϕ]]],r>R>0];

β2=SimplifyExpandCoefficientE1,ϕ2(1,0,0,0)[t,r,θ,ϕ],r>R>0;

β3=SimplifyExpandCoefficientE1,ϕ2(2,0,0,0)[t,r,θ,ϕ],r>R>0;

β4=SimplifyExpandCoefficientE1,ϕ2(0,1,0,0)[t,r,θ,ϕ],r>R>0;

β5=SimplifyExpandCoefficientE1,ϕ2(0,2,0,0)[t,r,θ,ϕ],r>R>0;

β6=SimplifyExpandCoefficientE1,ϕ2(0,0,1,0)[t,r,θ,ϕ],r>R>0;

β7=SimplifyExpandCoefficientE1,ϕ2(0,0,2,0)[t,r,θ,ϕ],r>R>0;

β8=SimplifyExpandCoefficientE1,ϕ2(0,0,0,1)[t,r,θ,ϕ],r>R>0;

β9=SimplifyExpandCoefficientE1,ϕ2(0,0,0,2)[t,r,θ,ϕ],r>R>0;

δ1=Simplify[Expand[Coefficient[E2,ϕ1[t,r,θ,ϕ]]],r>R>0];

δ2=SimplifyExpandCoefficientE2,ϕ1(1,0,0,0)[t,r,θ,ϕ],r>R>0;

δ3=SimplifyExpandCoefficientE2,ϕ1(2,0,0,0)[t,r,θ,ϕ],r>R>0;

δ4=SimplifyExpandCoefficientE2,ϕ1(0,1,0,0)[t,r,θ,ϕ],r>R>0;

δ5=SimplifyExpandCoefficientE2,ϕ1(0,2,0,0)[t,r,θ,ϕ],r>R>0;

δ6=SimplifyExpandCoefficientE2,ϕ1(0,0,1,0)[t,r,θ,ϕ],r>R>0;

δ7=SimplifyExpandCoefficientE2,ϕ1(0,0,2,0)[t,r,θ,ϕ],r>R>0;

δ8=SimplifyExpandCoefficientE2,ϕ1(0,0,0,1)[t,r,θ,ϕ],r>R>0;

δ9=SimplifyExpandCoefficientE2,ϕ1(0,0,0,2)[t,r,θ,ϕ],r>R>0;

ϵ1=Simplify[Expand[Coefficient[E2,ϕ2[t,r,θ,ϕ]]],r>R>0];

ϵ2=SimplifyExpandCoefficientE2,ϕ2(1,0,0,0)[t,r,θ,ϕ],r>R>0;

ϵ3=SimplifyExpandCoefficientE2,ϕ2(2,0,0,0)[t,r,θ,ϕ],r>R>0;

ϵ4=SimplifyExpandCoefficientE2,ϕ2(0,1,0,0)[t,r,θ,ϕ],r>R>0;

ϵ5=SimplifyExpandCoefficientE2,ϕ2(0,2,0,0)[t,r,θ,ϕ],r>R>0;

ϵ6=SimplifyExpandCoefficientE2,ϕ2(0,0,1,0)[t,r,θ,ϕ],r>R>0;

ϵ7=SimplifyExpandCoefficientE2,ϕ2(0,0,2,0)[t,r,θ,ϕ],r>R>0;

ϵ8=SimplifyExpandCoefficientE2,ϕ2(0,0,0,1)[t,r,θ,ϕ],r>R>0;

ϵ9=SimplifyExpandCoefficientE2,ϕ2(0,0,0,2)[t,r,θ,ϕ],r>R>0;

(*where the explicit form of funcions a, b, γ is *)

a[r]=Sqrt[r^3/(r^3+r^2 R+r R^2+R^3)];

a'[r]=D[a[r],r];

a''[r]=D[a'[r],r];

b[r]=Sqrt[R(r^2+r R+R^2)/(r^3+r^2 R+r R^2+R^3)];

b'[r]=D[b[r],r];

b''[r]=D[b'[r],r];

γ[r]=Sqrt[1-R/r];

γ'[r]=D[γ[r],r];

γ''[r]=D[γ'[r],r];

(**********************************************************************************************************************************)

(**********************************************************************************************************************************)
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(**************************************************************************************************************************)

(**************************************************************************************************************************)

(*Using these coefficients one can construct the following matrices*)

II:={{1,0},{0,1}};

A1:={{α5,β5},{β5,-α5}}//Simplify;

B1:={{α4,β4},{β4,-α4}}//Simplify;

C1:={{α1-λ α7,β1-λ β7},{β1-λ β7,ϵ1+λ α7}}//Simplify;

D1:={{α3,β3},{β3,-α3}}//Simplify;

C2:={{α1-λ α7,β1-λ β7},{β1-λ β7,-α1+λ α7}}//Simplify;

Z1={{0,0},{0,α1+ϵ1}}//Simplify;

C11=C2+Z1//Simplify;

A=-Inverse[D1].A1//Simplify;

B:=-Inverse[D1].B1//Simplify;

F:=-Inverse[D1].C2//Simplify;

Z=-Inverse[D1].Z1//Simplify;

A2=A;

B2=((1/r)A+B);

C3=-(A/(4 r^2))+(B/(2r))+F+Z;

fg=SimplifySqrt
(r-R)2 r2+r R+R2

3 r R3
,r-R>0;

H1=-Simplify[Expand[1/(2 fg)(B2/fg-D[fg,r]II)],{r>R>0}];

h=B2/fg-D[fg,r]II//Simplify;

M={{Cos[h12[r]],Sin[h12[r]]},{-Sin[h12[r]],Cos[h12[r]]}};

(*Considering these matrices the potential matrix can be written as *)

V=Simplify[(h.h)/4+fg D[h,r]/2-Inverse[M].C3.M,r>R>0];

(*Here we calculate the limit of the matrix potential in the space boundaries *)

Limit[(V/.h12[r]d),r∞]

Limit[(V/.h12[r]d),rR]

(*It is convenient to make a change of variables from r to 1/z and from R to 1*)

B4=fg(h-2  ω II+D[fg,r] II)//Simplify;

C4=C3- ω h//Simplify;

fgz=fg/.{r1/z,R1};

B4z=B4/.{r1/z,R1};

C4z=Simplify[C4/.{r1/z,R1},0<z<1];

Az=Simplify[z^4 fgz^2,0<z<1];

Bz=Simplify[2 z^3 fgz^2-z^2 B4z,0<z<1];

(*If we make the previous change of variable, the equations of motion are*)

Eq1=Simplify[Az D[ϕ1[z],z,z]+Bz〚1,1〛×D[ϕ1[z],z]+Bz〚1,2〛×D[ϕ2[z],z]+C4z〚1,1〛×ϕ1[z]+C4z〚1,2〛×ϕ2[z],0<z<1];

Eq2=Simplify[Az D[ϕ2[z],z,z]+Bz〚2,2〛×D[ϕ2[z],z]+Bz〚2,1〛×D[ϕ1[z],z]+C4z〚2,2〛×ϕ2[z]+C4z〚2,1〛×ϕ1[z],0<z<1];

(**************************************************************************************************************************)

(**************************************************************************************************************************)
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(**************************************************************************************************************************)

(**************************************************************************************************************************)

(*Here we expand the equation of motion in Tylor series*)

SERIES[ω0_,λ0_,q0_,φ0_,ORDH_,z0_]:= (*λ0 is l(l+1) where l is angular momentum of the deformation*)

param={};

param={ωω0,qh[0]q0,φh[0]φ0,λλ0};

ϕ1[z_]:=Sumqh[i](z-1)i,{i,0,ORDH+20}//.param;

ϕ2[z_]:=Sumφh[i](z-1)i,{i,0,ORDH+20}//.param;

Eq1;

Eq2;

ss=Series[{Eq1,Eq2}//.param,{z,1,ORDH}];

yh=Union[Table[qh[i],{i,1,ORDH}],Table[φh[i],{i,1,ORDH}]];

eqs=Union[Table[SeriesCoefficient[ss〚1〛,i]0,{i,1,ORDH}],Table[SeriesCoefficient[ss〚2〛,i]0,{i,1,ORDH}]];

systH=Solve[eqs,yh]〚1〛;

qn=Sumqh[i](z-1)i,{i,0,ORDH}//.Union[param,systH];

φn=Sumφh[i](z-1)i,{i,0,ORDH}//.Union[param,systH];

{qn,φn}/.zz0

;

DET[ω0_,λ0_,ORDH_,z0_]:=( (*This is te determinat of the matrix S*)

S10=SERIES[ω0,λ0,1,0,ORDH,z0];

a11=S10〚1〛;

a12=S10〚2〛;

S01=SERIES[ω0,λ0,0,1,ORDH,z0];

a21=S01〚1〛;

a22=S01〚2〛;

Det[{{a11,a12},{a21,a22}}]

);

(*We build a loop where at each turn we solve the equation detS=0, finding a

frequency that tends to a value the larger the order of expansion *)

xi=20;

xf=101;

dim=xf-xi;

dx=(xf-xi)/dim;

TT=Table[Null,{dim}];

xx=xi;

λ00=2;

Xg=0.4+.1 (*guess frequency*);

Monitor[

For[ii=1,ii<dim+1,

(****)

ff[XX_?NumberQ]:=DET[XX,λ00,xx,10^(-10)];

Z=FindRoot[ff[XX],{XX,Xg}];

Xg=XX/.Z;

check=Abs[ff[Xg]];

TT〚ii〛={N[xx],Xg,check};

ii++;

xx=xx+dx],{ii,N[xx],Xg,check}];

(**************************************************************************************************************************)

(**************************************************************************************************************************)
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Depending on the viewpoint, we have integrability conditions to describe the geometry of

an extended object at a fixed time, Σt, once this undergo an ADM split.

D.0.1 Σt embedded in m

If Σt is embedded into m, xa = X a(uA), with uA being the local coordinates in Σt and

A = 1,2, . . . , p., the orthonormal basis is provided by {εa
A = ∂A X a,ξa}. This satisfies

gabε
a

Aξ
b = 0, gabξ

aξb = −1 and gabε
a

Aε
b

B = hAB where hAB is the spacelike metric

associated to Σ. The corresponding Gauss-Weingarten (GW) equations are

(D.1)
∇Aε

a
B =ΓC

ABε
a

C +kABξ
a,

∇Aξ
a = kABhBCεa

C,

where ∇A = εa
A∇a, kAB = kBA is the extrinsic curvature of Σt associated to the normal

ξa and ΓC
AB stands for the connection compatible with hAB.

The intrinsic and extrinsic geometries for the embedding under consideration must

satisfy the integrability conditions

Rabcdε
a

Aε
b

Bε
c
Cε

d
D = RABCD −kADkBC +kACkBD ,(D.2a)

Rabcdε
a

Aε
b

Bε
c
Cξ

d =DAkBC −DBkAC,(D.2b)

where RABCD is the Riemann tensor associated to the spacelike manifold Σt and DA is

the covariant derivative compatible with hAB.
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D.0.2 Σt embedded in M

If Σt is embedded into M , xµ = Xµ(uA), the orthonormal basis is provided by {εµA =
∂A Xµ,ξµ,nµ i}. This satisfies εA ·ξ= εA ·ni = ξ·ni = 0, ξ·ξ=−1, ni ·n j = δi j and εA ·εB = hAB.

The corresponding GW equations are

(D.3)

DAε
µ

B =ΓC
ABε

µ
C +kABξ

µ−LA
inµ i,

DAξ
µ = kABhBCεµC −LA

inµ i,

DAnµ i = Li
ABhBCεµC −LA

iξµ+σA
i jnµ j,

where DA = εµADµ and Dµ being the background covariant derivative, Li
AB = Li

BA is the

extrinsic curvature of Σt associated to the normal nµ i. Additionally, we have introduced

LA
i := εa

Aξ
bK i

ab and σA
i j := εa

Aωa
i j. Observe that the tangent-normal projection of the

worldvolume extrinsic curvature is in fact a piece of a non-trivial twist potential given

by LA
i = ni ·DAξ.

The intrinsic and extrinsic geometries for the embedding under consideration must

satisfy the integrability conditions

0=−RABCD −kACkBD +kBCkAD +Li
ACLBD i −Li

BCLAD i,(D.4a)

0=DAkBC −DBkAC +LA
iLBC i −LB

iLAC i,(D.4b)

0= D̃ALi
BC − D̃BLi

AC +LA
ikBC −LB

ikAC,(D.4c)

0= D̃ALB
i − D̃BLA

i +LA
C ikBC −LB

C ikAC,(D.4d)

0=−Ωi j
AB +LA

C iL j
BC −LB

C iL j
AC −LA

iLB
j +LB

iLA
j,(D.4e)

where Ωi j
AB := D̃BσA

i j − D̃AσB
i j is the curvature tensor associated with the gauge field

σA
i j and D̃A is the O(N − p − 1) covariant derivative acting on the normal indices

associated with the connection σA
i j.
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SINGULAR SECOND-ORDER SYSTEMS

E.1 Dirac Method

In this section we discuss brieflly the Dirac Method for Hamiltonian systems with

constrains in a field theory, following the references [37, 38, 40, 58, 61] .

We consider the action

(E.1) S
[
ΦA (x)

]
=

∫
dtL =

∫
dtdpxL

(
ΦA,∂aΦ

A
)
,

where L is the Lagrangian of the system, L is the density Lagrangian and, ΦA are the

field variables. Define the conjugate canonical momentum associated to fields ΦA as

(E.2) PA = δL
δΦ̇A

,

where the dot over PA represents the derivative concerning the parameter t. Performing

a Legandre transformation ,one can write the action in (E.1) in term of a Hamiltonian

density HC = PAΦ̇
A −L ,

(E.3) S =
∫

dtdpx
(
PAΦ̇

A −HC

)
=

∫
dtHc,

where Hc = ∫
dpxH is the canonical Hamiltonian.

By defining the Poisson brackets of two functions, A and B, of phase space as

(E.4) {A,B}= δA
δΦA

δB
δPA

− δA
δPA

δB
δΦA .
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We see that Hc generates the temporal evolution of canonical variables, i.e.

Φ̇A = {ΦA,Hc}= δHc

δPA
,

ṖA = {PA,Hc}=−δHc

∂ΦA .
(E.5)

We are interested in working with singular systems. In this kind of systems the determi-

nant of Hessian matrix, HAB, is equal to zero

(E.6) det |HAB| = det
∣∣∣∣ δ2L
∂Φ̇A∂Φ̇B

∣∣∣∣= 0,

this implies that accelerations Φ̇A cannot be only determined by fields ΦA and its

derivatives. Additional, the vanishing of this determinant leads to not all linear momenta

being independent and there are some relations

(E.7) ϕm

(
ΦA,PA,∂iΦ

A,∂iPA

)
≈ 0 m = 1, · · · , M.

They are called primary constrictions for emphasizing that one does not use the equation

of motion to arrive at them but only momenta definition (E.2). Here, ∂i denotes the

spacial derivative and the symbol ≈ reads as weekly zero and means that is equal to zero

on the sub-manifold, Γ, of phase space that is defined by the primary constrains.

Consider there are M′ independent relations of the form (E.2). So M′ rows of Hessian

matrix must be null, therefore

(E.8) M′ = N −Rank(HAB) .

Assuming that the rank of the Hessian matrix is constant, this implies that the number

of primary constraints is fixed. On the other hand, since there are no restrictions to (E.2)

that demand that they are independent, in principle, M′ ≤ M. Moreover, independent

constraints, ϕm′ do not have to come directly from (E.2), as it is for ϕm. They can be

combinations of these latter. So it is essential to calculate the null vector of the Hessian

matrix. By denoting, V m
m′ as the components of null vectors and ϕm as the primary

constraints, then we have the primary independent constraints are written as follows

(E.9) ϕm′ =V m
m′ϕm.

The Hamiltonian Hc is not unique and it has to be replaced by a effective Hamiltonian

H̃, called primary Hamiltonian [61],

(E.10) H̃ = Hc +umϕm ≈ Hc,
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H̃ generates new equation of motion

Φ̇A = {ΦA, H̃}= δH̃
δPA

+umδϕm

δPA
,

ṖA = {PA, H̃}=− δH̃
∂ΦA −umδϕm

δΦA ,

φm = 0,

(E.11)

these equations of motion are consistent with variation δΦA and δPA because they

preserve the constrains ϕm ≈ 0. Now consistency conditions have to be applied to avoid

that when the system evolves, the sub-manifold Γ changes. Thus, one assumes that

(E.12) ϕ̇n = {ϕn, H̃}≈ {ϕn,Hc}+um{ϕn,ϕm}≈ 0,

the equation in (E.12) can be represented as a linear system equation

(E.13) hn +Wnmum ≈ 0,

or in a matrix form as

(E.14) h+Wu ≈ 0,

here h and u are vectors and W is a matrix. There are the following cases for this matrix

system:

• (i) If h 6= 0 and detW 6= 0, we can determine all Lagrangian multipliers since there

exists the inverse of W , denoted by W−1, and then

(E.15) um =−(
W−1)mn hn.

• (ii) If h 6= 0 and detW = 0. In this case, the number of multipliers, um, that can

be determined is equal to the rank of the matrix W, K = rank(W). In contrast,

N ′ multipliers cannot be determined, where N ′ is the nullity of matrix W. If one

calculates the null vector, V i (i = 1, · · · , N ′), of matrix W. By definition, they satisfy

WV i ≈ 0. This implies that

(E.16) hV i ≈ 0.

these are new relations that are satisfied by the canonical variables, i.e., there are

new constrains. They are known as secondary constraints.
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• (iii) If h = 0 and detW 6= 0. Taking into account the equation (E.14) , we directly

obtain

(E.17) Wu ≈ 0,

the only solution to the last equation is the trivial solution, leading to H̃ = Hc.

• (iv) If h = 0 and detW = 0. For this case, like the previous one, we have

(E.18) Wu ≈ 0.

However, due to the fact that detW = 0, only some multipliers can be weakly

determined. Noteworthy that the fact that h = 0 could come from null canonical

Hamiltonian.

By virtue of consistency conditions, secondary constraints must also be preserved over

time. This will involve iterating over the previous steps applied to the secondary con-

straints. This algorithm must be repeated if new restrictions appear until no new ones.

This process ends after a finite number of iterations. Once the information from the

consistency relations on the primary constraints is exhausted and with the addition

of secondary constraints, a total Hamiltonian can be constructed, which will contain

information on all the constraints found so far, both primary and secondary, this will be

(E.19) HT := Hc +upϕp,

where ϕ are all constraints, and the equations of motion take the following form

Φ̇A ≈ {ΦA,HT},

ṖA ≈ {PA,HT}.
(E.20)

Taking the consistency conditions

(E.21) ϕ̇p ≈ {ϕp,HT }≈ {ϕp,Hc}+uq{ϕp,ϕq}≈ 0,

where p, q = 1, · · · ,T with T the number of all constraints. As we have already mentioned,

the consistency relations give a linear equations system to multipliers u, whose general

solution can be written as follows

(E.22) uq =U q +V q,

U q is the particular solution to the inomogeneous equations and V q is the general

solution to homogeneous system,

(E.23) V q{ϕp,ϕq}≈ 0.
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In addition, V q can be written as a linear combination of independent solutions of

homogeneous system, i.e., V q = viV q
i , where i = 1, · · · ,k, where k is the number of

independent solutions of homogeneous system, then

(E.24) uq =U q +viV q
i .

since vi are arbitrary, then uq can be separated in two parts, one is fixed by consistency

conditions and the another is indeterminate. This must be reflected in the total Hamil-

tonian and, of course, in the equations of motion. By substituting (E.24) in the total

Hamiltonian, we have

(E.25) HT = Hc +U qφq +viϕi,

where ϕi =V q
i ϕq. If we write the temporal evolution of any function, F, of phase space

taking into account (E.24), we get

(E.26) Ḟ ≈ {F,HT }≈ {F,H′}+vi{F,ϕi},

where we have defined H′ := Hc +U qϕq. These equations have k arbitrary functions and

are equivalent to the Lagrangian equations. The fact that arbitrary functions appear

makes a fundamental difference since the initial conditions no longer have a unique

evolution but remain indeterminate until arbitrary functions.

E.1.1 First and second class constraints

Until now, it has not been necessary to make a substantial difference between primary

and secondary constraints since they are treated at the same level. Notwithstanding, it

will be handy to split the constraints into first and second class.

Let be a functional of the space phase, F. It is first class if its Poisson bracket with all

constraints is weakly zero, i.e.

(E.27) {F,ϕp}≈ 0.

On the contrary F is a second class constraint. Remember p = 1, · · · , j and j the total

number of constraints.

If F is a first class constraint, then {F,ϕp} must be strongly equal to zero to any linear

combination of constraints ϕ because these are the only independent quantities that are

weakly zero, therefore

(E.28) {F,ϕp}= f q
pϕq.
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By using the definitions of a first or second class constrain, and taking the following

Poisson bracket

(E.29) {ϕi,ϕp}= {V j
i ϕ j,ϕp}=V j

i {ϕ j,ϕp}+ {V j
i ,ϕp}ϕ j ≈V j

i {ϕ j,ϕp},

taking into account that V j
i is a solution of homogeneous system equation for multipliers

u, this implies that

(E.30) {ϕi,ϕp}≈ 0,

thus, ϕi = V j
i ϕ j is a first class constraint. One can proof that H′ is also a first class

constraint.

We denote the first class constraint as γ, and the second class are indicated by χ. Keep

in mind that the first-class constraints do not have to be directly one of the primary

or secondary constraints. In general, they can be combinations of these. To find them

correctly, it will be necessary to calculate the null vectors of the matrix whose entries are

the Poisson brackets between the constraints. Later, one contracts null vectors with the

j constraints, and finally, one will find the correct first-class constraints. For the above,

let us look at the matrix,

(E.31) W ′
pq = {ϕp,ϕq},

this has dimension j × j and ϕp are all constraints both secondary and primary. If

detW ′ ≈ 0, then there are j−R first class constraints (R is the rank of W ′).

Proof:

If detW ′ = 0 in Γ, then the nullity of W ′ must be j −R. Therefore, j −R null vectors

can be found, we denote them by ωi with i = 1, · · · , j−R, such that

(E.32) ω
p
i {ϕp,ϕq}≈ 0,

implying

(E.33) {ωp
i ϕp,ϕq}≈ 0,

evidently, the constraints ωp
i ϕp form a set of j−R first class constraints. Thus, all first

class constrains of a theory can be written as

(E.34) γi :=ωp
i ϕp.
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It is a systematic way to find the first class constraints. On the another hand, the matrix

Wpq can be written in the following way

(E.35) Wpq =
(
0 0
0 Cαβ

)
j× j

,

where Cα,β = {χα,χβ}, this is a R×R matrix, R is the number of second class constraints

and it coincides with the rank of the matrix W ′. In addition, one can proof that R must

be even.

E.1.2 Gauge Transformations

Up to this point, ways to find the multipliers, u, associated with the theory have been

addressed. However, the presence of such arbitrary multipliers, either in the equations

of motion or in the solutions, implies that the phase space variables qi and pi can not be

uniquely determined from initial conditions, so they have no physical meaning. However,

these are deterministic theories at the classical level, so two states that share the same

initial conditions should not be physically different. When two different functions provide

the same physical state, it said they are related under a gauge transformation.

Consider a dynamical variable F, with initial value F0, its value at time δt is

(E.36) F(δt)= F0 +δt
[
{F,H′}+vi{F,γi}

]
,

remember that vi are arbitrary, suppose we take another value of it. That would give a

different F ′ (δt), the difference being

(E.37) ∆F(δt)= F(δt)−F ′(δt)= δt
(
vi −v′i

)
{F,γi}= δvi{F,γi},

the last expression represents a transformation of dynamical variable F, where gen-

erating functions are the first class constraints γi. Dirac postulated that all first class

constrains are generating functions of transformations, that lead to changes in the

canonical variables ΦA and PA, that do not affect the physical state. They are known as

gauge transformations.

Now if we apply two gauge transformation with generating functions γi and γ′i and after

we apply the same transformation in the reverse order and calculate the difference, we

obtain

(E.38) ∆F = viv′i
′ [

{{F,γi},γ′i′}− {{F,γ′i′},γi}
]= viv′i

′
{F, {γi,γ′i′}},
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taking into account a theorem which proof that Poisson bracket of two first class con-

straints is also a first class constraint and the Dirac postulate, we arrive that Poisson

bracket of two first class constraints also generates a gauge transformation.

E.1.3 Degrees of Freedom Count

With all concepts that have been given in this section, it is possible to count of degrees of

freedom (DOF) of the system. Remember that DOF of a system is the number of physical

independent variables that are necessary to describe it.

Taking as a guide the count in the elemental mechanics, the number of generalized

coordinates minus number of independent restrictions. Extrapolating to phase space, the

count of DOF is

(E.39) #DOF = 1
2

[(#CV)− (#SCC)−2(#FCC)] ,

where the number of canonical variables, second class constraints, first class constraints

are denoted by #CV ,#SCC ,#FCC respectively. The factor 1/2 appears to compensate

that the DOF only refer to the generalized coordinates, the number 2 accompanies the

first-class restrictions because they have a double role, both as a constraint and generator

of a gauge transformation.

E.1.4 Dirac Bracket

As we have mentioned, the total hamiltonian HT contains all system constraints. How-

ever, there is no distinction between first and second class constraints when one writes

this Hamiltonian. Writing a new function called Extended Hamiltonian (HE = H′+viγi),

which takes an explicit separation between first and second constraints, the evolution of

a function of phase space is given by

(E.40) Ḟ ≈ {F,HE}.

Additionally, one can build called Dirac bracket. For this consider two function of phase

space, F1 and F2, we define Dirac bracket as follow

(E.41) {F1,F2}D = {F1,F2}− {F1,χα}
(
C−1)αβ {χβ,F2}.

The equation of motion of dynamic variable can be written using Dirac bracket as follows

(E.42) Ḟ = {F,HE}D ,
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similarly, a gauge transformation of a function F can be rewritten as

(E.43) {F,γi}≈ {F,γi}D ,

Dirac bracket plays a crucial role in the quantization of a gauge theory since it is the one

that is promoted to a commutator instead of Poisson bracket.

E.2 Ostrogradsky-Hamilton Approach

The Hamiltonian formalism, used to study dynamic systems, is restricted to systems that

depend solely on first derivatives. Ostrogradsky expanded this analysis to higher-order

systems [83]. He discovered an instability in such systems, now known as Ostrogradsky

instability, because the Hamiltonian is unbounded below. Consequently, negative energy

values can arise, making it impossible to find a minimum energy state. These higher-

order models are flawed at the quantum level due to the existence of ghost states with

negative norms, which can potentially violate unitarity [59]. However, they possess

appealing properties, such as improved convergence of Feynman diagrams. Consequently,

higher-order theories such as [43, 65, 93] have gained significant interest.

In this section, we demonstrate how to utilize the Ostrogradsky method, following the

references [79, 111, 112].

Consider a system with an action given by

(E.44) S[ΦA]=
∫

dtL =
∫

dtdpxL
(
ΦA,∂iΦ

A,∂2
iΦ

A,Φ̇A,Φ̈A
)
.

To conduct a Hamiltonian analysis, it is possible to apply a Legendre transformation. In

this particular case, it is necessary to take into account 4n canonical coordinates due to

the dependence of the Lagrangian function on second-order time derivatives. They are

given in the following way

ΦA
1 =ΦA, pA = δL

δΦ̇A
− ṖA,

ΦA
2 = Φ̇A, PA = δL

δΦ̈A
,

(E.45)

the Hamiltonian function can be written as follows

(E.46) Hc =ΦA
2 pA + Φ̇A

2 PA −L.

It is important to observe that the final Hamiltonian function exhibits linearity with

respect to the momentum pA. This characteristic indicates the instability of the system,
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as pA can assume negative values, resulting in the absence of a lower bound for the

energy.

The equation of motion can be expressed using this canonical Hamiltonian function in

the following manner:

Φ̇A = ∂Hc

∂pA
, Φ̈A = ∂Hc

∂PA
,

ṗA =− ∂Hc

∂ΦA , ṖA =− ∂Hc

∂Φ̇A
,

(E.47)

in a similar manner to a first-order system, we can establish a Poisson bracket in this

case as well and utilize it to formulate the equations of motion. Let’s consider two

functions, F and G, defined on the phase space. The Poisson bracket between them is

defined as follows

(E.48) {F,G}= δF
δΦA · δG

δpA
+ δF
δΦ̇A

· δG
δPA

− δF
δpA

· δG
δΦA − δF

δPA
· δG
δΦ̇A

.

Therefore the equation of motion can be written as

Φ̇A = {ΦA,Hc}, Φ̈A = {Φ̇A,Hc},

ṗA = {pA,Hc}, ṖA = {PA,Hc}.
(E.49)

Thus far, we have made the assumption that the Lagrangian function is non-degenerate,

meaning that the determinant of the Hessian matrix is nonzero. Under this condition, it

is not possible to eliminate the second-time derivative of any field ΦA through integration

by parts.

If the second-order system is singular, it will involve constraints. Similar to a first-order

system, it is not possible to express all accelerations Φ̈A solely in terms of canonical

variables pA, PA, ΦA, and Φ̇A. Consequently, some equations of the form

(E.50) PA = δL

δΦ̈A
,

imply relations between canonical variables that we can write as follows

(E.51) ϕm

(
PA, pA,ΦA,Φ̇A

)
= 0,

Here, the variables ϕm represent the primary constraints. At this stage, the Dirac

algorithm can be applied in a similar manner to the approach employed in the previous

section for first-order systems. As a result, primary, secondary, first-class, and second-

class constraints can be obtained. It is important to consider the Poisson bracket in

equation (E.48) when constructing the Dirac bracket. Thus,

(E.52) #DOF = 1
2

[(#CV)− (#SCC)−2(#FCC)] ,
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E.2. OSTROGRADSKY-HAMILTON APPROACH

By employing an extension of the Dirac algorithm, it is possible to perform the corre-

sponding Hamiltonian analysis for singular second-order systems.

Dirac’s technique is particularly suitable for investigating the Hamiltonian formulation

of a theory where states are defined on a general spacelike surface, even in higher-order

systems. The fundamental concept involves introducing a set of curvilinear spacetime

coordinates, xa = (x0, · · · , xn), into the theory. The equation x0 = cte defines a generic

spacelike surface, while also introducing arbitrary coordinates on that surface. This

step becomes necessary when working within a general Riemannian manifold where

no natural choice for spatial coordinates is available. The insights gained from this

comprehensive analysis will prove invaluable in the subsequent section, as we apply

them to study the Regge-Teitelboim model as a second-order system.
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DICTIONARY OF VARIATION AND FUNTIONAL

DERIVATIVES OF CONSTRAINTS

In this appendix we present the variation of important geometric objects in the study of

Regge-Teitelboim à la ADM approach. In this approach, we take into account Xµ and Ẋµ

are independent variables.

F.1 Variation different geometric objects
The variation of the different geometric objects is given in terms of the variation of the
variable set {Xµ, Ẋ }

δξµ =− (ξ ·DAδX )hABεµB +
(

n j

N
·δẊ − N A

N
n j ·DAδX

)
nµj(F.1)

δ̃nµi =−
(
ni ·DAδX

)
hABεµB +

(
ni

N
·δẊ − N A

N
ni ·DAδX

)
ξµ(F.2)

δhAB = 2ε(A ·DB)δX(F.3)

δhAB =−2hAChBDε(B ·DB)δX(F.4)

δh = 2hhABεA ·DAδX(F.5)

δN = N Aη ·DAδX −ξ ·δẊ(F.6)

δN A =−2hA(C ND) (ε ·DDδX )+hAB Ẋ ·DBδX +hABεB ·δẊ(F.7)

δ̃LAB
i =−NC

N

(
ni ·DCδX

)
kAB + 1

N

(
ni ·δẊ

)
kAB −ni ·DADBδX(F.8)

δ̃Li =−2(εB ·DAδX )LBAi − NC

N

(
ni ·DCδX

)
k+ 1

N

(
ni ·δẊ

)
k(F.9)

−hAB
(
ni ·DADBδX

)
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APPENDIX F. DICTIONARY OF VARIATION AND FUNTIONAL DERIVATIVES OF
CONSTRAINTS

F.2 Functional derivatives of the constraints

F.2.1 functional derivatives of primary constraints

δSλ

δXµ
= 0,(F.10)

δSλ

δẊµ
=λPµ,(F.11)

δSλ

δpµ
= 0,(F.12)

δSλ

δPµ
=λ Ẋµ,(F.13)

δV~λ
δXµ

=−∂A(λAPµ)=−L~λPµ,(F.14)

δV~λ

δẊµ
= 0(F.15)

δV~λ
δpµ

= 0(F.16)

δV~λ
δPµ

=λA∂A Xµ =L~λXµ,(F.17)

δW~φ

δXµ
=−DA

(
φi

p
h

N2 N AL i ξµ

)
+DA

(
φi

p
h

N
hABL i εµB

)
(F.18)

−DA

(
2φi

p
h

N
LAB

i εµB

)
−DA

(
φi

p
h

N2 N Ak nµ i

)

+DADB

(
φi

p
h

N
hABnµ i

)
,

δW~φ

δẊµ
=−φi

p
h

N2 L i ξµ−φi
p

h
N2 k nµ i,(F.19)

δW~φ

δpµ
= 0(F.20)

δW~φ

δPµ
=φi nµ i,(F.21)
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F.2.2 functional derivatives of secondary constraints

δSΛ
δXµ

=DA T̃ A ,(F.22)

δSΛ
δẊµ

=Λ pµ+2Λ(P ·DA Ẋ )hABεµB −DA(2ΛN A Pµ)(F.23)

−2ΛNhAB(P ·DADB X )ξµ−2ΛNB(P ·DADB X )hACεµC(F.24)

−1
2

p
hΛGABCDΠαβDADB XαDCDD Xβ ξµ(F.25)

+Λ
p

h GABCDLi
ABkCD nµ i −Λ

p
h hABδi j

(
D̃Ani · D̃Bn j

)
ξµ(F.26)

−
[
D̃A

(
2ΛN

p
h hABδi jD̃Bn j

)
·ξ 1

N

]
nµ i,(F.27)

δSΛ
δpµ

,=Λ Ẋµ,(F.28)

δSΛ
δPµ

= 2ΛN ADA Ẋµ+Λ(N2hAB −N A NB)DADB Xµ,(F.29)

δV~Λ
δXµ

=−∂A(ΛA pµ)=−L~Λpµ,(F.30)

δV~Λ
δẊµ

=−∂A(ΛAPµ)=−L~ΛPµ,(F.31)

δV~Λ
δpµ

=ΛA∂A Xµ =L~ΛXµ,(F.32)

δV~Λ
δPµ

=ΛA∂A Ẋµ =L~Λ Ẋµ,(F.33)

δW~Φ

δXµ
=DAW̃ A ,(F.34)

δW~Φ

δẊµ
= (P ·ni)D̃AΦ

ihABεµB + 1
N

D̃A

(
D̃BΦ

i ph hAB
)
nµ i(F.35)

+
p

h
N
ΦiLA

iLA
j nµ j + 1

N
(p ·ξ)Φi nµ i

− 1
N

[
N ALA

j(P ·n j)+α
p

h LA
jLA

j

]
Φi nµ i,

δW~Φ

δpµ
=Φinµ i(F.36)

δW~Φ

δPµ
= N ADA(Φinµ i)=L~N (Φinµ i),(F.37)

where

W̃ A = hAB(p ·εB)Φinµ i + N A

N
(p ·ξ)Φinµ i + D̃BΦi(P ·ni)hAB Ẋµ

−
[
hABNCL j

BC(P ·n j)+
p

h hABLC
jL

j
BC

]
Φinµ i +2N(AhB)C(P ·ni)D̃CΦi εµB

−
[

N A NB

N
LB

j(P ·n j)+
p

h
N A

N
LB

jLB
j
]
Φinµ i +2

p
h hB(CLA)

iD̃BΦ
i εµC

−
p

h hABLC
iD̃CΦ

i εµB +
p

h hABhCDLi
BCD̃DΦi ξµ−

p
h kABD̃BΦi nµ i(F.38)

+
p

h
N A

N
hBCD̃BD̃CΦi nµ i +

p
h hABLC

jLi
BCΦi nµ j +

p
h

N A

N
LB

jLB
iΦi nµ j.
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and

T̃ A := −2ΛNhAB(P ·DB Ẋ )ξµ+2ΛN AhBC(P ·DB Ẋ )εµC −2ΛN AhBC N(P ·DBDC X )ξµ

+ 2ΛNChABN(P ·DBDC X )ξµ−2ΛNBhCD N A(P ·DBDC X )εµD

+ 2ΛN2hAChBD(P ·DBDC X )εµD +DB

[
Λ(N2hAB −N A NB)Pµ

]
− 1

2
Λ
p

h N AGBCDEΠαβDBDC XαDDDE Xβ ξµ

− 1
2
ΛN

p
h GCDEFΠαβDCDD XαDEDF Xβ hABεµB +2ΛN

p
h (LAB

i Li −LAC
i LC

B i)εµB

+ Λ
p

h N AGBCDELi
BCkDE nµ i +DB(ΛN

p
h GABCDΠµνDCDD Xν)

− Λ
p

h hBCδi j

(
D̃Bni · D̃Cn j

)
N A ξµ−ΛN

p
h hABhCDδi j

(
D̃Cni · D̃D n j

)
εµB

+ 2ΛN
p

h hABhCDδi j

(
D̃Bni · D̃Cn j

)
εµD −

[
D̃C

(
2ΛN

p
h hCDδi jD̃D n j

)
·εB hAB

]
nµ i

−
[
D̃C

(
2ΛN

p
h hBCδi jD̃Bn j

)
·ξ N A

N

]
nµ i.(F.39)
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Primary-primary constraints

(G.1)

{Sλ,Sλ′}= 0, {V~λ,V~λ′}= 0,

{Sλ,V~λ}= V~λ′ λ
′A =λλA, {V~λ,W~φ}= 0,

{Sλ,W~φ}=W~φ ′ φ
′ i =λφi, {W~φ,W~φ ′ }= 0,

Primary-secondary constraints

(G.2)

{Sλ,SΛ}=−Sλ1 −SΛ1 , {W~φ,SΛ}=Sλ2 +V~λ2
−W~φ1

−W~Φ1
,

{Sλ,V~Λ}=−SL~Λλ
, {W~φ,V~Λ}=Sλ3 −V~λ3

−W~φ2
,

{Sλ,W~Φ}=A , {W~φ,W~Φ}=W~φ3
+C ,

{V~λ,SΛ}=SL~λ
Λ−V~λ1

−V~Λ1
,

{V~λ,V~Λ}= V[~λ,~Λ],

{V~λ,W~Φ}=B,

where

λ1 = 2ΛL~Nλ, φi
1 =ΛφiNk−φiN ADAΛ+ΛN AD̃Aφ

i,(G.3)

Λ1 =λΛ, Φi
1 =Λφi,(G.4)

λA
1 = 2ΛNBDBλ

A , λ3 = ΛA

N φiLA
i,(G.5)

ΛA
1 =ΛλA , λA

3 = N A

N φiΛ
BLB

i +φiΛ
BLB

A i,(G.6)

λA
2 =Λφi

(
N ALi −NBLB

A i − N A NB

N
LB

i
)
, φi

2 =ΛAD̃Aφ
i,(G.7)

λA
2 =Λφi

(
N ALi −NBLB

A i − N A NB

N
LB

i
)
, φi

3 = N A

N φiΦ j LA
i,(G.8)
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and

A =
∫
Σ
λD̃AΦ

iph hAB(ni ·DB Ẋ ),(G.9)

B = −
∫
Σ

p
h hABλCD̃AΦi Li

BC ,(G.10)

C =
∫
Σ

[p
h

N2 φ
iΦi LA

j(N AL j +NLA
j)− 1

N
φiΦi(p ·ξ)+

p
h

N
φiΦ j(LAB

i L j
AB −L iL j)

]
(G.11)

Secondary-secondary constraints

(G.12)

{SΛ,SΛ′}=Sλ4 +W~φ4
, {V~Λ,V~Λ ′ }=V[~Λ,~Λ ′ ],

{SΛ,V~Λ}= V~λ4
−SL~ΛΛ

, {V~Λ,W~Φ}=Sλ5 +V~λ5
+W~φ4

+W~Φ4
+E ,

{SΛ,W~Φ}=Sλ6 +V~λ6
+D, {W~Φ,W~Φ

′ }=−W~φ5
+F ,

where

λ4 = (N2hAB −N A NB)(ΛDADBΛ
′−Λ′DADBΛ),(G.13)

φi
4 = 2N3hABLA

i(ΛDBΛ
′−Λ′DBΛ),(G.14)

λA
4 = Λ(N2hBC −NBNC)(DBDCΛ

A +RBDC
AΛD),(G.15)

λ5 = 1
N

[
ΛA NBkA

CLi
BCΦi −L~Λ(N ALA

i)Φi −ΛALA
iL~NΦi

]
,(G.16)

λC
5 = ΛAD̃A(NBLB

C i)Φi +ΛAD̃A(NBLB
i)

NC

N
Φi(G.17)

+ ΛA NB

N

[
ND̃BΦi LA

C i −kA
DLi

BD NCΦi + NB

N
(LA

iD̃BΦi NC(G.18)

− NkA
CLB

iΦi)
]

,(G.19)

φi
4 = 2Λ[A NB]

(
LA

C jLi
BC −LA

jLB
i
)
Φ j,(G.20)

Φi
4 = ΛAD̃AΦ

i,(G.21)

φi
5 = NhABKB

j(Φ jD̃AΦ
′ i −Φ′

jD̃AΦ
i),(G.22)

λC
6 = ΛΦi

[(
N2hAB +N A NB

)(
D̃ALiC

B −Li
BkA

C
)
+NNCD̃ALA i(G.23)

+ 2N ALB
C iDA NB +2

N A NC

N
Li

BDA NB + N A NBNC

N
D̃ALi

B

]
(G.24)

+ ΛD̃AΦi

[
2

(
hABN2 +N A NB

)(
LiC

B + Li
BNC

N

)]
,(G.25)

λ6 = −ΛΦi

[(
hABN2 +N A NB

) D̃ALi
B

N
+2N ALi

BDA NB

]
(G.26)

+ ΛD̃AΦi

[
−2

(
hABN2 +N A NB

) Li
B

N

]
,(G.27)
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D =
∫
Σ

{
ΛΦi

[
2NLA

i
(
P ·DA Ẋ

)
−2N

(
NBLA i +NLAB i

)
(P ·DADB X )(G.28)

−
[
N2

(
Li

AL jA −Li
ABL jAB

)
−NN A

(
LiL j

A −Li
BL jB

A

)](
P ·n j

)
(G.29)

+
p

h
[

N
2

LiL jL j + N
2

LiL jCDL jCD −NL jL j
ABLi

AB −NL j
ALi

ADL jD(G.30)

−NLAC
j LC

B jLi
AB +4NL jAL(i

BL j)AB +2NCL j
AL[i

AL j]
C −2NLiL j

AL j
A

]]
(G.31)

+ΛD̃AΦi

[
N A

(
p ·ni

)
−

(
P ·ni

)(
N ADC NC +NDA N

)
− D̃B

(
P ·ni

)(
hABN2 +N A NB

)
(G.32)

+
p

h N
((

kAB −hABk
)
Li

B + D̃BLiAB
)
+2

p
h N[BD̃BL|i|A] −

p
h NCD̃ALi

C

]
(G.33)

+ΛD̃AD̃BΦi

(
2
p

h Li[BN A]
)}

,(G.34)

E =
∫
Σ

p
h

{
2
N
Λ[A NB](LA

C iL j
BC −LA

iLB
j)L jΦi −2ΛCLC

[iLA
j]LA

jΦi

+ 2hA[BhD]CDBΛC LD
iD̃AΦi +ΛD(Li

CD kCA −kDCLCA i)D̃AΦi

+ 2ΛDLA
jhBCL[i

BDL j]
ACΦi +2hA[BhD]CΛCLD

iD̃AD̃BΦi

}
,(G.35)

F =
∫
Σ

{[
−hAB(p ·∂A X )+N ALl

AChCB(P ·nl)+
p

h LA
lLAB

l

]
×

δi j

(
ΦiD̃BΦ

′ j −Φ′ iD̃BΦ
j
)

− 2
p

h LA (i

(
hABL j) −LAB

j)

)(
ΦiD̃BΦ

′ j −Φ′ iD̃Bφ
j
)}

.(G.36)
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